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NPEJUCJIOBUE

. B nacrosinee speMa B Hauweff cTpaHe OFpOMHOe BHHMAaHH® yAenasercs
paspHTHIO DBM, MHEpONpOLeccOpHON TEXHHKH, a TaKXe aBTOMaTH3HpO-
BAHHGIM CHCTEMaM YNpasJieHHsI, THOKHM ITPOH3BOACTBAM C HCIOAB30OBaHHEM
po6oToB.

B marepuanax XXVII cresga KIICC oanum H3 BaXKHeHImHX Hampas-
NeHui HAayYHO-TEXHHYECKOTro Iporpecca Ha3BaHa aBTOMATH3alHsg NPOM3-
poAcTBa. COBpeMeHHHH 3Tall aBTOMATH3AllHH ONMPAeTCsi HAa PEBOJIOLHIO
B SAEKTPOHHO-BHIUHC/IHTENBHOH TEXHHKE, SJEKTPOHH3alHI0 HapOJHOTO
xossfictea. B JseHajuaToll nNATHIETKEe NPEAYCMOTPEHO CO3ZAHHE HOBBIX
noxosenHii DBM. OnpefiesieHsi KOHKpeTHbIe 8afiaylt 10 paspaboTke H Mac-
COBOMY OCBOEHHIO COBDEMEHHOH KOMIBIOTEDHOH TEXHHUKH.

ITonumaHHe pPONM BHUMC/IHTESBLHOH TeXHHKH B Pa3BHTHH oOulecTsa,
CIIOCOBHOCTH MPUMEHHTD €e B CBOEM JieJle, YMeHHe pellaTh 3aa4H ¢ HOMOLIbI0
OBM crasoBUTCH BTOPON TIPaMOTHOCTHIO.

Hacrostmee yyeGHOe MOcoGHe TpeIHAa3HAYEHO NJIS CTYAEHTOB TeXHHYe-
CKMX BYy30B, OGYU4IOWHXCS TIO CHENHANBHOCTAM «DJIEKTPOHHO-BHIUHCIIH-
TefbHas TeXHHKa», «ABTOMATH3HPOBAHHHE CHCTEMH ynpasfenus», «[Ipu-
KJajHas MaTeMaTHKa», «POGOTOTEXHHKa» H NPONOIKAIOMMX HU3ydeHHe aHr-
Jmitckoro s3urka B py3e Ha II u III stamax oGyuenus. OHO COCTaBJIeHO B
COOTBeTCTBHH ¢ TpeGoBanusMu I[TpOTpaMMbi [0 aHIMMACKOMY ASBIKY AIs
Hesi3BIKOBBIX CIENHANbHOCTEH BHICIUMX y4YeOHEIX 3asefienult (M.: 1986).
Lleas noco6us — copMHpOBaTL Y CTYAGHTOB HAaBBIKH H YMEHHS B UTEHHH,
nepeBojie OPHIUHANBHON HAYYHO-TEXHMUYECKOH JIHTEpaTypHl MO ClenHamb-

‘HOCTH, a T4K)Ke DasBHThb HABHIKH YCTHOH peud B mpemenax mpopaborad-

HOIl TeMaTHKH. YueGHbIM NMocoGHeM MOTYT IOJIB30BAaThCA TaKkKe HaydHble
paGOTHUKH, ACTHpaHTH H MEPEBOJYMKH, DaboTalomiue B OGMACTH BLITHC-
JUTENBHOH TeXHHKH.

TMoco6He COCTOMT M3 Tpex uacteli: TMeppast 4acTh COJEPXKHT YueGHble
TEKCTH ¥ yOpaKHeHHS K HHMM, BTOPasg — TEKCTHl JJIsl BHeayJHTOPHOrO yTe-
HHS M TPeTb — BCIOMOTaTeJbHLIK MaTepHas. [lepsasi yacTs, B CBOIO Ove-
pellb, COCTOMT H3 [BYX TeMATHUECKHX DasjiesioB: amnapaTHoe ofecnevyeHue
3BM u nporpaMmioe (MateMaTHueckoe) obecmeuenue IBM.

Bce TeKeTsl TOCOGHS B3ATH M3 OpHIHHaIbHON JMHTeparypul. OHU co-
KpamIeHB!, HO He ajanTHPOBaHEl. B HHX OMHCHIBAIOTCA MOCJAEJHHE AOCTHIKE-
HHS OTEYECTBEHHON H 3apyGeHON HAYKH H TeXHHKH B 00/1aCTH CO3JaHHA U
Hcnosn3oBanis DBM. Hexoropeie W3 HHX COMPOBOXKAAIOTCA PHCYHKAMH.
Tekerst A npepHasHauyeHs! AA9 GOPMHPOBAHUA HABHIKOB H3Y4YalOWEro 4re-
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uns. JlonoannTebHEeE TekeT B n-B’ enocoberayior ¢$OpMHPOBAHHIO HABbI-
KOB TIPOCMOTDOBOTO M OSHAKOMHTe/BHOTO UTEHHS, a TaKiKe JyulleMy yc-
BOCHHIO JIEKCHKH TIO CHenHaabHOCTH, PopMa B MeCTO BHIOJHEHHA sapanuit

K HHM Onpefienserca npenopasatesem. Kaxuu#t w3 11 YPOKOB 3aKaHUH-

BaeTCA NHAJIOrOM HJiM TekcToM C, 3aNMCaHHLIMH HA MarHHTHYIO JICHTY. Onn
npeAHasHaueHbl A aKTHBHOM npopaGoTKH ¥ ayAMPOBAHUS B JlaGopaTOpHK
YCTHOH peud.

B MeTOAHuECKOM IIaHe NocoGHe NOCTPOEHO TaK, UTO JIEKCHKO-TpamMMa-
THYECKHH MaTepHai NpopabaThiBaeTcs KOMIVIEKCHO. TloaTeKCTOBRE YNpaX-
HeRHsl, KaK NpaBHJO, JEKCHYeCKHe; NOCHe TeKCTa, TNOMHMO ynpakHeHHil,
CBISAHHBIX HEMOCPECTBEHHO C €ro MPOpaloTKOM, MOMEIICHE!, B OCHOBHOM,
rpaMMaTHuecKHe YIpaXHeHHT. o

Tloco6ue paccuHTaHO Ha 120150 uacoB ayAHTOPHHIX 3aHATHI.

ABTop BHIpaxaer IIyGOKyl0 6aarofapHOCTb npodeccopy E. M. Cu-
HebHEKOBY, ouentam B. O. Tony6unuesy H M. E. CunesbHHKOBOH, CTap-
memy npenofasatenio M. JI. YZOBEHKO 32 KOHCYJbTalHH U’ COBeTH NpH
NOATOTOBKE PYKONHCH JAHHOH KHHIH, 2 TaK¥Ke BBIpAXaeT ocoGyio npH3na-
TEJLHOCTb pEleH3eHTaM: 3aB. Kadenpol HHOCTPAHHBIX f3LIKOB JIITU
uM. B. U. Vabsinopa (Jlennua) KaHx. ¢GUAOJI. HAyK, JNOUEHTY K. A. HBano-
poli 1 KageJpe WHOCTPaHHHIX 3bIKOB OOHHHCKOTO ¢duaHana MOCKOBCKOro
MIDKeHep HO-pHINUECKOr0 HHCTHTYTA 3a LeHHEIE PEKOMEHaUHH H npejoxe-

. HHsl, KOTOpHE GLUIH YUTeHHI NpH NOATOTOBKE PYKONHCH K NedaTH.

‘Asmop
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PART I

" SECTION I. HARDWARE

LESSON ONE

Grammar. The Verb (basic forms: Indefinite, Continuous, Perfect Active)
Text A. What is Computing?
Dialogue. Meeting a Friend.

Exercises

1. Read the international words and guess their meaning:

centre; figure; final; to stop; to cross; real; machine;
information; ordinary; business; complex; modern; automat-
ic; second; multiplication; division; arithmetical; mathemat-
ical; logical; display; computer; operation; physical; num-

ber; analog; hybrid; press; to combine

II. Pronounce the following words correctly:

suppose [sa’pouz] v npeanonarats

digit ['didzit] n undpa, uucio;
‘pasps; CUMBOJ

column [ kolom] ncronGux;croatei

compute [kom'pjut] v cuurars,
BBIYHC/IATD

take in [‘terk’mn] v npun#Marth
(undgopmayuio)

data {'derts] n p! nauusie; Hudop-
Mauus

perform [pa’fo:m] v BHIMOMHATD; NpPO-
usBoauTh (Oeiicmaue)

reasonable ['riznabl] @ pasymubiit

produce [pra’djus] v npoussoauTH;
MOPOXKNAaTh; CHHTE3HDPOBATH

sequence ['skkwans] n mocsenoBa-
TeJABHOCTD; DAL

receive [ri’stv] v mosmyuars

put out ['put’aut] v Buzasate (un-
gopmayur)

print [print] v medarats

number ['nambs] n uncno; Homep;

+ uuppa
keyboard ['kib>d] n knasumHbIA
flyALT; KJAaBHATYpA

press [pres] v HaxHMaTb

total ['toutl] n cymma, wuror

key [ki] n KHONKa; KnaBHWa; K0T
addition [o'dif(s)n] n caoxenue

" subtraction [sab’tragkf(a)nl n BH-

YHTaHHE :

multiplication [,maltiplr’ker§(a)n]
n yMHOXKEHHe

division [dr'viz(s)n] n penenue

store [sto:] v XpaHHTD; 3ANOMHUHATS

hardware ["ha:dwes] n annaparhoe
obecnieuenne OBM )

express [1ks'pres] v BopaxaThb

relation [ri'le1f(s)n] # oTHOmeHHE;
COOTHOIIEHHE; 3aBUCHMOCTb; CBA3b

compare [kam'pes] v cpapHuBaTH

select [si'lekt] v BmGupaTh

display [dis'ple1] n mucnne#s; v mo-
Ka3bIBaTh

numerical [nju(:)' merik{s)l] a umc-
JIOBO#, YHCJICHHBIH

measurement ['mezomont] n ws-
MepeHHe; BHIYHC/ICHHE

property ['propasti] n csoiicTeo, oco-
OeHHOCTD

7



111, Read and memorize the following word combinations:

.a set of figures — paj undp, mabop uudgp

the right-hand column — npasniit cron6uk

to take in (put in) — npunuMatb (undopmatuio)

a sequence of reasonable operations — mociegoBaTeNbHOCTD
pasyMHBIX onepauui

the ordinary business adding machine — o6biHas KaHueJmp-
CKas CyMMHpYIOmasi MallHHKa

TEXT A. WHAT IS COMPUTING?

1. Suppose you sit down with pencil and paper and centre
your attention on adding a set of figures. You add first all
the digits in the right-hand column, then all the digits in
the next column, and so on—until you finally arrive at the
answer.! When you do this, you are computing.

2. When you stop at a street corner, looking first to the
left for any coming car, then to the right, to cross the street
or to wait on the sidewalk *—you are computing.

3. When you are walking along a poorly marked path 2 in
the woods, thinking if you are really on the path or have
lost it +—you are computing.

4. When you are taking in information or data, perform-
ing reasonable operations (mathematical or logical opera-
tions) on the data, and are producing one or more answers—
you are computing.

5. A machine can also do this. It can take in information
or data, perform a sequence of reasonable operations on the
information which it has received, and put out answers.
When it does this, it is computing.

- 6. A very simple example of a computer is the ordinary
business adding machine which prints on paper tape the num-
ber entered into its keyboard, and also prints a total when
you press the total key. A complex example of a computer
is a modern automatic digital computer which in each second
can perform more than 100,000,000,000 additions, subtrac-
tions, multiplications, or divisions.

7. A computing machine can take in and store informa-
tion because the hardware inside the machine expresses arith-
metical and logical relations, such as & adding or subtract-
ing, comparing or selecting. A computer can also put out
information, display the answers when it receives them.
Hardware is useless without software which is computer
instructions and programs. :



8. The modern computers are of three kinds called analog,
digital, and hybrid. An analog computer computes by using
. physical . analogs of ‘numerical measurements. A digital
computer computes by using the numbers (digits) and yeses
and noes expressed usually in 1’s and 0’s.® A hybrid computer
is a machine which combines some of the properties of dig-
ital and analog computers. ' ‘

Notes

1 until you finally arrive at the answer — Jo Tex mop, NOKa BH HaKOHeN
He TIONYYMTe OTBeT

2 {o cross the street or to wait on the sidewalk — uToGsl nmepefiTh yauny
HJIH NOKOXAAaTh Ha TpoTyape ‘ P -

3 a poorly marked path — enBa saMeTHas TpOIHHKa

¢ if you are really on the path or have lost it — zeficTBuTenbHO /1M BH Ha-
XOIHTECh HA TPONHHKe HJAH 3a6JyJRIHCH

8 such as — TakHe Kak

6 yeses and noes expressed usnally in I's and 0’s — na u HeT, BbIpaXKeHHHIX
OGLIYHO eJIMHHLAMH H HYJSAMH

Exercises

IV. Give the Russian equivalents:

to centre attention on; to the right; to the left; a set of
‘figures; and so on; a sequence of reasonable operations;
to put out answers; to take in information; to store informa-
tion; such as; to express mathematical and logical relations;
hardware is useless without software; by using physical
analogs; numerical measurements '

V. Give the English equivalents:

'HaJIeBO; HaMpaBo; BbiaBaTh HHDOPMALHMIO HJIH [aHHbE;
NOC/E[0BATE/ILHOCTh PA3yMHBIX ONepanuil; NpaBblfl CTOJNOHK;
pai uudp; M Tak Aajlee; COCPEOTOYMBATH BHHMAaHHe

V1. Translate the words of the same root. Define speech parts:

to centre—a centre; to add—addition; to compute—
a computer—computation; to mark—a mark; to inform—
information; datum—data (mind! a date); to perform—
performance; reasonable—a reason; to operate—operation;
business—busy; to subtract—subtraction; to multiply—
multiplication; to divide—division; logic—logical; arithme-
ti?—arithmetical; measurement-—to measure; relation—to
relate

VI1. Memorize the following - definitions:

1. A machine which performs a sequence of reasonable
. operations on information is a computer. 2. An analog com-

9



puter is a machine which computes by using physical analogs
of numerical measurements. 3. A digital computer is a ma-
chine which computes by using digits or numbers. 4. A hybrid
-computer is a machine which combines some properties of
digital and analog computers.

VIIL. Answer the following questions:

1. How many operations does a modern computer perform?
2. What kinds of operations does an automatic digital com-
puter perform? 3. What is a computer? 4. What is a very
simple example- of a computer? 5. Why does a computer
take in and store information or data? 6. What kinds of
modern computers do you know? 7. How does an analog
computer compute? 8. How does a digital computer com-
pute? 9. What is a hybrid computer? 10. What is hardware?
11. What is software?

IX. Choose the 3rd form of the given verbs:

took, takes, take, taken; thought, think, thinks; arrive,
arrives, arrived; did, done, do, does; speaks, speak, spoke,
spoken; saw, seen, see, sees; was, were, is, am, be, been, are;
writes, wrote, written; has, had, have; expresses, expressed,
express; receive, received, receives

X. Translate the following sentences paying attention to the use of
Indefinite, Continuous, Perfect Tenses in the Active Voice:

1. My Iriend studies at the department of Electrical En-
gineering. I study at the same department. We do research. -
Comrade Ivanov also does his research (HayuHOe Hceaego-
Banue), We discussed various (pasnuuHe#) problems at the
seminar. They did many operations on the computer ES-1045.
Yesterday we went to‘the Institute library. I answered all
the questions at the exam in mathematics. We shall solve
this algebraic problem. They will do their work in time.
I shall compare my results with yours. 2. When you came he
was calculating (Beruncasts) his problem. She was discussing
some questions with her instructor. I shall be waiting for
you at 6 o’clock. 3. He has given a short answer to my ques-
tion. I have just (tosbko uro) come from Leningrad. They
have already gone home. They had written the program for
the computer by June.

XL Fill in the blanks with the following verbs in the Present [p. -
definite Active:

to express; to compute; to receive; to perform; to store;
to calculate; to put out; to take in; to do; to display

10




- 1. A computer ... or ... . 2. Modern automatic digital
computers ... more than 100 mln. additions, subtractions,
multiplications, or divisions in each second. 3. A -computer

. information or data, ... a sequence of reasonable op-
erations on information and ... answers. 4. The hardware
inside the computer ... arithmetical or logical relations
such as adding or subtracting, comparing or selecting.
5. When computers ... results, they ... them.

le]. Give the proper tense of the verbs given in brackets:

1. An ordinary business adding machine (to be) a very
simple example of a computer. 2. When a computer (to do)
reasonable operations, it (to compute) or (to calculate).
3. When I (to come) into the room my friend (to compile —
coctaBasTh) a program. 4. A computer (to store) information
which it (to receive). 5. ... (to come) to the laboratory,
I ... (to show) you how to calculate by using a computer.
6. The electronic computer ES-1045 just (to perform) its
calculations.

XI11. Listen to the dialogue from the magnetic tape and reproduce it.

Notes

1 Haven't seen you for ages! — He BHenm Te6s Leiyl0 BEUHOCTb!
2 to enter the Institute — mocTynaTb B HHCTHTYT
3 Good for you! — Momogen!
4 the Electrical Engineering Department — 50. 3JeKTPOMeXaHHUECKHH
dagyanTeT
5 Automated Management Systems — aBTOMarH3HpOBaHHBIE CHCTeMb
ynpapJ/ieHHs .
¢ Applied Mathematics — npuxnagnass MaremaTHKa
7 They say — [oBopsr
& one should know — HyXHO 3HaTh
" ® You’re (are) right.— T npas.
10 With pleasure — C yXoBO/IBCTBHEM
11 to be called — HasbiBaThCA
12 {90 — Takke, TOKE .
18 In what capacity will you work? — Kem Thl Gyzewn paGoTaTn?
18 to graduate from the Institute — OKOHYHTD MHCTHTYT
15 3 system-engineer — HHMKeHep-CHCTEMOTEXHHK
18 an engineer-mathematician — HuXeHep-MaTeMaTHK
17 I am sorry.— IIpocTn. ’
18 to hurry — CHeLUHTb, TOPONHTBCS
19 Pm (am) afraid to be late — Bowocy onospars
20 So long! — Iloxa!l
2 Wish you luck — JKenato Tebe ynauH
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" MEETING A FRIEND

: Hallo, B.I Where are you going? )
: Hallo, A.l Haven’t seen you for ages! * I am going to the

Institute.

: Oh! You are a student now! What Institute have you

entered? ?

: I've entered the Polytechnic Institute.
: Good for you! * And what department do you study at?
: I study at the Electrical Engineering Department.* My

speciality is Electronic Computers (Automated Manage-
ment Systems,® Applied Mathematics ¢).

¢ You liked mathematics at school, didn’t you? They say ?

one should know ® that subject well to study your spe-
ciality.

: You're right.® Mathematics was my favourite subject at

school.

: And you know already what a computer is, don’t you?
: Yes, I do. A computer is a machine which performs a se-

quence of reasonable operations on information. I also
know what simple and complex computers are.

: It’s very interesting! Tell me, please.
: With pleasure,® listen to: a simple computer is an ordi-

" nary business adding machine, and a complex computer

is a modern electronic digital computer which performs
more than 100 mln. operations a second.

A: Can you say, please, what kinds of operations a modern

electronic computer performs?

B: Yes, I can. It performs addition, subtraction, multipli-

cation, and division. These operations are called * arith-
metical operations. But modern computers perform logi-
cal operations too.!2

1 Well, what are they?
: Logical operations which I know are comparing and se-

- lecting.
A: In what capacity will you work 1# after graduating from

the Institute? 14

B: I shall work as a system-engineer *¢ (an engineer-mathe-

matician®®). But I am sorry.*? I must hurry?® to the In-
stitute, I'm afraid to be late® for the lectures. So long!z®

: \Wish you luck 2! in your studying. So long!

LESSON TWO

Grammar. Indefinite, Continuous, Perfect Passive. Modal Verbs anq
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Their Equivalents. Gerund. There Be:




Text A. Information, Machine = Words, Addresses and
Reasonable Operations.

Text B. How Much Should an Educated Man Know about Computers?

Instructions,

Exercises

1. Read the international words and guess their meaning:

.character; reaction; to react; instruction; register; code;
bit; byte; typically; group; address; magnetic; polarize;
differentiation; integration; binary; basic; physically; phys-
ical; selection; to sort; separate; part; standard; correct

‘II. Pronounce the following words correctly:

sign [samn] n suak, oGosnauenwue;
CHMBOJI; IpH3HAK

character ['kerikts] n 3Hak; cum-
Bos; uudpa; OykBa; NpPH3HAK

typewrlter ['taip,rarts] n numymas
MallUHHKA

react [ri’ #kt] v pearupoBatsb

unit [ juwnit] n exnnnna; 6mok; yer-
POUCTBO; 3JEMEHT

rotation [rou’teifen] n Bpamenue;
uepefioBaHHe

voltage ['voultid3] n Hanpsnxenue;
PasHOCTb TIOTEHUHAJIOB

variable ['vesriabl] n nepemennas
(BesnuMHa)

represent [,repri'zent] v npencras-
JISITh

include [in’klud] v BKaOuaThL

zero ['zierou] n Hynb; HyJeBas

. TOYKa

separate ['seprit] a orrembhbIit

call [ka>1] v paswiBaTh

~ consist [kan'sist] v (of) cocTosTs (13)

handle ['hendl] v ynpasasTs; one-
pHpOBAThH

the same [serm] a ToT xKe cambifi

arrangement [o'remd(3)ment] n
pacrosioxeHHe, pasMelleHHe

some [sam] a HexoropwIit

polarize [’ poulorarz] v nonspuaopaTs

surface ['sofis] # mnoeepxHOCTH;
IJIOCKOCTD

state [stert] v ycranaBauBarb, yka-
3HIBATh

address [o'dres] n ampec; v appeco-
BaTh

contain [kan'temn] v copepxats

square [skwea] n Ksagpar; ImJO-
magpb

power [‘paus] n MomHoOCTb; cHa;
SHeprusi; CTemeHb; CROCOBHOCTD

sorting ['so:tig] n coprHpeska

matching ['metfig] n cornacosa-
HHe

determine [di'tomin] v onpepenaTh

HI. Read and memorize the following word combinations:
a number of = a set of — psij; HeCKOJbKO; HEKOTOPOE KOJIH-

YeCTBO
per second — B CekyHAy

a particular memory location or cell — ocobas suefika na-

- MATH

its own unique address — cBO# COGCTBEHHBIH YHHUKaJIbHbIA

axpec

instead [mn’sted] of saying — Bmecro TOro, 4rO0bI CKasarb
to take a square root — u3BJeKaTh KBaJAPaTHLHI KOpeHb
to raise to a power — BO3BOJHTDb B CTENEHDb

as well as — Tak xe Kak

13



TEXT A. INFORMATION, MACHINE WORDS, INSTRUCTIONS,
'  ADDRESSES AND REASONABLE OPERATIONS

1. Information is a set of marks or signs that have mean-
ing. These consist of letters or numbers, digits or characters,
typewriter signs, other kinds of signs, and so on. A computer
reacts differently to different digits or characters, and reacts
to them as units that have meaning. For example, informa-
tion for an analog computer has to be in the form of dis-
tances, or rotations, or voltages, or other physical variables.
And for a digital computer information has to be in the form
of digits or numbers.

2. Any information may be represented by the binary
system including two digits: one (1) and zero (0). Each 1 and
0 is'a separate binary digit called a bit. A bit is the smallest
part of information. Bits are typically grouped in units
that are called bytes. A byte is the basic unit of information
used in modern computers and consists of eight bits.

3. The bytes are handled usually instandard groups called
machine words or just words. There are two basic types of
information or words that can be put into a memory cell or
location: words that are numerical quantities ! and words
that are computer instructions. Regularly, an instruction
to the machine is expressed as a word; and so the same set
of characters may have meaning sometimes as a number,
sometimes as an instruction. A speed of 96,000 characters
per second is the same as a speed of 8,000 words per second.
Most human beings could not take even 12-digit number per
second.?

4. Physically the set of bits is a set of arrangements of
some physical equipment. One of the ways of storing infor-
mation in a computer is storing by using a set of small mag-
netically polarized spots (msiTHa) on a magnetic surface.

5. The computer is told what operations to perform by
means of instructions. An instruction is a command to the
computer. It consists of a verb (an operational code) and
anoun (anoperand). For example, if the computer is instruct-
ed “Add 365 the number of times (pa3) stated in the register
R”, and if the register R stores the code for number 3, then
the computer will perform that operation three times. An
instruction word looks like a number, and there is no way
to tell from the word itself whether it is a quantity or an
instruction. The computer must be told exactly (rouno)
which address contains an instruction and which contains
a quantity.

14



+ 6. An address is the name of particular memory location
or cell. Each memory location (word or byte) has its own
unique address or number just like a post office box.? For
example, if the computer contains 100 memory cells, their
respective addresses might be the numbers ¢ from 1 to 100
(or O through 99). And instead of saying “A word is in a
memory cell”, the computer personnel say, “The contents
~ (copepxumoe) of an address is a word.” ,

7. Reasonable operations are mathematical and logical.

Mathematical operations include arithmetic and algebraic
operations. Arithmetic operations are addition, subtraction,
multiplication, division, taking a square root, etc.; and
algebraic operations are called raising to a power as well
as differentiating and integrating.
" 8. Logical operations include comparing, selecting, sort-
ing, matching, etc. These are operations which may be per-
formed either on numbers, or on expressions consisted of
letters such as ordinary words. A very important logical
operation performed by a computer is determining, i.e.,
which of two operations is to be performed next.

Notes

1 pumerical quantities — yuc/ieHHBle 3HAueHHSA (BeNHUHHEI)

2 Most human beings could not take even 12-digit number per second —

" BoabIHHCTBO JIOEH He cMOIMH Ghl BOCHPHHATH Aaxe 12-anayHoe
YHCJIO B CEKYHILY .

3 just like a post office box — TouHO Tak e KaK MOYTOBHIA SIIHK

4 their respective addresses might be thé numbers — HX COOTBETCTBEHHbI®
afpeca MOIMH GOH ObITh YHCAAMH ‘ :

, Exercises
1V. Find the equivalents:

1. humerical measure- 1. dusuyeckoe oGopyroBaHue
ments

2. by using  physical 2. ckopocth B cekyHay
analogs

3. the binary system 3. uHCJEHHbE BEJHYMHBI

4. any information 4. yycJ/ieHHble H3MepeHus

5. other physical variables 5. nBouuynas cucrema

6. numerical quantities 6. moGas uHpopMaLKa

7. a speed per second 7. oxuH M3 cHocoboB

8. physical equipment 8. ocobas fueiika NaMsTH

9. one of the ways 9. ucnosb3ys ¢dusuuecKue

- aHaJIoTH

10. a particular memory 10. xpyrue ¢usuyeckue nepe-

cell MEHHBIE

15



th V. Arrange (a) synonyms and (b) antonyms in pairs and translate
em:. .. .. - . . .

a) to perform; to compute; to take in; a figure; to arrange;
to show; to carry out; a digit; to calculate; little; to display;
small; to receive; to position; instruction; data; location;
command; information;. cell ,

- b) inside; to the right; addition; multiplication; simple;
to the left; division; outside; small; complex; big; subtrac-
tion; differentiating; at the right; integrating; at the left;
the right-hand column; the left-hand column -

VI. Form nouns from the ‘verbs by adding suffixes:

-ment [-mont] '

Model: to equip—equipment

to arrange, to require, to measure, to state, to deyelop
-sion [-3n] '

Model: to divide—division

to decide, to include, to conclude, to exclude

-ion [-(f)n]

Model: to direct—direction

to subtract, to select, to react, to construct, to act
- -ation [-e1fn] :

Model: to compute — computation

to inform, to combine, to determine, to represent, to dif-
~ ferentiate, to integrate, to polarize

VII. Complete the following sentences:

1. Information is a set of marks or signs that ... . 2.
Reasonable operations are ... . 3. Logical operations in-
clude ... . 4. A very important logical operation is ..

5. Physically the set of bits is a set of arrangements of some

... . 6. Determining means which of two operations is to
be performed ... . 7. The computer must be told exactly
which address contains ... and which contains ... . 8. The
computer is told what operations to perform by means of
-+. . 9. Any information may be represented by the binary
system including two digits: ... and ... . 10. A bit is the
smallest part of ... .

VIIL. Memorize the following definitions:

1. Information is a set of marks or signs that have mean-
ing. 2. Reasonable operations are mathematical and logi-
cal operations. 3. Mathematical operations include arithme-
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tic and algebraic operations. 4. The smatlest unit of infor-
- mation for a computer is called a byte. A byte consists of
eight bits. 5. The word “bit” is formed from the letter “b”
in the word “binary” and two letters “it” in the word “digit”.

IX. Answer the following questions:

1. What is information? 2. What does a set of marks con-
sist of? 3. What is one of the ways of storing information in
.a‘computer? 4. What is a byte? 5. What is a bit? 6. How many
bits does a byte usually contain? 7. What is an instruction?
8. By means of what is the computer told what operations
to perform? 9. What are machine words? 10. What does a
machine word consist of? 11. What are addresses? 12. What
are reasonable operations? 13. What do mathematical op-
erations include? 14. What do logical operations include?
15. In what system is information represented for the modern
\eleatronic computer? 16. What are the two basic types of
\hwords that are put into a memory?

‘ X. Translate the following sentences paying attention to the words

Q in bold type:

R a) 1. What kind of computer was it?P—It was a digital

Q‘)computer. 2. The computer can perform different kinds of
operations. 3. This kind of logical problem is very simple.
4. Will you kindly explain to us the operation of this kind
of machine? 5. Be so kind, show us the new equipment.

b) 1. As you already know logical relations in a computer
are expressed by hardware. 2. As the ordinary business add-
ing machine has the special equipment inside it, it can store
information. 3. An electronic computer can add, subtract,
multiply, and divide as well. 4. Natural sciences include
mathematics, physics, chemistry, medicine, geology, bi-
ology, bionics, as well as the engineering sciences and other
fields of knowledge. 5. As our professor was speaking of the

" history of computers, he mentioned P. L. Chebyshev and
his great inventions. 6. My friend works at a plant as an
engineer. ‘

¢) 1. Progressive people everywhere in the world must
fight for peace. 2. Yesterday we heard an interesting lecture
on modern electronics which was arranged for the students.
3. He asked me for a book on microcomputers’ organization.
4. The first computing machines were not reliable (nagex-
Hui#), for there were no good electrical units. 5. The instruc-
tions are placed inside the computer, for the computer itsetf
can select- the numbers of instructions. :

2839
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X1. Read and franslate the following sentences paying attention to
the predicates in the Passive Voice: 4
- 1. These digits are easily multiplied. 2. I was asked many |
questions about my work. 3. They were explained how to
solve this problem on a computer. 4. The sequence of reasonable
operations has been performed by the computer. 5. The new
department of mathematics has just been opened. 6. Many
books on computers’ organization and architecture had been
translated from Russian into English by the end of last year.
7. The experiments on the new microcomputer were being
carried out during the whole month. 8. All the digits are re-
corded on the paper tape when addition is performed. 9. The
new key adding machine was transferred into the next room
yesterday. 10. The sequence of reasonable operations is now
being carried out by this microcomputer. 11. The conference
was addressed by a well-known scientist. 12. The invention
of computers was spoken of at the last lecture. 13. Modern
personal computers are always looked at with interest. 14.
Many new branches of industry have been developed in our
country since World War II. :

XI1. Fill in the blanks with the verbs given below. Use them in the |
Passive Voice: ’ .

to express; to carry out; to invent; to record; to polarize;
to tell; to store; to represent; to require; to construct

1. All the digits inside the hardware ... by the arranging
of the special equipment. 2. Complex calculations ... with
the help of a computer. 3. A special counter wheel (cuernoe
KoJseco) for an arithmometer ... by a Russian engineer V.T.
Ordner in 1874. 4. The answers of computations ... often
in the form of tables. 5. Small spots on a surface inside a com-
puter ... magnetically. 6. By means of instruction any com- |
puter ... what operations to perform. 7. All instructions

. in registers, the units of hardware. 8. Any information
... by the binary system. 9. Numbers or instructions ...
for solving a problem by a computer. 10. Several computing
units ... by M. V. Lomonosov for computational science.

XIH. Read and translate the following sentences paying attention
to the modal verbs and the equivalents:

1. Information or data can be stored in the computer’s
memory or storage. 2. An analog computer is able to calcu-
late by using physical analogs of numerical measurements.
3. The first automatic computers could operate at the low
speed. 4. Your paper may be published at our Institute.
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’?,.'—~My friend was happy when at last he might work at the

computing centre. 6. Our students are allowed to visit the

-computing centre to see the operation of the. computer ES-

1045. 7. Every student must know that a digital computer

~perfm-msrt;easonable operations. 8. Some operations for this

computer have to be changed and new instructions have to
pe added. 9. The instructions are recorded in the order in
which they are to be carried out. 10. You should know the
difference between the digital and analog computers. 11. We
ought to help him to solve this problem by a personal com-
puter. 12. According to (cormacno) the time-table you are
to begin your classes at 8 o’clock. 13. Every student of our
speciality has to know what a hybrid computer is. 14. We

~were permitted to attend the conference on cybernetics

[,sarba: ‘netiks].

XIV. Find the sentences in which the verbs ‘to have’ and ‘to be’ are
translated as «po/ken»:

1. This ordinary adding machine has ten keys for each
column of digits. 2. The main task of this article was to
show the results of research work. 3. This personal comput-
er has been constructed at our lab. 4. The lecture was to
begin at 9 o’clock. 5. Our aim is to study hard and master
our speciality. 6. Our lab assistant has to construct this
electronic device (npu6op). 7. The general purpose of this
unit (block) is to perform different arithmetic operations.
8. The participants of the scientific conference are to arrive
tomorrow. 9. You have to remember the names of the scientists
who have contributed to the development of your speciality.
10. The results of the experiment have carefully been checked

. up today.

) bxy. Translate the following sentences paying attention to ‘there +
0 De:

1. There are many universities and institutes in our
country. 2. There is a students’ scientific and technical so-
ciety at our Institute. 3. There are various computers at our
computing centre. 4. There were only four departments in
our Institute before the World War 1I. 5. There will be some
engineers at the seminar on programming tomorrow. 6. There
is a seminar on the History of the CPSU today. 7. There was
a lecture on cybernetics yesterday. 8. There were many ways
of solving the problem. 9. There are many complex parts and
units in every computer. 10. There will be some new labora-
tories in our Institute next year.

XVI. State the functions of the Gerund. Translate the sentences:
2% 19



1. Logical operations consist of comparing, selecting, ,.

sorting, matching, and determining. 2. The way of solving
this preblem is very difficult. 3. ‘After performing calcula-
tions a computer displays a result. 4. A set of marks or signs
can be stored by polarizing little spots on a magnetic surface.
5. Differentiating and integrating are algebraic operations.
6. Registers are used for storing information. 7. Blaze Pas-
cal’s merit consists in his constructing the first mechanical
computer. 8. By performing the reasonable operations on

a computer we solve different kinds of problems for our na--

tional economy.
XVIIL Translate into English using the Gerund:

1. OnsuM u3 crnoco6oB XpaHeHHst HHGDOPMAUMH BHYTPH
BLIYHCJHTEbHON MAMIMHBL SIBJISIETCS] XPaHeHHe C TOMOMIbIO

pfAJa NONAPH30BAHHBEIX TOYEK HA MATrHUTHOH MNOBEPXHOCTH.
2. Tlyrem pasmelieHust CrenHasJbHEIX YCTPOHCTB BHYTPH BBI-
YHCJIMTEIbHOH MAalIMHBL MOXHO XpaHHTh HHopMauuio. 3.
Bo3BeseHne B crTeneHp H H3BJICYEHHE KBAJPATHOTO KOPHA —
MareMaTHyecKue onepanuu. 4. Kommbiotep ucnoansyercss A
pellleHHsi CJIOKHBIX 3ajau. '

XVIIL. Listen tb Text B from the tape recorder. Give its contents
in short (in Russian).

Notes

1 an ‘educated man — o6pasoBanHBI! UesOBEK

2 basic knowledge — oCHOBHEIE SHaHHS

at least — no kpaiineit Mepe

well enough — pocrarouso xopoiuio

suitable — noAXoxsim#il, COOTBETCTBYIOWMH

to enjoy — nosyuaTh yJAOBOJBCTBHE

views and opinions — TOYKH 3peHHS M MHEHHS

on evidence — npy HaJMYHMH JOKasaTesbCTB

to be desirable — GuIThb KenaTeJbHEIM

10 significant — cyiecTBeHHBI

1t could be put down on ten sheets of paper — Mornu 6bl NOMECTHTBCH Ha
JECATH CTPaHMIAaX :

IR W Y

TEXT B. HOW MUCH SHOULD AN EDUCATED MAN KNOW
ABOUT COMPUTERS?

- Some years ago in the United States of America a dis-
cussion on the question what an educated man?® is was or-
ganized. At this discussion one of the definitions of an ‘edu-
cated man’ was this:
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An educated man:: : S S
.. is able to read, write, and do arithmetics; S
- has a basic knowledge * of the history and geography
of world and man; ' : : :
. understands the scientific method, and has an elemen-
tary knowledge of at least 2 one science; ‘
__- has an elementary knowledge of mathematics and logic,
what they are, and how to use them; . .
.». — knows at least one other language besides his own
well enough * to read it and talk a little in it; .
_ can say what he means in suitable® words both speak-
ing and writing;
— is able to listen, knows how to learn, and enjoy *
learning;
— never forgets that his views and opinions ? may be
wrong, and is always ready to change them on evidence; ®
- — has an elementary knowledge of computers and prog-
-ramming, and some active experience (ombit) with a whole
computer is highly desirable.? ~
. An ‘educated man of 200 years ago in the United States
did not need to know anything about science. The educated
man of 25-30 years ago did not need to know anything about
computers. But the educated man of today needs.to have at
least some significant 1 knowledge of science, and at least
a little significant knowledge about computers. -
The summary knowledge that an educated man should
know about computers could be put down on ten sheets of
paper,®* in about 3,000 words.

LESSON THREE

Grammar, The Infinitive and Its Constructions. Emphatic Construction
‘It is (was) ... that (who, which) .,

Text A. Input and Output Units.

Text B. Terms.

Text B’. Reliability. -

Text C. The ES Electronic Computers.

Exercises

1. Read the following international words and guess their meaning:

. active; passive; practical; problem; programming; exper-
iment; to consult; form; regularly; to construct; arithmo-
~meter; to energize; to control; peripheral; efficient; buffer;
pulse; impulse; communication; interesting; to operate;
-functional; minute; record; line; factor; process
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11. Profiounce the following words correctly:

input ['mput] n'eeox; BxozmOe yCT-
poiicTBO; BXOA

device [dr’vais} n yctpoiicTso; NpE-
60p, MEeXaHH3M; 3JIEMEHT

provide [pro’vaid] v ofecneuuBaTh;
cHaGxaTb; JlaBaTh

means [minz] n p{ cpeacrso

communication [ks,mjun1’ke1 f(a)n]
n cBA3b; coOOLIeHHE

accept [ok’sept] v npuruMaTh (MH-
(opMaliio)

purpose ['pa:pss] n nean; Hamepenne;
Ha3HayeHHe

north-south ['n:0'sau6] cesep —
or

vice versa ['vaisr’'va:ss] u HaoGopoT

output ['autput] n BeBOZ; BHIXOX-
HOE YCTPOHCTBO; BHIXOJ

acceptable [ok’septabl] a npuemae-
MBI

message {'mesid3] n cooGmenue;
nepefaBaeMblii 6/10K -HHGOPMALHH

vary [‘vear1] v mensarb(cs) ;

according to [o'kxdipte] phr ¢f
COTJIaCHO

capacity [ko'pasiti] n cnoco6HOCTb;
eMKOCTb

auxiliary [og’ziljar1] a Bcrmomora-
TeJbHEI; JAONOJHHTENbHBIH

rate [reit] # cxopocTh; cTeneHb;
HopMa; KO3(HIHEHT; 4YacToTa

control [ken'troul] v ynpaBaATE; |
KOHTPOJIHPOBATD

speed [spid] n ckopocTs; OGnicTpo-
JelicTBHe

consequently ['kons(kwentli] adv
CJIEJIOBATENbHO

tremendous [tri'mendas] a orpom-
HBIR

release [r1'lis] v ocBoGoXAaTH

ratio [’rerfiou] n orHoweHMe; KO3}-
(UIHEHT; COOTHOIIEHHE

advantage [ad’vantid3z] n npenmy-
IECTBO b

1I1. Memorize the following word combinations:

the means of communication — cpeicTBo CBs3H
punched holes and blanks — nepgopupoBaHHbIe OTBEPCTHA

U npobein

a punched card — nepdokapra

a punched tape — nepdosenra

a human being — gesoBeK

data-handling equipment — o6opyaoBaHHe NO YNpPaBJIEHHIO
JaHHBIMH

a high-speed line-printer — BBICOKOCKOPOCTHOE IOCTPOYHO-
neyaraiouiee yCctpoHcTBO ]

a factor of advantage — xoabduunnent npenmyinecrsa

the peripheral or auxiliary devices — BcriomoraresbHbie yCT- |
poiictBa

the proper speed — Hajsexaimass CKOPOCTb

TEXT A. INPUT AND OUTPUT UNITS (I/0 UNITS)

1. The part of the computer that takes in information
is called the input unit. The input unit or device provides
the means of communication between the computer and the
people who are interested in its operation.

2. To be accepted by the machine, information for a dig-
ital computer has to be in the form of digits 0, 1, 2, 3, 4,
... 9 or characters A, B, C, D, ... . These characters are regu-
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“Yarly expressed for the computer’s purposes as six or seven
1’s and 0’s. The I’s and 0’s may be expressed for the comput-
Zer: as punched holes (1) and blanks (0) in a card or a paper
tape; as presence (1) and absence (0) of electrical pulse; or
s polarized spots on a magnetic surface; for example, south-
north is 1 and north-south is 0, or vice versa, etc.
3. So, the input unit makes possible communication from
~ the other data-handling equipment and human being* to
the computer. It is the functional part of the computer that
accepts the data to be operated on and programs for operat-
ing. It may consist of a keyboard operated tape punch,?
a paper tape reader, a card reader, and an electric typewriter.

4. The part of a computer that puts out information is
called the output unit. The computer can easily put out in-
formation in a form acceptable to human beings. For example,
the computer may give impulses to an electric typewriter,
so that the keys are energized in the proper sequence to type
out a message in ordinary typed characters which human
beings can read, etc.

5. The output of a computer is known fo vary according

to the capacity of the auxiliary equipment receiving the in-
formation. A computer can record on a magnetic tape at the
rate of 1,000,000 characters per second. It can also control:
a paper tape punch which will punch a paper tape at the rate
of 100 characters per second; or a card punch which will
punch per second about 300 standard punch cards of 80 col-
umns; or a high-speed line-printer which will punch 20 lines
per second, each of 80 to 120 characters. Input and output
devices are usually called peripherals.
- 6. All this peripheral equipment is slow as compared
with the computer. Consequently, for efficient use of the
computer’s tremendous calculating speed, devices called
buffers may be used. A buffer is known to be a storage device
which is able to take in information at a very high speed
from the computer and release the information at the proper
speed for the peripheral equipment.

‘7. A human being is known to write by hand at the rate

~ of about 30 words per minute, or to type at the rate of about
60 words per minute, or to talk at the rate of 200 or 250
. words per minute. The ratio between a computer speed of
about 40,000 words per second, and the top output speed of a
human being of about 4 words per second, gives a factor of
advantage to the computer of about 10,000 to 1 at the begin-

- ning of the 60’s. Nowadays this ratio is much -more.
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" Notes

! the input unit makes possible communication from the other  data-
handling equipment and human being — 6110k BBOJa nO3BOMSTET ycTaHo-
BUTb CBA3H OT JAPYroro oGOpPyNOBaHHs N0 YNpaBleHHIO JaHHBIMH H uejo-
BEKOM v - ‘

% of a keyboard operated tape punch — nentounoro nepgopatopa, pato-
TaIOWIEro OT KJIABHIHHOIO MyJbTa ,

Exercises "
IV. Find the equivalents:
1. the input of a computer 1. wamuume n orcyrersue
2. an auxiliary equipment 2. nepgoprposanHbie OTBEp- |
cTHA
3. at the rate of 3. YCTpOHCTBO BHIBOAA
4. a high-speed line-print- 4. BricokockopoctHoe - mo-
er CTPOYHOIIeYaTaloIee
' . YCTPOHCTBO :
5. for efficient use 5. kospuunent npeumy-
~ 1uecTBa :
6. a storage device 6. co ckopocThio
7. a factor of advantage 7. past 3pPEeKTHBHOTO HCIOJMb-
30BaHHA
8. the output unit 8. BcmomoraresbHOE  06opy-
JOBaHHe
9. punched holes 9. ycTpolicTBO BBOJA KOMIIBIO-
Tepa
10. preserice and absence 10. sanomunatomee ycrpoiicTso

V. Insert prepositions where necessary:

1. A computer can record ... magnetic tape ... the rate |

... 1,000,000 characters ... second. 2. As compared ... the |

- computer the auxiliary or peripheral equipment is rather

slow. 3. A human being can write ... hand ... the rate ...

30 words ... minute. 4. ... ... the capacity ... the periph- |

eral equipment receiving information the output ... a com- |

puter varies very much. 5. A factor ... advantage ... the |
computer compared ... a human being is ... 10,000 ... 1.

VL. Complete the following sentences:

1. The peripheral equipment is slow as compared with .
.+ . 2. Devices called buffers may be used for efficient use
of the computer’s ... . 3. A human being is known to type
at the rate ... . 4. The ratio between a computer speed and ;.
the output speed of a human being gives a factor of ... to
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‘,,?Jg‘computer 5. The input unit accepts the data ... and pro-
~grams for ...
> VII. Memorize the folltrwmg definitions:

1. Input unit is a section of the computer which accepts
information from outside the computer. 2. Output is device
‘or devices which put out information of the computer. 3.
Buffers are storage devices accepting information at a very
‘high speed from the computer and releasing information at

- the proper speed for the peripheral equlpment

VII1. Answer the following questions:

I. What is the general purpose of the input unit? 2. How
-may the 1'’s and 0’s be expressed for the computer? 3. What
-is the general purpose of the output unit? 4. What does the
peripheral equipment consist of? 5. What is the general pur-
pose of a buffer? 6. What is the ratio between a computer’s
-speed and the top output speed of a human being? 7. How
are input and output devices usually called?

" IX. Form adverbs from adjectives by adding the suffix *-ly’:

easy, reasonable; usual; special; physical; functional;
real; regular; magnetical; different; logical; mathematical;
-subsequent; consequent

X. Form nouns from verbs by adding the suffixes ‘-er’, ‘-or’:

to work; to invent; to compose; to calculate; to operate;

to act; to react; to receive; to transmit; to select; to use;
to combine :
® X1. Arrange (a) synonyms and (b) antonyms in pairs and translate
them:
" a) speed; peripheral; to control; to write; auxiliary; to do;
to receive; rate; to record; to get to make, to handle;
device; umt instruction; part to accept; command; section;
mformatlon data; to take in

b) to add; presence; hole; input; north; decimal; to mul-
tlply, to d1v1de, binary; south; output; blank; absence;
to subtract
-~ XIL Translate the following sentences paying attention to the In-
Iln itive:

1. The assistant came to instruct students how to handle
tnstructlons 2. The assistant came to be instructed by the
‘professor. 3. The main purpose of the computers is to solve

. complex problems. 4. To perform reasonable operations a
computer must have a way of accepting data. 8. To add and
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to subtract means to perform - mathematical operations,
6. P.L. Chebyshev, a Russian scientist, was the first to
construct an arithmometer. 7. The input unit to be described !
here is a new device. 8. Punched holes in a card or a paper !
tape are used to represent 1's and 0's. 9. To carry out the
instruction, the computer must accept the data in the form
of punched holes and blanks. 10. In order to program in a
good way, the programmer needs detailed data about the
program and the way it is to be done.

XIII. State the functions of the Infinitive and translate the sen- ;
tences: i

a) 1. To do the program the programmer must have a good
understanding of the problem for the computer. 2. To do
the program for a computer is the main duty of a program-
mer. 3. The programmer must do a program to give accurate
instructions to the computer. 4. Electric typewriters are
very slow and are used only by operators o communicate
with a computer. 5. To make possible communication from
a human being and a computer is the main purpose of the
input unit.”

b) 1. The experiments to be carried out will be very im-
portant. 2. M. V. Lomonosov was the first to receive the
higher education among peasants in Russia. 3. Information j
to be computed is stored usually in registers—units of hard-
ware. 4. The machine to operate with the keys is named an
ordinary adding machine. 5. A sequence of reasonable op-
erations to be performed will be done by computer “M-220”.
6. The programmer to do the program for a computer must
have a good knowledge of mathematics.

XIV. Translate the sentences paying attention fo the Subjective In-
finitive Construction:

1. The input and output units are known to be the parts
of a computer. 2. The human being seems not to be able to
add or to multiply without using auxiliary devices such as
pencil and paper. 3. Historically, linear programming
proved to be especially effective in analyzing industrial pro- |
cesses. 4, This type of the output unit is said to use a-
punched paper tape. 5. Devices for accepting information are
said to have been described in some magazines. 6. Automated
Management Systems are known to have appeared quite
recently. 7. Our programmers are known to be studying the
theory of programming. 8. In ancient [‘emnf(s)nt] (xpeBHui)
times the sun was thought to be revolving round the Earth.
9. Y. A. Gagarin is known to be the first cosmonaut who
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ade an orbital flight around the Earth. 10. The French
mathematician Pascal is known to construct the first mechan-

- jeal computer. :

_XV. Translate the following sentences with the emphatic construc-
-Hon ‘It is (was) . . . that (who, which, when) .. .’:

1. It is electrical engineering that deals with (umers

‘ zeno ¢) all kinds of electrical instruments and devices. 2. It

was the invention of the computer that revolutionized the
thinking process. 3. It was in 1944 when the first aufomatic
computer appeared and began to operate. 4. It is an input
unit that accepts information from outside the computer.
5. It was B. Pascal who invented the first mechanical com-
puter. 6. It is the Soviet Union which launched the first
man into the outer space. 7. It is in industrial technology
and scientific development that electronic devices contrib-

~uted greatly. 8. It was Norbert Wiener who was considered

to be the father of cybernetics.
XVI. Find the equivalents to the following Russian sentence:

~ Wmenno TI. JI. Yebnimen B Poccuu B 1882 rony usoGpen
nepBeiil  apudMOMeETp, BBHINOJHAIOMMHA aBTOMATHYECKH YMHO-
JREeHHe M JeJieHHe.

1. It was in 1882 when P. L. Chebyshev invented the first
arithmometer performing automatically multiplication and
division. 2. It was in Russia where P. L. Chebyshev invented

~ the first arithmometer performing automatically multipli-

cation and division. 3. It was P. L. Chebyshev who invented
in Russia in 1882 the first arithmometer performing automat-
ically multiplication and division. 4. It was the first arith-
mometer performing automatically multiplication and di-
vision that was invented in Russia by P. L. Chebyshev.

 XVII Read Text B and translate it without a dictionary. Express its
contents in Russian: _

TEXT B. TERMS

. The special terms of any subject are the keys to under-
standing it. The special terms of the field of computers are
accordingly the keys to understand this field.

< Among (cpezn) the many special terms in any field of

’iinaowledge there are two kinds: those that are essential (cy-
imecreennnii), that convey (mepemasats) the key ideas of

the subject to a person interested in understanding it; and

‘}h(‘)se that are helpful but not essential. An example of the
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first kind of terms in the computer field is “binary notation”
(nBonunoe ucumcienue); it would be very hard to understand |
much ! in the field of computers without knowing the mean-.
ing of “binary notation”. An example of the second kind is
“minimum latency programming”;® for many purposes it
is not necessary to know exactly (touso) what this term |
means.

Notes

1 it would be very hard to understand much — 6sl10 66 OueHs TPYLHO
IOHSTH MHOTOE

2 minimum latency programming — MHHEMaJIbHOE CKPBITOE NPOrPaMMH-
poBaHHe

XVIII. Read Text B’ and ftranslate it without a dictionary. Retell
its main contents in Russian:

TEXT B’. RELIABILITY

The first automatic computers of the 1940’s were not
reliable. The equipment of which they were made had not
been accurate and reliable. The programmer for the problem
usually had to program the check (mposepka) by doing the
same operation in another way. For example, in multipli-
cation A times B he used the equipment differently from B
times A, and so both (06e) operations might be programmed,
and then the computer was given an instruction to compare
the results. If a difference in results was more than a tole-
rance (momnyck), the machine was stopped, and the operator
in charge of (orBerctBenHuiii 3a) the computer and the mathe-
matician in charge of the program consulted on how to get
rid (usGaButhesi) of the error (ommbka).

Those days have long since gone. Now computers can
operate with extraordinary (upessbryaitssiit) reliability, with
as many as a billion or ten billions operations between er-
rors. Automatic checking of different kinds is built into
the machine.

XIX. Listen to Text C from the tape recorder. Give its contents in
short (in English). .

Notes

L The Unified System (ES) — Eauraa Cucrema (EC)

2 yariety — MHOXecTBO, MHOrooGpasue

'8 program-compatible models — nporpaMMHO-COBMECTHMbIE MOAC/N
4 2 wide range — wMpokufl AuanasoH (pan)

® application — nprMeHeHHe )

;€ to design — KOHCTpYHpOBATh, MPOEKTHPOBATDL

? the Commonwealth — ConpyxecTso
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- TEXT C.. THE ES ELECTRONIC COMPUTERS

P

“* The Unified System ! of electronic computers is represent-
ed by a variety ? of program-compatible models # intended
for a wide range * of scientific, technical and economic prob-
fems, for application ® in computing centres and automated
management systems. This system is designed ® and produced
py the Commonwealth ? of the Socialist countries. Nowadays
the models ES 1033, 1040, 1045, 1055, 1065, etc. are widely
used all over the world. :

LESSON FOUR

Grammar. The Participle. The Absolute Participle Constructions.
Text A. Memory or Storage Unit,

Text B. The Floppy Disks.

Text B’. Bubble Memory.

Text C. Chips.

Exercises

.

1. Read the international words. and guess their meaning:

final; base; container; register; object; subject; transmis-
sion; million; billion; disk; serial; series; track; resistor;
transistor; millisecond; nanosecond; reaction; concentric;
integration; technology; bipolar; diode; diameter; result;
./correct; to generate; element

. Pronounce the following words correctly:

storage ['storidz]l n sanomunalpmee
“.yerpofictso (3Y); ‘namsTh
intermediate { mnto(:)'midjst] a
NPOMEXKYTOUHBI
final ['fainl] a oxonuatesbHEIR; KO-
... HeuHBIH
generate ['dzensrert] v renepupo-
" BaTh; (BOC)IPOH3BORHTH
access [ &kses] n o6pamenne (« na-
" mamu); pocTyn; BuOopka (u3
namamu) °
‘require [r1'kwais] v TpeGoBaTb
transmit {treenz'mit] v nepenasars
use [jus] n ucnonbsosanme; [juz] v
HCIIOAb30BATh
quantity ['kwontiti] n xonnuectso;
BEJIHYHHA
hold [hould] v nepxatb; ynepxu-
. BaTb; NPOBOAMTE. ]
external [eks'tonl] a BHemmnufi, Ha-
pyxmblﬁ
similar ['simile} a mopoGumii, mo-
XOXHi o

circle ['sakl] n Kpyr; oKpy:XHOCTb

internal [in’tenl] @ BHyTpeHnnii

main [mein] @ raasHbI, OCHOBHON

core [ka] n cepleuHHK; maMaTb Ha
MarHHTHBIX CepIeYHHKax

inch [intf] n moiim (2,5 cm)

slow [slou]l a Meanenubiit

fast [fa:st] a GoicTpeif, cxopoift

circuit ['sokit] n cxema; uenb; Kou-

TYp
integer ['mtid3s] n nenoe uucno
differ ['difo] v oviHuaThCs, pasiu-

qaTbea
development [d1’'velopmant] # pas-

pa6oTKa; pasBHTHe
semiconductor ['semikan’dakts] n

MONYTIPOBOJHHK
creation [kri(:)’e1f{(e)n] n cosaanue
density ['densiti] n nyioTHOCTE; KOH-

LeHTpalHus
allocation {,zls'kerf(o)n] n pasme-

IeHHe; pacnpefiesieHye ‘
chip [tfip] n uun; gpucramn
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achievement [o'{fivmont] n goctm-  permanent ['pamonant] a mocrosH-
KEeHHe HBIH e -
; 5 programmable [’prougramab
layer ['le()o] n <o g nporpammupyeuglﬁ a8
microcomputer [‘markroukom’pjt-  erasable [1're1zobl] a cTHpaemsiit
ta] n mmkpoxomnbiOTEp firmware ['famwes] n nporpammuo
primary ['praimeri] a mepBHYHBI, anmaparHoe obecrneyeHme,
nepBOHAYATbHBIHR BCTPOEHHOE B KOMIbIOTEP (DHPMOT

II1. Memorize the following word combinations:

during the course of a computation — Bo Bpems BbUHC/IEHHS,

an access time — Bpems obpameHusi (K MmamsaTH)

a floppy disk — rubkuit guck ‘

a series of concentric circles — psifl KOHUEHTPHYECKHX OK-
py2KHOCTEH -

a read/write head — cuuThIBalOIass — 3aMHCHIBAIOAs TOJIOB-
Ka

internal (main) memory — oneparuBHas mamats (O3Y)

a film memory device — 3¥Y Ha TOHKHX IJIeHKax

general-purpose registers — peructpel oOlero Ha3HaYeHHS

floating-point registers — perucrpel ¢ mnJaBaioledl TOYKOH

control registers — perucrpel ynpasJeHHS

either ... or ... —wmm ..., uay; au6o. .., J160

both ... and’ ... —Kagk .., TakK B . i@ .., B ./,

in the latter — B mocnenseM (W3 ABYX YIOMSIHYTHIX)

by spraying layers — myTeM HambUIEHHS CJIOEB

TEXT A. MEMORY OR STORAGE UNIT

1. The part of a digital computer which stores informa-,
tion is called storage or memory. The computer’s memory
stores the numbers to be operated on; it stores intermediate
results that are generated during the course of a computation;
and it stores the final results. The instructions themselves
are also stored in the computer’s memory.

2. There are two important factors about the memory
unit: an access time and a capacity. The time required to
transmit one computer word out of the memory to where it
will be used is called the memory access time; it usually
amounts to a few millionths of a second or less in moder
fast computers. The speed of modern computers is the spee
of access to their memories. The capacity of a computer i
the quantity of data that its memory unit can hold.

-3. There are many ways of memorizing information i
memory cells of a digital computer. External memory
storage units may use magnetic tapes, magnetic drums,
magnetic disks and floppy disks. The magnetic drum an

30



ciasmetic disk are called a Direct Access, or Random Access,
gtorage Device (DASD).
= 4. The magnetic disk is very similar to the magnetic

drum but is based upon the use of a flat disk with a series
of concentric circles of magnetizable material, one read/
write head being for each concentric circle, i.e., for each
track. Memory units on magnetic disks may store more than
100,000,000 bytes. The magnetic disk is illustrated in Fig-
are 1.
5. Internal or main memory units were constructed of
magnetic cores about 8 hundredths of an inch in diameter,

Record-1 Record-2
7\
‘—©~
Track
Read/write head

Figure 1. Magnetic Disk

each core storing one ‘yes’ or ‘no’, that is, each core repre-
senting one bit of information. _

6. Information that is stored inside a computer is stored
in registers, electronic units of hardware in which the posi-
tioning of physical objects stores information. Each register
holds one machine word consisting usually of 32 bits or 4
bytes. Registers hold information temporarily during process-
‘ing. The slower models of registers use magnetic cores;
the faster models use special electronic circuits or film mem-
ory devices.

7. Usually the registers are of three types:

1. General-Purpose Registers are sixteen registers, each’

‘being able to contain one word. These registers are used for
storing the integer operands taking part in binary arithmetic
operations.

2. Floating-Point Registers are four registers, each being
able to contain a doubleword. These registers hold the oper-
ands taking part in arithmetic operations on floating-
point numbers.

3. Control Registers form a group of registers differing
from one model to another.

- 8. The development of semiconductor integration technol-
0gy ‘has led to creation of memories on LSI circuits. For
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constructing memory units on-LSI circuits either bipolar or
MOS memory are used. The access time of bipolar memory i
about 100 nanoseconds, while the access time of MOS memor
is 500 nanoseconds. But on the other hand the density o
memorizing elements allocation in the latter is very hig
and amounts to 4 thousand memorizing elements for on
chip. The latest achievements of modern electronics is
creation of memories on electronic circuits made by spraying
layers of different memorizing materials.

9. Nowadays the main memory RAM which is regularly
used in microcomputers can accept new instructions or in-
formation from a peripheral device. Terms synonymous
with the computer’s working memory RAM are: core, core
storage, main memory, main storage, primary storage, read/
write memory. Other memories, such as ROM or PROM,
which are used in microcomputers as well, store instructions
or information permanently. ROM, PROM, EPROM, and
EEPROM are all together called firmware which is ‘hard’
software.

Exercises

IV. Find the equivalents:

. the numbers to be op- yucsla ¢ mnJaBawouiefi To4-
erated on KOH

e
et

2. a magnetic core 2. camble MoCJeAHHe JOCTHKE-
. HuA

3. an access time 3. HambICHHEM CJIOeB

4. a computer’s memory 4. Bo BpeMA 00paGOTKH

5. intermediate results 5. kpynHoMacuiTaGHasi MHTer-
pauus

6. Large Scale Integration 6. mMarHuTHelli cepleYHHK

7. during processing * 7. naMATbh KOMIBIOTEpA

8. by spraying layers 8. MpOMeKYTOUHbE  pe3yJib-
TAaTHl

9. the latest achievements 9. Bpems oGpaienus

10. floating-point numbers 10. uucsa, xoTopeie GYAYT 06-

pabareiBaThCs
V. Memorize the following definitions:

1. Memory unit is a part of a computer which stores
information. 2. The memory access time is the time require
to transmit one computer word out of the memory to wher
it will be used. 3. The capacity of a computer memory is th
quantity of data that the memory unit can hold.
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[ Answer the following questions: ‘
‘1. What is the general purpose of the memory or storage

,ﬁnit? 9. What information is stored in the computer memory?
'3, Where is information stored inside the computer? 4. What

is the memory access time? 5. What ways of memorizing

words in a computer do you know? 6. What has led to crea-

tion of memories on LSI circuits? 7. What is the latest achieve-

- ments of modern electronics? 8. What memories are used
in microcomputers?

VvI1I. What do you call a unit which:
1) accepts information from outside a computer? 2) mem-

orizes information to be operated on? 3) brings information

out of the computer? 4) is able to take in information at the
very high speed from a computer and then release it at the

- proper speed for the peripheral equipment?

VIII. Translate the following"sentences paying attention to the words

" in bold type:

" a) 1. Every student must know that reasonable operations
are logical and mathematical operations. 2. His experiment
is simpler than that of yours. 3. The capabilities of a digital
computer are greater than those of an analog computer.
4, 1t is clear that these diagrams are like those shown in

- Fig. 4.

b) 1. As science progresses the difference between man-

 made systems and natural systems may be reduced infin-

itely (Geckoneuno). 2. As you know information is a set of
marks that have meaning. 3. As new operations can be com-
posed “of sub-operations, no new programming is needed.

4, The development of computers as machines for handling

information has gone a long way. 5. As is known, program is
a set of instructions.
¢) 1. One of these problems has been solved by a comput-

er. 2. By means of a computer one can easily solve any

prﬁblem. 3. There is only one solution, the one stated above,
when n and m are equal. 4. One should remember all these

- rulgs’, while solving a problem.

- IX. Translate the following sentences paying attention to the form
and function of the Participle:

1. The input unit consists of some devices using differ-

~ent means. 2. Performing addition the computer must have

two numbers to be added. 3. When pressing the keys the oper-
ator ‘makes ‘the adding machine operate. 4. The operator
pressing the keys makes the adding machine operate. 5. A '
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device invented by the German mathematician Leibnitz |
‘could control automatically the amount of adding to be per- &
formed by a given digit. 6. Logical operations performed by
a computer are comparing, selecting, sorting, and determin-
ing. 7. Discussing the advantages of the new memory unit :
the professor gave the students all the necessary explana-
tions. 8. Having punched holes in a card the operator put it
into the computer. 9. When passed through the reading equip--

ment the characters are read in a way similar to a way used
for a magnetic tape. 10. The density of memorizing elements

in MOS memory is very high.

X. Translate the following sentences paying attention to the Abso-
Jute Participle Construction:

1. The first automatic computers of the 1940’s not being
very reliable, scientists went on improving them. 2. Special-
ists use computers widely, the latter helping in performing -
computations at great speeds. 3. Personal computers being
used for many purposes, scientists go on improving their °
characteristics. 4. The computer SM-100 is used in industrial °
processes and scientific researches, its main function being
to carry out reasonable operations with numbers and to cal- |
culate complex problems. 5. With the current on, the comput- -
er automatically begins operating. 6. A printer’s line is
usually between 60 and 150 characters long, with 120 charac-
ters being a common length. 8

X1. Find the sentences in which the Absolute Participle Construction
is used: .

1. Register R storing the code for number 3, the computer |
will perform the operation 3 times. 2. When storing the code
for number 3 register R makes the computer perform the
operation 3 times. 3. The computer performs the operation 3
times, the code for number 3 being stored in one of the reg-
isters. 4. The register storing the code for number 3 is ar-
ranged in the computer’s memory. 5. The code for number 3 |
being stored in register R, the operation will be performed
by the computer 3 times.

XII. Read Text B without a dictionary. Express its contents by 3-4
sentences:

TEXT B. THE FLOPPY DISKS

Floppy disks are a magnetic storage medium (cpeza)
which can be recorded, erased and used over and over again. .
Floppy disks are flexible (ru6kuii) plastic disks which have
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several standard sizes. Full size floppy disks are 8 inches in
diameter; minifloppy disks are 5 inches in diameter. Both
full size floppy disks and minifloppy disks are housed in a
paper-like plastic envelope, usually black, and remain (oc-
raBatbesl) in the envelope at all times.

Microfloppy disks are in sizes from 3 to 4 inches. They
are housed in a rigid (xectkmi) plastic shell (oGomouxa)
of different design. The number of bytes that can be recorded
on a floppy disk are about 80,000 to 1,000,000 and more.
Floppy disks are used extensively in personal computers,
small business computers, word processing, etc. All kinds of
floppy disks are illustrated in Fig. 2.

FLOPPY

| —)

e . 0 . o | 0 :
o = | |
- o |
MICROFLOPPY —_
MINIFLOPPY

Figure 2. Floppy Disks

XIM. Read Text B’ and translate it without a dictionary. Refelf its
main contents in Russian and in English:

TEXT B’. BUBBLE MEMORY

Bubble memory ? is a storage for programs and informa-
tion. It is a storage technology which combines both semi-
conductor and magnetic recording techniques ? to create a
solid state ® storage device. Bubble memory is unique, be-
cause it is a disk that doesn’t spin.t The bits on the surface
spin around the disk instead. Bubble memory units are only
two square inches in size, and contain a thin film recording
layer. The bits, called bubbles of their globular shape,® are
electromagnetically generated in circular strings ® inside
this layer. In order to read or write the bubbles, the strings
of bubbles are made to rotate past the equivalent (the string
of bubbles) of a read/write head in a disk.
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Bubble memory holds its contents without power, like
disk and tape. It is considerably 7 faster than floppy disks
and many hard disks. It is often used in portable terminals b
and computers instead of disks. 3
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techniques [tek’niks] — rexunueckne npuemsr
solid state — nonynpoBogHuKOBHI

to spin — BpamaTbcs

their globular shape — ux oxpyrias dopma
string — nenouka; nocJsenoBaTebHOCTD
considerably — snaynrtensuo

portable terminals — nopTaruBHEE TePMHHAJBI

o o 0
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X1V. Listen to Text C from the tape recorder. Give ifs contents inw
short (in Russian). 4

Notes

1 electronic components — S/JEKTPOHHBIE 3JI€MEHTLI
2 integrated circuits — HHTETPa/bHbIE CXEMbI

3 single — onnHOuHBI

4 entire — mosnbI, UeTBIH

TEXT C. CHIPS

Chips are miniaturized electronic circuits. A chip con- . |
tains several hundred thousand electronic components !
(transistors, resistors, etc.). The terms synonymous to chip
are integrated circuits 2 and microelectronics. There are some
types of chips. Logic chip is a single chip which can perform
some or all the functions of a processor. A microprocessor is
an entire * processor on a single chip. One or more micropro-
cessors are used in a portable or desk computer. Larger com-
puters may use several types of microprocessors. Memory
chips contain from several hundred to hundreds of thousands
of bits (storage cells). RAM chips are the computer’s pri mary
internal working storage and require constant power to keep
their bits. Chips, such as ROMs, PROMs, EPROMs and
EEPROMs are permanent memory chips and hold their con-
tents without power.

LESSON FIVE

Grammar. Revision of Non-Finite Forms of the Verb.
Text A. Central Processing Unit.

Text B. Generations of Computer Systems,

Dialogue. Telephone Talk,
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Exercises

- 1. Read the international words and guess their meaning:
nerve; system; to coordinate; to control; activity; central;

processor; separate;

section;

role; to discuss; function;

to interpret; actual; interpretation; signal; to decode; gen-
erator; automatically; accumulator; argument; decoder

11. Pronounce the following words correctly:

activity [k'tiviti] n nesrensnocTs

apply [9'plai] v npumenars; npuna-
raTh, NpPHKJAXHBATh

execute [‘eksikjut] v BHITOJAHATD;
OCYIIeCTBJIATD

carry ouf ["keerr’aut] v BHNONHATD;
NPOBOLUTH

process ['prouses] n npouece; v 06-

~ pabarsiBaTh

load {loud} n uarpyska; aarpyska;
BBOA; U 3sarpymarb

convenient [kon’vinjent] a ynoG-
HBIH

consider [ksn’sids] v cumrarh; mo-
JaraTh; PaccMaTpHBAaTh

previous ['privjes] a mpeastymui;
NPefIIecTBYIOUM i

__ obtain [ob’tein] v monyuaTs; ZocTH-
raTh

accomplish [o'kamplif] v Bmmox-
HSATb, COBepiIaTh

separate ['separert] v pasgensrs;
OTHeNATD

sense [sens] v CUMTHIBATH; BOCHPH-
HHUMATb

choose [tfuz] v BLGHpaTh

cause [koz] v 3acTaBnifTb; NMpPHYH-
HSTb; BHIBHIBATH

sequentially [si’kwenfali] adv no-
CJIeLOBATEJIbHO

design [di'zain] n mnpoekT, KoHcT-
PYKIHSA; U NPOEKTHPOBATh; KOH-
CTPYMPOBATD

happen lBhaep(e)n] U caydaTrhest

" transfer [trens’fe] v nepemasath;

NepeHOCHTh; BHIIOJHATD KOMaHAY
nepexoia

hence [hens] adv cieloBaTeabHO

involve [1n’volv] v BriIOUaTL B Cce-
6s1; BOBJIEKATb

argument [’ a:gjument] n apryment

accumulator [o'kjumjuleita] n na-
KalJIMBAIOIHA cyMMarop

refer [r1'fa] v (to) oThocHTh(cs);
cchutathest (Ha)

facilitate [fa'silitert] v oGmeruars;
crnoco6CTBOBATL

contents ['kontants] n pl comepxu-
Moe; conepmaHHe

relate [r1'lert] v oTHOCHTbCS; HMETh
OTHOLIEHHE

record ['rek>d] n sanuch; perucrpa-
wug; [ri'kad] v aanucuBaTh

111. Memorize the following word combinations:

a central processor — IeHTPabHBIH NpoLECCOp

a control unit — 6J0K ympaBJeHUS

a control generator — reneparop ynpaB/eHHs

an instruction decoder — pmemndparop KOMaH

an instruction register — perucrp KoMaH[

4 'current-address register — perucTp TeKywero ajpeca

an arithmetic and logic unit — apudmerHyeckoe/orudecKoe

yCTpOHACTBO

“at the proper time — B HajJexainee Bpems
control signals — curHa;sl. ynpas/ieHHA

in its turn — B cBoO ouepenb

on the basis of — Ha ocHOBe

at a time — 3a 0fHO BpeMs (O/AHOBPEMEHHO)



‘what to do next — uro zenars jajblie
'in this way — Takum o6pasoM - 1
while an instruction is being executed — Bo Bpemst Bhimoi-

HEHHA KOMaHJIbI

TEXT A. CENTRAL PROCESSING UNIT

1. The central processing unit (CPU) or central processor
is the nerve centre of any digital computer system, since it
coordinates and controls the activities of all the other units
and performs all the arithmetic and logic processes to be
applied to data. All program instructions to be executed |
must be held within the CPU, and all the data to be processed
must be loaded first into this unit. It is convenient to consid- =
er the central processor to have three separate hardware
sections: an internal or main memory, an arithmetic and
logic unit, and a control unit. The role of the internal mem- =
ory was discussed more detailed in the previous lesson. &
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Figure 3. The Simplest Block Diagram of a Computer

Now let us discuss the latter two sections. (All the sections
of the CPU are shown in Fig. 3.)
2. The CPU has two functions: it must (1) obtain instruc-
tions from the memory and interpret them, as well as (2)
perform the actual operations. The first function is executed
by the control unit. This unit in its turn must perform two
functions: it must (1) interpret the instruction; then, on the
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basis of this interpretation (2) tell the arithmetic and logic
unit what to do next. The latter function is accomplished
through the use of electronic signals. According to these
two functions we can separate the part of the control unit
that interprets or decodes the instruction called the instruc-
tion decoder from the part that generates the control signals
called the control generator.

3. An instruction having been transmitted to the in-
struction decoder, where it is interpreted, the control generator
senses this interpretation and then produces signals that
tell the arithmetic unit which operation to perform. It also
generates signals that choose the proper numbers from the
memory and sends them to the arithmetic and logic unit
at the proper time; and when operation has been performed,
other control signals take the result from the arithmetic and
logic unit back to the internal memory. After an instruction
has been executed, the control generator produces signals
that cause the next instruction to go from the memory to the
instruction decoder. In this way the instructions are per-
formed sequentially.

4. The second function of the CPU is performed by the
arithmetic and logic unit which does the actual operations.
This unit is capable of performing automatically addition,
subtraction, multiplication, division, comparing, select-
ing, and other mathematical and logical operations. Consid-
er now what happens in the arithmetic and logic unit while
an instruction is being executed. In most computers only
one word at a time can be transferred between the arithmetic/
logic unit and the memory. Hence, to perform an operation
involving two arguments, the first argument must be trans-
ferred from the memory to the arithmetic/logic unit and
stored there temporarily while the second argument is being
transferred. The special memory cell in the arithmetic/logic
unit for this purpose is called the accumulator. The opera-
tion being performed, the result is formed in the accumulator
before it is transmitted back to memory.

5. Next consider the instruction decoder that interprets
instruction. In order that the instruction decoder perform
its function, it must constantly refer to the instruction being
interpreted during the time control signals are being set up.?
To facilitate this, while an instruction is being executed it
is stored in a special memory cell called the instruction
register, located in the instruction decoder.

6. There is another memory cell located in the instruction
decoder called the current-address register. The contents
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of this register is always the memory-address from which
the instruction being executed came. The reason for this is
related to the fact 2 that the address of the present instruc-
tion was given as part of the previous instruction.

For the computer designer to understand the work of
the CPU is quite necessary.

Notes

1 during the time control signals are being set up — Bo Bpems gopmupo-
BaHHS CHTHAJOB YIpaBJeHHS

2 The reason for this is related to the fact — ITpuunna storo sakiouena
B TOM

Exercises

IV. Find in (b) the Russian equivalents to the English words and
word combinations in (a):

a) hence; for example; according to; by means of; i.e.;
etc.; always; just; on the other hand; since; any; in its turn;
sometimes; the same; while; in this way; instead (of); usually

b) To ecth; HampuMep; Bcerja; TOJNBKO 4TO; C APYroi cro-
POHBI; TaK KakK; B CBOIO OYepefb; MHOTJA; TOT KE CaMbiii; JiO-
6oli; ciefoBaTeNbHO; M TaK jajiee; B TO BpPEMsl KakK; TaKUM
006pa3oM; BMECTO; COIVIACHO; OOGBIYHO; IIOCPEACTBOM

V. Arrange synonyms in pairs:

semiconductor technology; to execute; to write; to con-
trol; memory; to sense; to choose; to form; to feel; storage;
to store; to set up; to handle; solid-state technology; to per-
form; to keep; to select; research; to put in; investigation

VI. Complete the following sentences:

1. The arithmetic/logic unit is capable of ... . 2. The
access time is the time requxred for transmlttmg one comput-

er ...out of the ... to whereit ... . 3. The actual computa-
tions are executed in a central ... . 4. The part of the con-
trol that interprets the instruction is called ... . 5. The part

of the control that generates the control 51gnals is called
. 6. The control signals choose the proper numbers from
. and send them to ... at the proper time.

VII. Memorize the following definitions:

1. The CPU is the nerve centre of any computer since 1t
coordinates and controls the activities of all the other units.
2. The arithmetic/logic unit is that part of the CPU in which
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-the actual computations take place. 3. The control unit is
that part of the CPU which obtains instructions from the
memory, interprets them and generates the control signals.
4. The instruction decoder is the part of the control unit
which interprets or decodes the instruction. 5. The control
generator is the part of the control unit which generates
the control signals. 6. The instruction register is the part
of the instruction decoder in which the address of current in-
struction is stored. 7. The current-address register is the second
special memory cell located in the instruction decoder.
8. The accumulator is the special memory cell in the arith-
metic/logic unit in which the result is formed before it is trans-
ferred back to the memory unit.

VIII. Answer the following questions:

. 1. What is the general purpose and function of the CPU?
2. How many parts is the CPU composed of? 3. What is the
general purpose of the control? 4. What is the arithmetic/
logic unit? 5. What is the instruction decoder? 6. What is
the general function of the control generator? 7. What hap-
pens in the CPU while an instruction is being executed?
8. What is the accumulator? 9. Where is the accumulator lo-
cated? 10. Where are the instruction register and the current-
address register located?

I1X. What do you cail a unit which:

1) interprets instructions? 2) senses the interpretation
of instructions and produces control signals? 3) performs
mathematical and logical operations? 4) chooses the proper
numbers from the internal memory and sends them to the
arithmetic/logic unit at the proper time? 5) obtains instruc-

.- tions from the main memory, interprets them and accom-

plishes the actual operations?

X. Compare:

: a) a memory and a CPU; b) an accumulator and an in-
struction decoder;- ¢) an arithmetic/logic unit and a control
unit
X1. Read and transtate the following sentences paying attention te
the objective infinitive consiructions and for-phrases with the Infinitive:
1. Our engineers want the complex problems to be solved
by computers. 2. In the laboratory we saw the perforator
punch holes in the cards of standard size. 3. It is quite nec-
essary for the programmer to understand - the work of all
units of a computer. 4. We watched the floppy disk begin
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to operate. 5. The speed of the computer may be found by |
measuring the time which is required for it to transmit one ;
word out of the memory to where it will be used. 6. We asked
the lab assistant to show us the computer SM-2 operate.
7. There is a good reason for us to use this kind of the bubble
memory in a personal computer. 8. Information has to be in
the form of digits or characters for a digital computer to per-
form reasonable operations.

XII. Define the infinitive constructions and translate the sentfences:

1. We know B. Pascal to be the first inventor of the me-
chanical computer. 2. B. Pascal is known to be the first in-
ventor of the mechanical computer. 3. In the middle of the
17th century it was possible for B. Pascal to invent only
the mechanical computer. 4. The possibility for the problem
to be solved is illustrated by the given formula. 5. Human
beings seem to be able to find facts or even logical conse-
quence of facts in their memory according to association.
6. The magnetic recording is done on a disk which permits
an information to be stored or read at one or several points
on it. 7. The students were explained the high-speed memory
unit to use the LSI circuits. 8. For results to be obtained an
instruction has first been put into a computer.

XII1. Translate the following sentences paying attention to the ing-
forms:

1. According to the principles of their work computers
are subdivided into three parts: analog, digital, and hybrid.
2. When applying mathematical methods to the solving of
technical problems engineers are most often interested in
obtaining a finite numerical results. 3. Proper relation be-
tween theory and practice must be observed in training young
specialists. 4. Mathematical tables are necessary aids (ue-
obxomuMsle cpexcrBa) for performing computational work.
5. The students get the practical training when they are
working at various plants. 6. When performing the problems
in mathematical practice, the students use desk calculators
such as arithmometers, key computing machines and slide
rules (orapudmuueckas JuHefika). 7. In modern computers
LSI circuits and RAM/ROM memories are used for executing
sophisticated (ycnoxuenusift) operations. 8. A memory unit
is used for storing information. 9. Electronics being used
not onlyin industry but in many other fields of human activ-
ity as well, one should have an idea of what it is. 10. The
processing of messages can be performed sequentially, i.e.,
a new task is not given until the current one is completed.
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11. Having conducted many experiments scientists proved
that electricity had an atomic character. 12. The fast elec-
~ tronic machines, such as microcomputers, are effective for
carrying out complicated (cioxHnlit) computations.

XIV. Read Text B and translate it with a dictionary (see the List
of Acronyms and Abbreviations as well). Write a short summary:

TEXT B. GENERATIONS OF COMPUTER SYSTEMS

The Ist-generation computer systems (beginning approxi-
mately in 1950) employed vacuum tubes as the primary
switching component * in the processor. Memories were con-
structed of liquid mercury delay lines 2 or magnetic drums
(BESM-1, MINSK-1, IBM 650 are examples).

The fnd-generation systems began around the late 1950’s
and used transistors in place of vacuum tubes and memories
were made of magnetizable cores (BESM-4 and 6, MINSK-32,
M-220, IBM 1401 are examples). Size was reduced and re-
liability was improved significantly in the 2nd-generation
systems. The 2nd generation was primarily a batch process-
ing environment ® with a single program running at one time.
: The 3rd-generation computers, beginning in the mid
© 1960s introduced processors made of integrated circuits
. (ES-1033, -1045, M-6000, NAIRI-3, SM-3, IBM-360 and
370 are examples). The 3rd generation also introduced system
software technologies like Operating Systems* and Data
Base Management Systems. On-line systems ® were widely
developed throughout the 3rd generation, although most
processing was still batch oriented.

The 4th generation is more evolutionary than revolution-
ary. Starting in the mid 1970s, the 4th-generation computer
logic and memory were built almost entirely of chips which
contain extremely large numbers of electronic components,
The 4th generation embraces extensive integration of small
and large computers together in a distributed processing en-
vironment.® (The examples of the 4G computers in our
country are ES-1065, NAIRI-4, ELEKTRONIKA-60, ISKRA-
1256, etc.) ‘

The 5th generation ought to become formalized by 1990s.
VLSI and SLSI technologies will put mainframes ® on every-
one’s desk. Optical fibers,® videodisks and technologies now
in the research labs, will be used to construct the bth-genera-
tion computer systems. Artificial intelligence techniques
will be incorporated into every type of application. By the
turn of the century, a computer should be able to converse
rather intelligently with a person.
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Notes

1 as the primary switching component — B KauecTBe nepBHUHOrO fepe-
KJIOYAIOEro SJeMeHTa

2 liquid mercury delay lines — JIMHEH 3ajepXKH Ha XKHIKOH PTYTH

8 a batch processing environment — ¢yHKIHOHA/NbHBIE CPEJICTBA IAKeT-
Ho#t 06paboTKH

4 QOperating Systems — onepaunHOHHEIE CHCTEMbI

5 on-line systems — cHcreMmbl, paGotatompe or LIITY

6 a distributed processing environment— QyHKuHOHA/NBHEE CpefCcTBa pac-
npejleleHHON 06paGoOTKH

? the 4G==the 4th generation — ueTBepTOE NOKOJEHHE

8 mainframes — 30. GoJbluMe KOMNBIOTEPHI

9 optical fibers — onTHyecKue BoJIOKHA

10 artificial intelligence — MCKyccTBeHHBIl HHTENNEKT

XV. Listen to the following dialogue from the magnetic tape. Try
to reproduce it.

Notes

1 to be anxious ['&nkfss] — Gecnokouthes

2 "flu = influenza — rpunn

3 a headache — ronosras 6oJb

4 to feel upset — paccrpamBatbes

5 to miss — mpomyckaTb (3aHSTHA)

¢ to catch the idea — monsTh

7 by the way — Mexay npoyum

8 T need it badly — ona Mue ouenb HyxHa

? to keep (kept) — nepxkathb

1 to borrow (from the library) — Gpate (U3 GubauoTexn)
11 2 copy — SK3eMILIAp )

12 Give my best regards — Ilepegail Mol cepaeunbtii mpuser

TELEPHONE TALK

- A: Hallol

B: Is that you, Alec? This is Boris speaking. Why didn’t
you attend lectures? The whole group’s anxious* about
you, you know,

A: Oh, I'm not very well and I have to stay at home.

B: What’s the matter with you?

A: It’s the ’flu 2. My temperature’s 38. I've a bad headache.?
I feel so upset* —in some days we'll have the exam in
computers.

B: What does the doctor say?

A: He says I must stay in bed for three or four days and take
some medicine.

B: Can I do anything for you? :

A: Please, bring me your notes. I missed ¢ some lectures

and now I can’t catch-the idea ¢ of what difference be-
tween bipolar and bubble memory is, and what random




access memory and read-only memory are ... and what
chips are...

: All right. By the way ? I've got a textbook “Microcom-

puter Design”. I'll bring it if you like.

Thank you, I need it badly.®* How long may I keep ® it?

: Keep it as long as you like. I can borrow *® another copy 1

from the library. Good-bye. See you in the evening.

Good-bye. Give my best regards 2 to the group, please.

> Er w

LESSON SIX

Grammar. Revision of the Non-Finite Forms of the Verb.
Text A. Microcomputer and Microprocessor Design,
Text B. Soviet Supercomputer,

Text C. RAM and ROM.

Exercises

L. Read the international words and guess their meaning:

electronics; microcomputer; microprocessor; chip; func-
tion; system; application; intelligent; evolution; revolution;
combination; personal; maximum; minimum; individual;
industrial; product; limited; attraction; type; component;

compact; to orient

. 1L Pronounce the following words correctly:

invent [in'vent} v wusoGperars

single ['singl] @ onunm; epuuui

tiny ['taim) a xpoweunnit

application [,@pli'ke1f(s)n] n npu-
MeHeHHe; HCNOJAb30BaHHE

sophisticated [so'fistikertid] a ye-
JIOXKHeHHBIH; ToHKHII (0 npubope
u m. n.)

eceur [9'ke] v cayuathest, nponcxo-
IHTh

inexpensive |,imiks'pensiv] a nego-
poro#l, zemeskiff

implement [‘tmplimant] v snmoa-
HATb, OCYLIECTBJIATH

significantly [sig'nifikentli] adv
3HAUHTE/IbHO; CYIIECTBEHHO

reduce [rr'djus] v yMeneinato; co-
Kpamars

"cost [kost] n croumocth, nena

support [so'pat] v oBecneunsars

wser ['juzs] n nonvsosatenn; abo-
HEHT

increase [1n’kris] v yBeanuusarnb

supply [so’'plai] n ucrounmk; nura-
‘HHe; mojaya . g

complete [kom'plit] e moammit; v
3aKaHYHBATD, 3aBepIaTh

mainframe ['meinfretm] n uenr-
panbubifi 610K 06pabOTKH jan-
HBIX

consumer [kon'sjima] n morpe6u-
Telln

ability [o'biliti} 2 cnoco6HocTh:
yMeHne

fetch [fetf] v Br3bBaTH, BHOHpaTHL
(dannvie u3 namamu)

counter ['kaunts] n cuerunx

increment ["inkriment] n npupame-
HHe, HHKPEMEHT; U yBEJUYHBATE-
(cs1)

capability [ keipa’biliti] n cnoco6-
HOCTb; pl BO3MOXKHOCTH

reside [r1'zaid] v pasmemars(csa) B
naMATH

appear [3'pia] v nosBAATHCH

appliance lPa’plaIans] n ycrpoicrso,
ApHCIIOCOONIeHHe; npHOOp

attraction [9'trekf(s)n] n npusse-
KaTeabHOCTb, MPHTSKEHHE
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retain [r’tein] v yamepxusats; co-
XpaHATb

altow [o'lau] v nossonATb, paspe-
wath

variety {vo'raisti] n pasnooGpaswe;
(of) psA, MHOXKECTBO

junctionn ['dzapkfenl n nepexon;
IVIOCKOCTHOH TPAH3HCTOP

available [2’veilsbl] a mocTynmmii;
HMEIOIMiCA B HAJNHYAH; MPHUTOL-
HElA

conventional [kon'venfonl] a o6big-
HHH; OOIIENpPHHAThIH

111. Memorize the following words and word combinations:

since — TaK Kak; ¢ TexX HOp, Kak; KOrja; ¢; co

large (small) scale — KpynHOMaciTaGHbIH, (ofo%181100)7
assembly line — yiHuA CcOOPKH :

a personal computer — nepcoHaJAbHBIA KOMMNBIOTED

a user terminal — TepMHHAJ MOJb30BaTENS

64 KB of memory — namsaTh o6neMoM B 64 KujoGaiita
power supply — S/IEKTpONHTAHHE; InOJiaya SHEPrHH

in addition to — kpoMe TOro, HNOMOJIHUTEIHHO K

just as so ... — TOYHO TaK XKe KaK ..., TaK H .
moreover — GoJiee TOTO _

TEXT A. MICROCOMPUTER AND MICROPROCESSOR DESIGN

1. Since the transistor was invented, no single electronics
innovation * has had such an impact ? & microcomputer.
Powered by tiny semiconductor chips ? containing computing
elements with the same power and functions previously found
only in large scale computers, these microcomputers systems
are now being applied to literally ¢.thousands of applications.
Microcomputers are automating assembly lines, providing
the heart of sophisticated electronic games, making “intelli-
gent” 5 computer peripherals even faster. This revolution
is occurring because microcomputers are very inexpensive,
easy to implement into a system, and significantly reduce
the time and cost of product development.®

2. The microcomputers were the first computers to use
. a single microprocessor chip as the processor. Personal com-
puters and small business computers are microcomputers.
8-bit microcomputers usually support only one user terminal
and have a maximum of 64 KB of memory. 16-bit microcom-
puters may support several user terminals and usually have
a maximum of 1 million bytes of memory. As the power of
microcomputers increases, they can be used in two ways.
They can be used either as a central computer (providing
processing for several user terminals), or as a more powerful
single computer for an individual user (see Fig. 4).

3. A microprocessor is the tiny processor used, as men-
tioned above, in microcomputers. The microprocessor requires
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-a power supply and memory to be a complete computer. Mic-

roprocessors are also used in minicomputers, mainframes and
peripheral devices, as well as in all industrial and consumer
products which use a computer.
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Figure 4. Block Diagram of a Typical Microcomputer with a Microprocessor

4. As usual processors all microprocessors have the abil-
ity to fetch (obtain from memory) and execute a limited
set of instructions, to perform addition and subtraction on
a binary word, and to input (take in) and output (put out)
binary data. After fetching an operational code from the
program in memory, while this operation is being executed,
the program counter is automatically incremented by one
unit. At the completion of the instruction, it is then ready
with the address for the following program instruction. In
many situations the microprocessors have many more capa-
bilities that application requires.

5. In conclusion ? some words more about single-chip
microcomputers. They, where control functions and memory
circuits reside on one chip, are beginning to appear in con-
sumer appliances. One of their attractions is the fact that
programmable read-only memories (PROMs) that can be
included on these chips require no electrical power to retain
data. In addition to providing permanent storage, PROMs
also allow one type of micro ® to be stocked ¢ as a standard
component that can be programmed individually to provide
a variety of control functions.
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6. Just as computer circuits have grown smaller, so too:
have memory circuits. Moreover, new technologies such as
the bubble memory and Josephson-junction memory ** show
the ability for providing more compact memories that retain
data with little or no applied power. These new memories
allow micros to be used where power is not always available
and conventional read-only memories do not have enoug

capacity. ,

Notes

1 innevation — HoBweCTBO

2 an impact — 30. BAuAHHe

3 Powered by tiny semiconductor chips —IIpuBogumele B AeficTBHe Kpo-
IEYHEIMH HOJIYIPOBOJHHKOBLIMH KPHCTa/IaMH  (4HIIaMH)

¢ literally — 6ykBajbHO

5 “intelligent” — «yMmublfi» (30. NPHMEHHTENHHO K BBIYHC/IHTEJbHOH Ma-
IIVHE)

% product development -— 30. BHIYCK NPOLYKUHH

7 in conclusion — B 3aKJQueHHe

8 micro = microcomputer — MHKPOKOMNBIOTEP

? to stock — samacate

10 Josephson-junction memory — sanoMHHaloliee YCTPORCTBO C MepexoloM
Jxo3edcoHa (MporpeccHBHas TEXHOJOTHS H3rOTOBJIEHHS MOJYIPOBOZ-
HHKOBBIX KDHCTA/JIOB (YMIIOB) HepeceueHHEM CJIOEB CBePXMpPOBOASIMIMX
MeTasli10B)

Exercises

1V. For the nouns in column II find suitable attributes in column 1
and translate:

| II
1. user 1. computer
2. power 2. lines
3. “intelligent” 3. products
4. large-scale 4. terminal
5. permanent 5. supply
6. assembly 6. peripherals
7. consumer 7. storage
8. tiny 8. counter
9. program 9. semiconductor chips
10. computing 10. microprocessor
11. single-chip I1. element

V. Find the Russian equivalents to the following English word com- .
binations: .

1. no single innovation; 2. the ability to fetch; 3. a va-
riety of control functions; 4. more powerful; 5. mainframes
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and peripheral devices; 6. a limited set of instructions;
7. -8-bit microcomputers; 8. significantly reduce the time
and cost; 9. to retain data; 10. in addition to; 11. an individ-
ual user; 12. a personal computer; 13. literally thousands
of applications; 14. a standard component

1. mepcoHa/MbHBIA KOMIBIOTED; 2. KpOMe TOro; 3. CTAHAApT-
HBIA 3JIEMEHT; 4. yIep:KuBaTh JaHHBIE; 5. MHOXKeCTBO GYHKUHA
ynpassenusi; 6. orpaHuueHHblH Ha6op KomaHZ; 7. 6oJblune
KOMNBIOTEPEI H mepHpepHiiHble YCTPOHCTBA; 8. CMOCOGHOCTD
BbIGUpaTh (KOMaHIy 3 naMsTH); 9. paspsiiHele MHKPOKOMIbIO-
Tephl; 10. HHANBHAYAIBHEIH MOJAB30BaTeNb; 11. GoJlee MOMHbII;
12. sHaunTeNPHO YMEHBIUAIOT BPeMs H CTOMMOCTb; 13. Gyk-
BaJIbHO THICAYH NpHMeHeHHH; 14. HH OJHO HOBILECTBO

VI. Memorize the following definitions:

1. A microcomputer is a small scale computer using a
single microprocessor chip in its architecture. 2. A micro-
processor is a tiny processor on a single chip. 3. A personal.
computer is a computer used for home or personal! use. Per-
sonal computers are microcomputers.

Vil. Answer the following questions:

1. What is the reason for advent (npuxon) of microcom-
puters? 2. What component do the microcomputers use as
the processor? 3. How many user terminals do 8-bit micro-
computers support? 4. What is the density of memory of
16-bit microcomputers? 5. What is a microcomputer? 6.
What is a microprocessor? 7. Where are microprocessors
used? 8. What ability have the microprocessors? 9. What
new progressive technologies are used in memory units?
10. What memories are used in microcomputers?

VIII. Translate the words of the same root. Define parts of speech:

to use—user—a use—useful—useless; to process—a pro-
cess—processed—processor; inexpensive—expensive; type—
typical; to invent—inventor—invention; power—powerful—
powerless—powered; to conduct—conductor—semiconduc-
tor—conducted; to contain—container; to combine—com-
biner—combination—recombination; electron—electronic—
electronics; to apply—application—applied—appliance—ap-
plicant; automatic—automatically—automatical —automaton
—automated—automation—to automatize; to implement—
implementation; operational—to operate—operator—opera-
tion; to complete—complete—completion; to attract—attrac-
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tive—atfraction; capable—capability; convention—conven-
tional—conventionally; capacity—capacitor—capacitance

IX. Read and translate the following sentences paying attention to
ing-forms: '

1. The operand length, being powers of two, permit max-
imum efficiency in the useof binary addressing and in match-
ing the physical word size of storage. 2. Floating-point
arithmetic is designed to allow easy translation between the
two formats. 3. The fraction of a floating-point number is
expressed in hexadecimal digits, each consisting of four
binary bits and having the values 0—15. 4. Bytes locations
in storage are consecutively numbered starting with 0; each
number is considered the address of corresponding byte.
5. The floating-point instruction set provides for loading,
adding, subtracting, comparing, multiplying, dividing, and
storing as well as the sign control of short and long operands.
6. The specific meaning of any 8etting is significant only
to the operation setting in the condition code. 7. The process
of discovering, locating and correcting errors proved to be
one of main difficulty, often taking considerably longer time
than writing the program in the first place and using much
machine time. 8. Although programming techniques have im-
proved greatly since the early days, the process of finding
and correcting errors in programs known as “debugging”
still remains a most difficult and unsatisfactory operation.
9. We are reaching the limit of the human ability to write
complicated programs, and the software crisis really is the
result of attempting making the human beings to write them.
10. The central processing unit contains the facilities for
addressing main storage, for fetching or storing information,
for arithmetic and logic processing data, for sequencing in-
structions in the desired order, and for initiating the communi-
cation between storage and external devices. 11. It is the
compiling of a program that requires great attention of the
programmer. 12. Compiling a program requires great atten-
tion of a programmer.

X. Read Text B and translate it without a dictionary. Render it in
Russian:

TEXT B. SOVIET SUPERCOMPUTER

The USSR has started production of PS-2000 computers
capable of performing 200 million operations per second.
Any computer performs many functions: in addition to

50




number processing the computer controls the whole computing
- process, and determines the sequence in which information
is to arrive at its processors. In fact, the computer takes
only one-tenth of its total operating time to do the computing.
The Soviet supercomputer is a computer with computing
elements free from all other functions. This becomes possible
if supervision (koHTpoub) is assigned (HasHauate) to special
processors acting as managers (pykoBogutenn). Operating
with computing circuits these processors give instructions
and run the queue? of information to enter the processor
_ from storage, etc.

The new computer concept attracted interest from the
American Control Data Corporation (CDC),? and resulted in
the production of the Cybers,® the fastest computers in the
USA. It works like an assembly line with individual opera-
‘tions. Data have to pass through the entire length of ‘the
conveyer, no matter how many processors are there to pro-
cess them. The Soviet approach (moaxonm) differs radically
from the above (yxasauuniit Beine). We suggested (mpeana-
.~ rath) a principle whereby (nmocpencrBom koroporo) all pro-
cessors respond (pearupoBath) to a single control command
which leaves them a certain margin * of freedom, with the
. possibility to sort out their data independently. Receiving
* a command “command” they all start off doing similar op-
~ erations, later switching over to successive (nmocienyiomui)
. operations until the whole problem is solved.® The efficiency
" of this parallel system is obvious (oueBuaHbIf).

First, similar operations can be handled at any speed as
it depends on - (3aBucerp or) the number of processors in-
volved.

Second, a single control system for all processors is simple

- and, consequently, low-cost.
i So far (10 cux nop) there are no computers in this class in
- the West. It is high-speed and low-cost. It can be used in
" weather forecasting,® to predict (mpenckasmBare) patients’
post-operational states or the behaviour (mosemenue) of an
airfoil (npoduns xpeiia) which only exists in a blue-print
(cuubka), and also helps to pinpoint (ykaswiBath) drilling
sites 7 for oil and gas, etc. The American Cyber-73 takes
nearly two hours for pinpointing drilling sites. The Soviet
computer performs this operation in ten minutes.
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Notes

% to run the queue [kju] — ynpaBiasTh OuepeHOCTEIO

2 the CDC — ¢upMa, BHIIYCKAOWAA BLHIYHC/IUTebHOe 06GOpYAOBaHHE

3 cyber ['satba] — KuGep (oT cnoBa «xHGepHETHKAY)

4 3 certain margin — onpejeseHHb# npepes

5 yntil the whole problem is solved — xo Tex nop, Toka 3ajaia He Gyner
pelena NOJXHOCTHIO

¢ weather forecasting — nporxo3 noroast

7 drilling sites — Mecta a5 OypeHHS CKBAKHH

X1. Listen to Text C from the tape recorder. Give the conients in
short (in English and in Russian).

Notes

1 gnce [wans] — KaK TOJBKO, TOCKOJNbKY
2 to fail — mcCAKATh, KOHUYATHCS |
2 to lose — TepATH

4 manufacture — H3TOTOBJICHHE
b {0 alter ['olta] — mensaTbCS

TEXT C. RAM AND ROM

Once ! the information is stored in a computer’s memory,
the computer can calculate, compare and copy this informa-
tion. The memories are of different kinds. RAM and ROM
are examples of the newest ones.

RAM stands for Random Access Memory, because infor- 1.
mation can be transferred into and out of any single byte of
memory. The storage cells, i.e., bits of a RAM chip require
power to retain their contents. If the power fails,? the con-
tents are lost.?

ROM is firmware and stands for Read Only Memory. It
is permanent memory chip for program storage. Instructions
and information are stored in the ROM at the time of their
manufacture * and cannot be altered.® All microcomputers
use RAMs and ROMs.

SECTION II. SOFTWARE

LESSON SEVEN

Text A. The Basic Principles of Programming.
Text B. Programming.
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Exercises

I. Read the international words and guess their meaning:

fundamental; principle; tactics; student; format; utiliza-
) txon, term; routme actual; practxce list; plannmg, person-

; to concentrate; personnel detective; coding; program-
mmg, symbolic; final; procedure

I1. Read and franslate the following sentences paying attention to
the meaning of the words and word combinations given below:
a) a number — 4MCJIO, KOJMYECTBO;, HOMEp

to number -— HacuUUTHIBATHL .

a number of — psAX, MHOKeCTBO

1. This professor’s lectures on microprocessors and micro-
programming are attended by a great number of students.
2. The students’ body of our electrical engineering depart-
ment numbers more than 1,500 students. 3. The first automat-
ic digital computer could add numbers at the speed of 5000
additions per second. 4. The address of our Institute is the
Prosveschenya Street, number 132. 5. A number of computing
devices were arranged in our laboratory.

b) mean — cpeinuil; cpeiHee YHCJIO
means — CpelCTBO

~ to mean — 3HauuTh, O3HAYATH
meaning — 3HaueHUe
by means of — nmocpezncrsom
by no means — HH B KoeM caydyae

1. The year mean temperature in our town is about -+8°.
2. Electrical typewriters and keyboard devices are the com-
mon means of input into a computer. 3. This means that the
- ROM is the permanent memory chip for program storage.
4. By means of arranging memory registers inside hardware
it is possible to store information and instructions. 5. By no
means the computer can substitute (samenntn) a human being
in all respects (Bo Bcex orHowenusx). 6. The meaning of the
word “means” iS «CpeACTBO», «COCTOSTHHEY.

¢) term — TepMHH; CPOK; CeMecTp
to term — Ha3piBaTH
in terms of — c ToukH 3penus; Ha f3biKe; B TEPMHHaX

1. The term “programming” means the process by which
a set of instructions is produced for a computer to make it
performing specified activity. 2. President of the USA is
elected for a four-year term. 3. Each academic year at insti-
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tutes and universities in our country consists of two terms.
4. A code can be written in terms of automatic language for
then it is easy to make changes in it. 5. A code may be
termed a program or aroutine because they are synonyms. 6. If
the language being described is called simply “the language”,
then the language in terms of which the description is being
made is called “metalanguage”.

d) available — gocrynubii, umelomuiicas B HajaHuHH; npu-
TONHBIN

1. A number of different computing devices available in
our Institute’s lab is very great. 2. The computer ES-1045
is now available for students’ use. 3. Of all thé instruments
‘available the control generator is the most suitable for pro-
ducing electrical impulses.

€) any — JoGoll, BCAKHE (B NOBECTBOBATENBbHHX MpeEJIOKE-
HUAX) ;3

1. Any operation performed by a computer must be inter-
preted into a machine code. 2. Any sort of likeness (monoGue)
to a human being is simply irrational while constructing
robots. -

f) rather ['rads] — nosonpHO
rather than — ckopee uem; npeamournrenbuee

1. It would be rather difficult to predict the place where
the moon will be at any particular time without computers.
2. The instructions deal directly with addresses rather than
with the numbers themselves.

g) instead — BMmecto; B3ameHn
instead of — Bmecro; B3aMen

1. Boolean Algebra is an algebra like ordinary one but
dealing instead with classes, propositions, on-off circuit
elements, etc. 2. In digital computers octal notation (BocbMe-
puunoe cuncienne) is sometimes used instead of binary num-
bers. :

1. Pronounce the following words correctly:

introduce [,intro’djus] v eBoguTb;
3HAKOMHTDb; MpPEICTABAATD

subroutine [’sabru’tin] n nommpo-
rpaMMa; 4YacTb NpPOTPAMMEL

entire [In‘tao] a pech, uensii; no-
HBHH

routine [ru’tin] n (cramzaprhas)
nporpamMmma
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define [d1'fain] v onpenensts; top-
MyJHpoBaTk (3adauy)

diagram {'darogrem] n guarpamma;
CXeMa; U CTPOMTb LHArpaMMy
(cxemy)

flow-chart ['flou’tfa:t] n 6nok-cxe-
M2; CXeMa NO0TOKa HHbOopMauuH




" change [fernd3] n nepemena; kame-j

HeHHE; U H3MeHATb

assign [a'samn] v nasuauaTs; npu-
CBaHBaTh

procedure [pro’skd3s] # mpouenypa;
MeToAHKa nposelerus (onsirma)

debugging [di'bagig] rn mananka;
OTAafKa NPOTPaMMEI

error ['ers] n oWwHGKa, MOTPEMHOCTD

invalidate [m’velidert] v BuBo-
J4Tb M3 CTpos

technique [tek'nik] n merox; mero-

shorthand [’ fothend] n. crenorpa-
(us; COKpauICHHAR 3amuCch

evidently ['evid(e)ntl]] adv oye-
BHIHO

precisely [pri’saisli] adv Toumo

observation [,obza(:)'ver§(a)n] n na-
Gmonenue; cobJiofeHHe

reemphasize ['rI'emfssaiz] v BHOBB
HOXYEPKHYTD

erase [1'rerzl v crupars (sanucs);
paspywarb (anpopmayuo)

remain [r1I'mein] v ocrasarbecs

replace {ri‘pleis] v samenars; nox-

JMKa; TeXHHYeCKHH IpHeM CTaB/ATh; MEpeMelaTs

IV. Memorize the following word combinations:

a computer manual — PYKOBOACTBO K KOMIbBIOTEPY

" it should be pointed out — caepyer ykasatb

commercially available computers — cepufino BbimycKaeMmnle
KOMIBIOTEPEI

the complete list of — mosubli cnucok (mepedeHn)

the over-all planning — ofmee miaHHpoBaHHE

. so-called — Tax Ha3bIBaeMbiH

the actual coding — peficTBHTebHOE KOJHPOBaHHE

debugging the code — oTKR/IazKa Koja

running the code on the computer — nporox Koaa Ha KOMIbIO-
Tepe

a single error — exuHCTBeHHas OMMOKa

the rest of the bits — ocraBmmecs GuthH

octal numbers — BocbMepuuHble 4YHC/IA

the previous contents — mpejpiyiuee conepikanue

TEXT A. THE BASIC PRINCIPLES OF PROGRAMMING

1. Introduction. The purpose of this chapter is to intro-
duce the student to the fundamental principles of coding
and programming. These principles are connected with the
stages of programming, the flow-charting, using the subrou-
tines and the computer manual, etc. In order to leave students
free to concentrate on these principles,® the four-address
format, with a minimum of instruction types, is utilized.
However, it should be pointed out that the four-address
format is used in this chapter for pedagogical reasons only.
In practice commercially available computers use only three-,
_ two-, or one-address formats, the latter perhaps being the

most common.
2. The Terms ‘Coding’ and ‘Programming’ are often used
as synonyms. However, ‘a code’ is more specifically a short
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" Jist of instructions that direct the computer to perform only :
a part of the entire calculations, whereas the term ‘program’
.sefers to the complete list of instructions used for the prob-
fem. Hence the term ‘programming’ usually includes the
over-all planning of the use of the computer for a particular
problem as well as the writing of the instruction lists, or
codes, whereas ‘coding’ is usually limited in meaning to
the writing of the instruction lists. Sometimes a code is
called a routine.

3. Stages in Programming. There are five stages in prog-
ramming. First, the computations to be performed must be
clearly and precisely defined. The over-all plan of the com-
putations is diagramed by means of a so-called flow chart.
The second stage is the actual coding. It is often best to
write a code in terms of a symbolic language first, for then
changes are easily made. Numbers are assigned to the sym-
bols, and the final code is prepared. In the third stage some
procedure is used to get the code into the memory of the com-
puter. The fourth stage consists of debugging the code, i.e.,
detecting and correcting any errors. The fifth and final stage
involves running the code on the computer and tabulating
the results. In fact, it is well known that a single error in
one instruction invalidates the entire code. Hence, program-
ming is a technique requiring attention to details without
loosing sight of 2 the over-all plan.

4. Instruction Format. Some bits of the instruction are
set aside for the operation code designation 3—i.e., they tell
the instruction is ‘add’, ‘multiply’, ‘divide’, etc. The rest
of the bits usually defines the four addresses. For the more
usual operations that involve two operands, such as addi-
tion, multiplication, etc., two of the addresses are the ad-
dresses of operands. The third address tells where the result
is to be put; the fourth address tells where to obtain the next
instruction. So, the instruction format is the way in which
the different digits are allocated to represent specific func-
tions.

5. Octal Shorthand. The first important detail of coding
is the fact that the actual bits in an instruction are not writ-
ten out in the binary code; rather, some shorthand is written
instead, i.e., the octal equivalent would be written out. In
other words, two octal numbers represent the instruction,
and each address would be represented by three octal numbers.
Thus, if 101 011 is the binary code for the command ‘add’
then the instruction that says, “Add the contents of address
011 010 110 to the contents of address 011 100101, put the
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. result into address 011 110 100, and take the next instruetion
_from address 100 000 001,” is written in octal notation as:
operation—33, the first operand address—326, the second
operand address—345, the third address—364, and the fifth
address—401. In such cases it evidently facilitates matters *
to call addresses in the memory by their octal numbers.
Also, numerical quantities will be written on the code sheet
in octal (i.e., they will have to be converted from decimal
to octal before being written on the code sheet).
6. The Computer Manual. For the computer we must have
a computer manual that gives the operation codes of differ-
ent instructions and also defines precisely the meaning of
the addresses for each instruction type. The coding manual
must always be at the coder’s side.® Two further observations
must be reemphasized: first, when a word is called into the
arithmetic/logic unit from the memory, it is not erased from
its memory address, but remains there also; second, when a
word is put into a memory address, it replaces the previous
contents of this address, i.e., it erases what had been there.

(To be continued)
Notes :

1 In order to leave students free to concentrate on these'principles — UYtoGu

JaTh BOSMOMCHOCTb CTYNEHTaM COCPENIOTOYHTBCS HA 9THX NPHHIHIAX
. 2 without loosing sight of — ne Tepas w3 suay

3 are set aside for the operation code designation — oTknagmBaloTes nas
0o603HaueHHs] KOJa ONepanuu

4 it evidently facilitates matters — 310, oueBHIHO, Of/ersaer neno (cn-
TYAalHIo)

® must always be at the coder’s side — nosxen Bcerza Gbite y nporpam-
MHCTA IIOJ PYKOH

Exercises

V. Find the Russian equivalents to the following English words and
word combinations:

1. then; 2. thus; 3. hence; 4. however; 5. whereas; 6. per-
haps; 7. also; 8. sometimes; 9. there; 10. in other words;
11. moreover; 12. instead of; 13. the current chapter; 14. in
fact; 15. specifically; 16. often; 17. in addition to; 18. easily;
19. clearly; 20. precisely

1. Touno; 2. nerko; 3. acHo; 4. BMECTO Yero-su6o; 5. Kpome
TOr0; 6. BeposATHO; 7. Takxe; 8. caenoBaresibHO; 9. OfHAKO;
10. 3arem; 11. Takum o6pasom; 12. unorna; 13. Tam; 14. Gonee
Toro; 15. ApyruMu cioBamu; 16. B neficTHTeabHOCTH; 17, Yae-
10, 18. mamHas (rekymas) raaBsa; 19. torga Kak; 20. cpemu-
(uyHo, - cnenHalbHO ‘ . S
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. VI, Memorize the following definitions:

"+ 1. A program is a set of instructions composed for solving
a given problems by a computer. 2. A code is the representa-
tion of data or instruction in the symbolic form. 3. A procedure
is the sequence of steps required to solve a problem. 4. Prog-
ramming is the process by which a set of instructions is
produced for a computer to make it perform specified ac-
tivity.
VII. Answer the following questions:

1. What is a code? 2. What is a program? 3. What does
the term ‘programming’ include? 4. How many stages are
there in programming? 5. Which are the stages in program-
ming? 6. What does programming require? 7. What will
happen if there is a single error in one instruction? 8. What
does the computer manual give and define? 9. When does a
word erase the previous contents of the memory address?
10. When is a word not erased from its memory address?
11. What are some bits of the instruction set aside for? 12.
What is an instruction format? 13. Why are the octal code
often used instead of the binary code? ’

VIII. Read Text B and write a brief summary of it:

TEXT B. PROGRAMMING

The word ‘program’ has come into use to refer to the
sequence of instructions which a computer carries out. A
program for a computer is an exact (toumntit) sequence of
instructions that it uses to solve a problem. It usually con-
sists of subroutines or subprograms which are portions of it.

Programming for automatic computer requires a good
deal of * knowledge, common sense,? and training. Specially,
programming requires: (1) understanding the operations of
a business or the steps of a scientific calculation; (2) under-
standing the best way for having a computer carry out these
operations and steps; (3) arriving at a good sequence of com- -
mands for the computer to solve the problem; and (4) ade-
quately translating these commands into the computer lan-
guage. ,

Programming for the computers has several forms. One
form is the construction of compiling programs or compilers
(komnunsarop) — which use the computer to take subprog-
rams out of a library and link (coemumsTs) them together
appropriately (coorsercrBenno) so as to solve a new problem.
A second form is the construction of programs called inter-
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preters (unrepnperarop) which accept instructions in certain
(onpenenennniir) standard words and translate these words
into a machine language, so that the machine “knows” what
‘the words “mean”. A third form is the development of common
- (oOntunml) languages for automatic programming for prob-
lems, so that any problem when expressed in such (tako#)
a language can be given to any automatic computer, and the
computer will translate the common language into its own
{coGerpennni) instruction code, and then solve the problem.

Notes

1.a good deal of — muoro
2 common sense — 3npaBR CMbICH

IX. Translate the following dialogue from Russian into English;

HA BBIYHCNHTEJIbBHOM KEHTPE HAMIEFO HHCTHTYTA

Cryzent: 31paBcrByiite. I xoTen 6ui BuIeTh oneparopa.

Oneparop: I oneparop. Uem Mory GHITh nosesen Bam?

Cr.: Bugure ,u, s BuepBHE Ha BBHIUHCHTEIHHOM LeHTpe.
Mgue xorenock Gel moOCMOTpeTh Ha BEIUHC/HTENABHYIO Ma-
IIMHY ¥ 3a7laTb BaM HECKOMBKO BOMPOCOB OTHOCHTEILHO
ee ycrpoiicTBa H paGoThl.

On.: C GoabwuM yzoBosibeTBUeM oTBeuy BaM. Iloiizemre. Bor
SJEKTPOHHEIH Komnblotep EC-1045. Ou siBasiercs: mpeg-
CTaBUTE/IEM CeMeACTBA KOMNBIOTEPOB, BXOAAIIHX B Ejxu-
Hywo Cucremy (the United System of Computers), ko-
TOPAst NPOEKTHPYETC M BHIMYCKAETCS COIDYKECTBOM
conHanucruueckux crpas (the Commonwealth of Social-
ist Countries). Ero 6mictpogeficteue — 880000 ome-
pauuit B cexynay, a o6seM O3Y — onepariBHOro 3amo-
MHHatomero ycrpoicrsa (the main memory capacity) —
paBeH dverbipeM MeraGatitam (4 MB).

Cr.: A uro 3sauur Egxunas Cucrema SBM?

On.: Enunas Cucrema 9BM — 310 Takas cucrema, KoTopast
HCIONb3yeT NpPOrPaMMHO-COBMECTHMBIE MOJeNH  (prog-
ram-compatible models), npegHasHavuennme xna peure-
HHSA DIHPOKOTO KPYra Hay4YHO-TEXHHYECKHX H 3KOHOMH-
yeckHX 3ajiad. B 9BM EC npumensiorcs Gosbimne Hu-
TerpaAbHele cxeMul (LSI circuits).

Cr.: A uro co6oii npesCTaBAsIN KOMIBIOTEPH BTOPOTO MOKO-
NeHus? KakoBo ObIMO uX GbICTPOACHCTBHE, BMECTHMOCTD
naMAaTH?
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‘On.: KoMnbloTepsl BTOPOTO MOKOJEHHsS CTPOMJIMCH Ha MOJY-
nposopuukax (solid-state computers). Hx O3Y crpou-
JIKCh Ha MATHUTHBIX GeppUTOBHLIX cepieynuKax (the mag-
netic ferrit cores), a II3¥Y — mocTosiHHOE 3aNOMHHAIO-
wee yerpoiicteo (the read-only memory) — Ha Marsur-
nex Jentax. O6veM O3Y 6wt okoao 70000—100000
Gaiir. Mx 6pictpogeiicteue Gevio ot 30000 no 50000
onepanuit B cekynay. O6pamenue K namsta (the access
time) cocraBisano 5—7 MHKPOCEKYHA. MalikHE BTOPOTO
nokoJeHust yxe ycrapenn (has become obsolete). Kom-
IBIOTEPH. 3-TO U 4-T0 NMOKOJIEHHH CUHTAIOT B COTHH H THI-
csiu pas OnIcTpee.

Cr.: A 310 Kakoil KOMIbIOTep?

On.: dro mukporomnbiotep «Hckpa-1256». O6nem ero O3Y
64 KB. On nocrpoen Ha BHCax (LSI circuits). A ato
andbasuTHO-IMPOBOE Nevataloutee ycrpoficto (the al-
phanumerical printer).

Cr.: Doapiioe crmacubo. Paspemure MHe npHATH eme pas.

Omn.: HHoxanyhicra. § pacckaxy BaM 06 ycrpoficTBe MalIMH
4-ro TIOKOJICHHsI, HampuMep, o KommbloTepe «Haupu-4»,
GLICTPOJIeHCTBHE KOTOPOTO YBEJHYHJIOCH M0 CPaBHEHHIO
C KOMMbioTepaMH 3-ro INOKOJeHHs B 5 pas, Gaaropaps
NpHMEHEHHIO MHOTOCJOMHBIX MeuaTHhIX cxeM (the mul-
tilayer printed circuits).

Cr.: C ynoBosbcrBueM npuny. o ceupanus!

X. Listen to the dialogue “At Our Institute Computing Centre” from
the tape and compare your version. Reproduce the dialogue in English.

LESSON EIGHT

Text A. The Basic Principles of Programming (continued),
Text B. Kinds of Programs.

Exercises

I. Read the international words and guess their meaning:

to conserve; permanent, constant; location; diagram;
code; symbol; function; alternative; line; -term; symbolism;
specific; actual; specially; subroutine; initial; characteristic;
coder; result; to illustrate; programmer; catalogue; to con-
sult

I1. Read and translate the following sentences paying attention fo
the' meaning of the words and word combinations given below: =~

a) to be late — onasawBath
tater than — nosxe uem
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" “in the late 60s — B KoHue 60-X roxos

% "the latest — caMbili nOCJeRHMI

“ the former . . . the latter . . . — nepBbIfi (M3 yNOMAHYTHIX)
’ ..., TIOCTIEAHHHA (M3 YHOMSHYTHIX)

1. Our professor is never late for his lectures. 2. This
program was made later than it was planned. 3. In the late

60s the second generation of computers appeared and began
to operate. 4. The latest achievements of up-to-date (cospe-

Mennbl) computing technique are applied in our computin
centre. 5. The CPU consists of two parts: the control uni
and the arithmetic/logic unit; the former receives and
interprets instructions and generates control signals, the
latter performs real computations.

b) to set — craBurh; mnomemaTh; YCTaHABJIHBATH
to set aside — oTxnanpBaThL
to set up — OCHOBHIBATBb, YYPEKAATH
a set — Habop; KOMILIEKT; MHOXeCTBO; NpHGOp
a set of — pag
to preset — 3apanee nomewiaTh

1. The conditional code is set as a result of all logical
comparing, connecting, testing, and editing operations.
2. The Institute of Automatics and Engineering Cybernetics
of the USSR Academy of Sciences was set up in the late
1930s. 3. All logical operations other than editing are the
part of the standard instruction set. 4. The set of logical
operations include moving, comparing, bit connecting, bit
testing, translating, editing. 5. A set of instructions is provid-
ed for the logical operation of processing data. 6. Several
bits of an instruction are set aside to designate (onpenensTs)
the operation code. 7. The address of a jump instruction must
be present before making a block diagram. :

c) case — SIMMK; KOpoOKa; Kopmyc; ciaydai
in any case — BO BCAKOM clydae
this is the case — aeno obcrout TaK

. 1. These are cases for packing all the units of the computer
ES-1045. 2. In this case the bits would be divided into 14
groups of 3 bits each. 3. This is some kind of synchroniza-
tion of the pulses in a computer, and in most computers this
is the case: all pulses are synchronized with respect to each
other. 4. In each case, the operation is suppressed; therefore
the condition code and data in storage and registers remain
unchanged. 5. In any case registers store information in
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the memory. 6. The word which comes from the arithmetic
unit back to the memory is not erased, but this is not the case
with a new word when the previous one in the memory is

always -erased.

d) yet [jetl — (moka) eie; OAHAKO, HO; XOT#

1. In cases where we must write instructions involving
addresses of constants that have not yet been specially as-
signed, we usually use the symbolic coding. 2. Yet the data
for processing iniormation appeared to be more important -
than the data for storing information in this case. 3. The
program must be debugged if the errors have not yet been
corrected. 4. Yet in practice, programmers desire the comput-
er to take alternative ways of acting.

) once — OXHaXAHI, (onuH) pas; Kak TOJBKO

1. A subroutine may be used many times during the com-
putation of a program but is written only once in the whole
program. 2. Once the execution of a command has been ini-
tiated, the indication of the neon bulb can be seen on the con-
trol panel. 3. Once set, the condition code remains unchanged
until modified by an instruction that reflects a different

condition code.

1. Pronounce the following words correctly: .

temporaries ['temp(a)rorrzl n pl
pabouue fuefiKA NaMATH

conserve [kon'sav] v coOXpaHsiTh;
KOHCEPBHPOBATD

point [pont] n Touka

share [fes] v pacnpefensTs; Ie-
AATH(CS)

visualize ['vizjuslaiz] v MbicaenHo
NpeicTaBasTh cebe

interrelationship ['mta(:)r1’ler§(s)n-
§1p] n B3aumocBsi3b; B3aHMO3aBH-
CHMOCTB

various ['veories] a passHUHBIH,
pasHblil; pa3HoOGpasHLi

essentially {1'senf(s)li] adv mo cy-
ECTBY

decision [d1's13(s)n] n pemenume

associate [o'soufrert] v coeAHHATD;
CBA3LIBATL;, OGDEIUHATD :

alternative [21'tenstivl n aneTep-
HATHBa; BapHaHT; BHOOp Ba-

puanTa

eliminate [1'fimmert] v yerpausars;
HCKJII04aTh, 3aMeHAThb

indicate ['indikert] v ykasbiBaTs;
TIOKA3bIBaTh
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statement [’stertmont] n yTBepxne-
HHe; omeparop (B aIrOpHTMHYe-
CKHX siSHiKax)

description [dis'kripf(s)n} n onu-
canHe; XapaKTepHCTHKa

particutarly [pa'trkjulali] adv oco-
GeHHO

proceed [pra’std] v npoomxars (ze-
JaTb 4TO-J1.)

occasionally [o'kerzonli] adv cay-
4aiiHo; HeperyJasapHoO; BAPYr

jump [dzampl n nepexox; v mepe-
XORHTH

locate [lo(u)'kert] v pasmemars;
HOMeIaTh; pacronaararb

detour [di’tus] 2 yxox; obxox; yaa-
Jenue

entrance ['entr(s)ns] n Bxogn (s nod-
npozpammy)

exit [‘eksit] n suxox; BHIXOZHOR

Kaal

condition [kan’dif(s)n] n ycaosue;
COCTOSTHHE; DeKHM; CHTYailHsl

value ['vzlju] n sennudHa; 3Haye-
HHe; OleHKa




‘pensider [kon'stds] v cumrars; no- find [famnd] v naxommrs

A garath; - pacCMATPHBATh quite [kwait] adv coscem; noanc-
... :depend [dr'pend] v (on, upon) 3au- CTBIO, OUEHb

. €eTb O profitable {'profitabl] a Brrogmma

1V. Memorize the following word combinations:

memory space — 00beM NaMATH, NPOCTPAHCTBO NAaMATH

" point of view — TouKa 3peHus

' permanent numbers — mocrosiHHbLIe YHCTA

i temporary numbers — BpeMeHHBIe 4HCsa

intermediate stages — npomexyrounnie sramnst

- specific instructions — cnenmmanbhbie (KOHKpeTHEIE) KOMaHAHI
various alternatives — pasnnuHsie anbTepHaTHBHI

- crossing lines — JHHHM nepeceueHus

at a later time — B Gosee nosanee Bpems, mosxe

jump (branch) instructions — xomauns nepexoga

a function calculation — BeiuEC/HTEMBHBE GYHKIHH

. for instance = for example — nanpumep

TEXT A. THE BASIC PRINCIPLES OF PROGRAMMING

(continued)

1. The Use of Temporaries. Memory space in a computer
should be conserved. From this point of view there are two
kinds of numbers contained in addresses: permanent, or
constant numbers, such as 2 and g, and temporary numbers,
i.e., numbers that appears only in intermediate stages of
the computation. These temporary numbers can share their
address with other temporary numbers that appear at some
other time. Hence we call such memory locations tempora-
ries.

2. Flow Chart. A flow chart is a diagram, or picture, of
a code that is often helpful for visualizing interrelationship
between various parts of a code. Such diagram is almost al-
ways made before the specific instructions are written. There
are essentially three kinds of symbols used in a flow chart.
(see Fig. 5). The first represents function calculations, the
second represents decisions and the various associated al-
ternatives, the third, called a variable connector, is simply
a way to eliminate too many crossing lines in the picture or

- ‘to indicate which lines to follow when one has to continue
the diagram on another page.

3. Symbolic Coding Aids.? It is another intermediate aid
between the statement of the problem and the final code.
Symbolic coding consists in writing a code not in terms of
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-specific numerical addresses, but rather in terms of some name:.

description or other symbolism to represent the addr.esses;
Then, at a later time, specific addresses can be assigned
" for these symbols, or names, to produce the actual code.
The intermediate code in terms of symbols is called the sym-

>\

" Function calculation Decision calculation Connector
Figure 5. Flow Chart Symbols

bolic code. This technique is extremely useful particularly
in those cases where one must write instructions involving
addresses of constants or of other instructions that have not
yet been specially assigned.

4, The Use of a Subroutine. A subroutine is a subcode
that may be used many times during the computation of a
program but written only once in the whole code. As the
computer proceeds down the main program, the control
will occasionally jump to this subroutine and then, after
doing the subroutine, will jump back to the main program
where it left off. The term “jump” or “branch” is commonly
used in the sense of “take the next instruction from”. Thus
the expression “jump to a subroutine” means “take the next
instruction from the address where the first instruction of
the subroutine is located”.

5. The detour from the main program through the sub-
routine may occur several times during the computation of
the program. Hence a subroutine must have an entrance, a
way of getting into it, and an exit, a way of getting out of
it. Each time when an entrance is made to a subroutine, some
initial conditions ®* must be set up that are characteristic
of the place in the main program from which the entrance
was made. For instance, if the subroutine calculates some
function, the initial values of the independent variables 3
at that point in the main program must be given to the sub-
routine. In addition, as an entrance to a subroutine is made,
the exit must be set up; i.e., the subroutine must be told
where to transfer control back to the main program.

6. Hence, in order to use a subroutine, the coder must
know (1) the entrance, i.e., the address of the first instruc-
tion; (2) the addresses of the temporaries in which the initial
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conditions' are to be set up; (3) the addresses of the tempo-
raries whose contents will be the results of the subroutine
computation; (4) the exit, i.e., the address of some jump
(branch) instruction that is to be present (when entering the
. subroutine) so that when the computation of the subroutine
“has been completed, the computer will transfer control back
to the proper address * of the main program.
. 7, Consider, for instance, the flow chart in Fig. 6, which
illustrates the setting up of the initial conditions and differ-

( Start )
¥
l Main program l
¥
Set first initial
condition in subroutine
v

Set up first exit of subroutine
ie., let B=B,

O—mm ]
B ———1

Main program continued ] !
Set up second initial condition
in subroutine

¥

Set up second exit of subroutine
ie.,let B=B,

l

|

A I
.
!
A

l Main program continued j

Figure 6. Flow Chart for Setting up Initial Conditions and Different Exits
of a Subroutine

‘ent exits of the subroutine. The A in the circle is a connec-
tor and of course means that the program jumps to the sub-
routine at that point. The B connector is called a variable
connector, i.e., it indicates that the program jumps either
to B; or to B, depending on how the “variable” connector is
set. When we say that B=B,, we mean that the B connector
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is set so that it will go from B to B,; and when we say that
B=B;, then the B connector is set to go from B to B;. The
rest of the flow diagram is self-explanatory ¢ but should be
studied carefully by the student.

8. Library of Subroutines. Several subroutines may be
used in one program. In fact it is found that many common
subroutines are used quite often, such as sin x, cos x, e¥,

V', etc. Hence it often becomes profitable to have a library
of subroutines available to the programmer, stored at ail
times in some part of the computer memory. There would
also be some catalogue kept outside the computer that the
programmer can consult when he wants to use a subroutine.
This catalogue would tell where each subroutine is located
and all data about how to use it, such as where to put the
initial values of independent variables, where the computed
values of the dependent variables ¢ are found, etc.

Notes

symbolic coding aids — cpeacTsa cuMBOMHUECKOTO KOJHPOBaHMHSA
initial [1'nifsl] conditions — mavanbuke (acxomuble) ycacBus
independent variables — HesaBucHMBIE nepeMeHHEE

the proper address — npaBHABHEL (COOTBETCTBYIOLINN) azpec

5 self-explanatory — scueifi, He TpebyloWwHil pasbiacHeHUs

¢ dependent variables — saBucuMbIe IiepeMeHHbIe

- K e

Exercises

V. Find the Russian equivalents of the following English word combi«
nations:

1. crossing lines; 2. symbolic coding aids; 3. the statement
of the problem; 4. the final code; 5. independent variables;
6. dependent variables; 7. initial conditions; 8. the computed
values; 9. the initial values; 10. for visualizing interrela-
tionship; 11. the intermediate code; 12. extremely useful;
13. addresses of constants; 14. memory location temporaries;
15. to transfer control back

1. Komeunm#t kom 2. nepenarb ynpasJieHue oOpaTHO;
3. BBIUMC/ICHHBIE 3HAYCHHST; 4. IMHHHU TIepeceueHus; 5. cpexcTea
CHMBOJIHUECKOr0 KONHpOBaHHs, 6. ajpeca KOHCTaHT; 7. mpo-
MEXYTOYHHIH KOJ; 8. upesBeuAiHO MOJE3HBbIA; 9. IS OTUYETIH-
BOro mpejcraejeH#st B3auMocBasu; 10. paGoune sueiiku na-
MATH; 11. He3aBHCHMEIE nepemeHHble] 12. HCXOMHBIE 3HaYEHUs;
13. dopmynupoBka samauu; 14. 3aBucHMBIE nepeMeHHLIe;
15. HcxonHbie (HauasbHEIE) YCHOBHS
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_¥I. Arrange the synenyms in pairs and translate them:

permanent numbers; block diagram; to call; memory;
for example; a step; a routine; calculation; location; to share;
storage; a stage; constant numbers; computation; subrou-
tine; to term; for instance; subcode; to divide; a program;
cell; flow chart ’

Vil. Form two sentences of your own with each word combination:

from this point of view; to set aside; at the coder’s side;
in other words; the rest of

Vill. Memorize the following definitions:

1. A subroutine is a part of a program which performs
a logical section of the over-all function of the program.
9. A jump or a branch is a departure [di'pa:tfal (yxom) from
the normal sequence of program steps. 3. A library of sub-
routines is any collection of subroutines which have been
written for general application and can be incorporated in
different programs when required. 4. A flow chart or a block
diagram is a diagrammatic representation of a sequence of
events (cobuiTre), usually drawn with conventional symbols
:epresenting different types of events and their interconnec-
ion.

IX. Answer the following questions:

1. How many kinds of numbers does the address contain?
-9, What are permanent numbers? 3. What are temporary
numbers? 4. What memory locations 'do we call tempora-
ries? 5. What is a flow chart? 6. When is a flow chart made?
7. What symbols are used in a flow chart? 8. What is symbolic
coding? 9. What is a subroutine? 10. What must the coder
know in order to use a subroutine? 11. What is a jump or
a branch made for? 12. What is a subroutine library?
13. Where is the subroutine library stored?

X. Speak on:

the temporaries; the symbolic coding aids; the library
of subroutine; the flow chart

Xi. Read Text B and translate it with a dictionary. Write a brief
summary of it: .

TEXT B. KINDS OF PROGRAMS

There are two main kinds of programs which are subdi-
vided as well. They are control programs and system service
programs.
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Control Pregrams.® There are some control programs t
handle interruptions (npeprianue), I/O operations, transi-
tion between diiferent jobs (samanme) and different phases
of the same job, initial program loading (IPL), and symbolig
assigment of 1/O devices.

Actually, the control program consists of three compo-
nents:

1. TPL Loader. When system operation is initiated, the
hardware IPL reads in this program which then clears un-
used core storage 2 to zeros, generally performs some house-
keeping operations,® and then reads in the Supervisor.

2. The Supervisor. It is resident in the .low order part
core storage whenever any job is being run. It can handle
execution of any 1/O operations and can provide standard
processing for all interrupts. It may also queue 1/O opera-
tions so that the operation will start as soon as the re-
quired channel and device are free.

3. Job Control.* When the end of a job is sensed, the user
normally turns control over to the Supervisor which then
reads in the Job Control program. This program senses and
processes all cards; after the new job is loaded, it turns con-
trol over to the new job. This system of operation eliminates
the necessity of operation intervention between jobs, some-
thing which is of particular importance on large computers
where the average job time & may be less than one minute.

The control program is a large program occupying thou-
sands of bytes. It is usually stored on a magnetic tape or
a magnetic disk. The particular unit on which the program
resides is called the System Resident unit.

System Service Programs.? They are used to maintain
the library: to place new programs into the library, to de-
lete, replace, or change existing programs, to read programs
from the library into memory, to link segments of programs
written at different times into one program, etc. They are
called Librarian 8 and Linkage Editor.?

There are three libraries maintained by the Librarian
program: 1) Core Image library,*® 2) Relocatable library,™*
3) Source Statement library.!?

The core image programs includes the processors ¥ and
control programs and as many of the application programs
as the user desires. The relocatable library contains modules
which are stored in such a way that each module can be
arbitrarily relocated and still be executed correctly. A mo-
dule may be a complete program or it may be a relatively
independent part of a larger program. The source statement
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- library contains macro definitions,*® a sort of collection of
-standard type statements which can be incorporated into
"a program to provide some special functions.

Notes

control programs — ynpasasioHe IPOTPAMMBI

unused core storage — HeucnosnrzoBaHHas uwacte O3Y
housekeeping operations — BcrioMorate/ibHble oflepalHu

Job Centrol — ynpassienne [OTOXOM 3ajaHUH

the average job time — cpesnree BpeMsl cueTa 3afaHHA
System Resident unit — cucremMHoe pesnieHTHOE YCTPOHCTBO
System Service program — cucTeMHast cepBHCHas Iporpamma
Librarian — nporpammMa «bBu6anorexapn»

Linkage Editor — nporpamma «Pemaktop csseils

Core Image library — OuGanorexa aGCOMOTHBIX MOAYJeEH
Relocatable library — nepememnaemass GubauoTeka

Source Statement library — 6HGIHOTEKA HCXONHBIX NPEMIOKEHHH
3 processor — mnporpamMma «TpaHcasTop»

application program — npukJajnas nporpamma

macro definitions — Makpoonpe/enenus

B =3 S NN

=R R
D R =S ©

XII. Translate the following dialogue into English;

HA 3K3AMEHE MO 3BM

Cryzent: 3ppabcrByiite, npogeccop.

[podeccop: 3npascrayitre. Kax Bac 30BYT, M3 Kakod Bbl
IPYHIBI?

Cr.: UBaHOB, 1 CTyIeHT 3-TO Kypca 5-d TpyMIibL.

Tpog.: Depure, noxamyiicta, 6uer 4 roToBbTECh OTBEUATH.

Iocre nodeomosku k omeemy no busemy cmydenm Hearos
omgedaem Ha éce 8 80npoca XOPOUIO.

IMpod.: IlosBosibTe 3ajaTh BaM HECKOJIbKO BONPOCOB AONOJ-
HHTEJbHO. Bo-TIepBBIX, € KaKOTO BPEMEHH CTaJH BBIIyC-
KaTb KOMIbIOTEPH! Ha 3JEKTPOHHBEIX JlaMIax, U KaKHe OTe-
yecTBEHHBIE MAMIMHEI TIOZOGHOTO THIA BEI 3Haere?

Cr.: DJeKTPOHHEIE KOMITbIOTEPHI CTAIH BhITyCKaTh ¢ 1944 roza.
[pecTaBUTENSIMH 3TOTO TNEPBOrO MOKONEHHS 3JEKTPOH-
ueix  KoMmbiotepoB B CCCP 6wt BACM 'm «MuHck-1».

IMpod.: KakoBa CKOPOCTb MHKPOKOMIbIOTEDA?

Cr.: CoBpeMeHHBIH MHKDOKOMIIBIOTED MOMET BBINOJHATH Go-
snee 10 6UAIHOHOB ONepalllit B CEKYHAY, H 3TO He Npenet.

IMpod.: K16 61 nsobperatesleM nepeoro B Mupe apudmo-

© Merpa?

‘Cr.: Pyccxnit matemaruk I1. JI. UeGbies, B 1882 r.

Ipod.: [ne HamM NpEMEHeHHe KOMIbIOTepH?

Cr.: Bo Bcex o6nacrsix xusHH. OcoleHHO B aCTpOHOMHH,
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JJIEKTPOTEXHUKe, (DU3UKE, XHMHH, SIEPHOH TeXHHKe, JIUHT-
BHCTHKE, CTATHCTHKe, GAHKOBCKHUX ONEpalusAX, MeIuluHe.
KoMnpioTepsl COUHHAIOT My3LIKY, HrpaloT B LIaXMATHI,
PHCYIOT H YepTsiT.

Ilpog.: Bam OTBeT 3aC/YKHMBaeT BEICOKOH OIEHKH.

Cr.: Cnacu6o, npodeccop. Sror OpeaMeT MOH JoGHMBII.
Ho cBupanus.

XHI. Listen to the dialogue “At the Exam” from the tape, compare
your version. Reproduce the dialogue in English.

LESSON NINE

Text A. Low Level Programming Languages: Machine and Assembly
Languages.

Text B. Programming Languages,

Text C. The Interface.

Exercises

I. Read the international words and guess their meaning in Russian:

order; sort; to communicate; spectrum; assembler; mne-
monic; autocode; designer; repertoire; absolute; pseudo; fig-
ure; increment; decrement; container; competition; code;
translation; ALGOL; FORTRAN; COBOL

I1. Translate the following sentences paying atfention to the meaning
of the words given below:
a) to provide — ofecneunpars; CHa0XaTb; HpegycMaTpHBaTh
providing — oGecneuenne; mpu YCJIOBHH, €CJAH TOJILKO;
B TOM CJiy4ae, ecJau '
provided — o6ecnevennsiil; OpelyCMOTPEHHBIH; CHaGKeH-
HBIH; TIPH YCJIOBHH, €C/IH TOMBKO, B TOM clydae, ectH

1. The system control section provides the normal CPU
operation. 2. A set of instructions is provided for the logical
processing of data. 3. All branching operations are provided
in the standard instruction set. 4. After providing this com-
mand the channel can communicate with other devices on
the interface. 5. The process could be repeated, providing
we wanted to receive the final results. 6. In this case the chan.
nel refers to a location not provided in the system. 7. Any
main storage location provided in the system can be used
to transfer data to or from an 1/0 device, provided that dur-
ing an input operation the location is not protected.

b) both of — o6a
both ... and ... — gax <+ TAKH ..., H ... H ...
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1. Both diagrams shown in Fig. 10 are easy to under-
stand. 2. Both of devices have been designed by our post-
graduate students. 3. If decimal arithmetic is provided, both
operands and results are located in storage. 4. Both punched
carfcis and punched paper tapes are used for accepting infor-
mation.

¢) but — Ho; JHIB; TOJALKO; KpOMe; OJHAKO

1. Individual computers differ, but enough similarity
exists to make a general discussion of the more important
points helpful. 2. Chess for mathematicians is but a means
to show the ability to compile a program. 3. Because of the
millions of characters of information that can be stored, mag-
netic tapes are common with all but the smallest computers.
4. But in future the machines will be able tosolve many prob-
lems which today are in the competence of man.

~. d) since — Tak Kak; c TeX mop Kak; ¢ TeX mop; ¢

1. Ch. Babbage’s machine could not operate since there
were no reliable and accurate electrical equipment at the
beginning of the 18th century. 2. We have been ready to be-
gin our experiments since yesterday. 3. Since the beginning
of the 40s the computing technique has started to develop
successfully. 4. Since electronics became known, it began
to be used in nearly all branches of industry. 5. Our lecturer
left for Leningrad and we have never seen him since.

e) a result — pesyapTar; Cc/eACTBHE
as a result of — B pesysbrare
to result in — paBarh B pe3yJbTare; NPHBOAUTHL K
to result from — ABJAATbCS pPe3yJbTATOM; BBITEKATH M3

1. After performing computations a computer displays
the results. 2. The detection of mistakes (errors) in a program
results in a program interruption. 3. The protection of a
computer is recorded in bits 0—3 as a result of the channel
- operation. 4. These data result from the comparison opera-
tion. 5. The importance of microprocessors results from their
ability to process information with unimaginable (HeBooGpa-
sumbifi) speeds . 6. The achievements of the Soviet science
have resulted in a triumph for our country in many fields
of science.

II1. Pronounce the following words correctly:
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wish [wif] v xorern, xenarob

spectrum [’spekirom] n cnektp

mnemonic [ni(:) monik] a MreMonx-
9ecKHi

bottom ['botom] n uu3; aHO

autocode [‘oto(u)koud] n abroxox

immediately [1'midjstl]] adv ne-
MELJIEHHO

obey [o'be1] v noBuuoBatnes; nog-
YHHATBCA

adopt [o'dopt] v npurumarn; nepe-
HUMaThb

repertoire {'repstwa:] n na6op; coc-
TaB; CHCTEMa KOMaHJ; pemepryap

alphanumeric [,&lfonju’merik] a
6yKBEeHHO-11bPOBOH

assembly language [o'semblr’lapg-
wid3] sasbik accembaepa

disadvantage [ disad'vantids] a
HEZOCTATOK

assembler [o'semblal n mporpamma
«AccemGnep»

source [sos] # ucrounuk; uerox: a
HCXOIHBIH

specify ['spesifail v Towno ompege-
JATh, YCTAHABJHBATH

distinguish [dis’tiggwif] v pasau-
4aTh

relative ['relativ] a otHocutensrmii

offset {'o(:)fsat] n cmemenye: cppur

distinction [dis"tig(k)f(e)n] n pas-
JIHYHE, PACIO3HABAHHE

therefore [Ocafo:] adv mostomy

existence [1g'zist(e)ns] # cymecrpo-
BaHHe

note [nout] v sameuats; oTMeyars;
YNOMHHATD

shift [fift] n caBur; cwmewenne; v
CIBHIaTh; CMeIATh

IV. Memorize the following word combinations:

machine-dependent — malxHHO-33aBHCHMEILI

low level languages — si3bIkH HH3KOTO ypOBHS
an absolute address — aGcomorHrlit anpec

a source program — HCXOJHAst Nporpamma

an object program — koHeuHas nporpamma
pseudo-op (operation) — ncesgoKoMaHza
machine-op (operation) — Mammnzas komanza
relative addresses — ornocurenbibie agpeca

TEXT A. LOW LEVEL PROGRAMMING LANGUAGES: MACHINE
AND ASSEMBLY LANGUAGES

1. In order to communicate with each other, men use
languages. In the same way, ‘languages’ of one sort or anoth-
er are used in order to communicate instructions or com-
mands to a computer.

2. When the user wishes to communicate with the com-
puter, he uses a spectrum of languages:

English Best for programmer
FORTRAN
ALGOL

" Assembly Janguage
Mnemonic machine language
Machine language

72

Best for machine




Let us discuss the three lowest members of this spect-
rum, beginning with the first three from the bottom: machine
language, mnemonic machine language, and assembly lan-
guage. o
3. A machine language which is sometimes called as a
basic programming language or autocode refers to instruc-
tions written in a machine code. This machine code can be
immediately obeyed by a computer without translation.
The machine code is the coding system adopted in the de-
sign of a computer to represent the instruction repertoire of
the computer. The actual machine language is generated by
software, not a programmer. The programmer writes in a
programming language which is translated into the machine
language.

4. A mnemonic machine language uses symbolic names
for each part of instruction that is easier for the programmer
to remember than the numeric code for the machine. A mne-
monic is an alphanumeric name, usually beginning with a
letter rather than a number to refer to fields, files, and sub-
" routines in a program. For example, the operation ‘multi-
plication’ might be represented as MULT, the ‘load’ instruc-
tion as L, or DISP NAME ADDR in the mnemonic form
means ‘display name and address’, etc.

5. An assembly language is the most machine-dependent
language used by programmers today. There are four advan-
tages to using an assembly language rather than machine
language. They are the following: 1) it is mnemonic, e.g.,!
we write ST instead of the bit configuration 0101 0000 for
the STORE instruction; 2) addresses are symbolic, not ab-
solute as in a machine language; 3) reading is easier; 4) in-
troduction of data to a program is easier.

6. A disadvantage of assembly language is that it requires
the use of an assembler to translate a source program into
object code (program) in order to be directly understood by
the computer. The program written in assembly language is
called an assembler. The assembler usually uses such ifn-
structions as A (ADD), L (LOAD), ST (STORE), START,
TEST, BEGIN, USING, BALR (Branch And Link Regis-
ter), DC (Define Constant), DS (Define Storage), END, etc.
Let us consider some of them.

7. The USING instruction is a pseudo-op. A pseudo-op
is an assembly language instruction that specifies an opera-
tion of the assembler; it is distinguished from a machine-op
which represents to the assembler a machine instruction.
So, USING indicates to the assembler which general register
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to use as a base and what its contents will be. This is neces-
sary because no special registers are set aside for addressing,
thus the programmer must inform the assembler which reg-
ister(s), to use and how to use them. Since addresses are rel-
ative, he can indicate to the assembler the address con-
tained to the base register. The assembler is thus able to pro-
duce the machine code with the correct base register and
offset.

8. BALR is an instruction to the computer to load a reg-
ister with the next address and branch to the address in
the second field. It is important to see the distinction between
the BALR which loads the base register, and the USING
which informs the assembler what is in the base register.
Hence, USING only provides information to the assembler
but does not load the register. Therefore, if the register does
not contain the address that the USING says it should con-
tain, a program error may result.

9. START is a pseudo-op that tells the assembler where
the beginning of the program is and allows the user to give
a name to the program, e.g., it may be the name TEST. END
is a pseudo-op that tells the assembler that the last card
of the program has been reached.

10. Note that in the assembler instead of addresses in
the operand fields of the instruction there are symbolic
names. The main reason for assemblers coming into existence
was to shift the burden # of calculating specific addresses
from the programmer to the computer.

Notes

.g. = for example (for instance) — manpumep

e
2 burden — Harpyska; TSXKecTb

Exercises

V. Memorize the following definitions:

1. The machine language is such a language which can
immediately be obeyed by a computer without translation.
2. The assembly language is a symbolic programming lan-
guage which allows the programmers to write their programs
at the machine language level. 3. The assembler is a prog-
ram that translates assembly language into machine lan-
guage. 4. A source program is a program written in a source
language (ALGOL, COBOL, FORTRAN, PL/1, etc.) which
cannot be directly processed by a computer but requires
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* translation into the object program. 5. An object program is
a program which is written in the machine code capable of
being directly understood by the computer in the form re-
quired for running.

V1. Answer the following questions:

1. What spectrum of languages does the user have at his
disposal? 2. Which languages do you call “low level”? 3. Which
languages are the best for machine? 4. Which languages
are the best for programmer? 5. What language do you call
a machine language? 6. How is an instruction usually writ-
ten in a machine language? 7. When is the mnemonic form
of the machine language used and why? 8. Does the assembly
language use symbolic addresses? 9. What advantages to using
the assembly language do you know? 10. What is a disadvan-
tage of the assembly language? 11. Which program can the
computer directly understand? 12. What is an assembler?
13. What does a USING instruction indicate? 14. What does
the BALR instruction mean? 15. What is the distinction
between BALR and USING? 16. What is a source program?
17. What is an object program?

VII. Read Text B without a dictionary. Try to get the main idea of
each paragraph. Render the text in Russian:

TEXT B. PROGRAMMING LANGUAGES

How are directions (ykasanus) to be expressed to the com-
puter? The computer is not another human being with whom
one can speak easily and clearly in common English. For
expressing directions to a computer the programmer in prac-
tice uses special programming languages.

Because computers can accept letters and numbers, near-
ly (nourn) all the programming languages express the direc-
tions in some combination of letters and numbers.

The programming languages in use ! fall into three gener-
al categories in terms of their similarity (nomobue) to ordi-
nary English: machine languages, symbolic languages, and
automatic coding languages. In terms of their importance for
computer utilization, the machine languages are the most
basic, for the computers can use them directly. But symbolic
and automatic coding languages are more convenient for
the programmer use because they are more similar to English.

Some programming languages are used only with a partic-
ular model 2 of computer; some are used with more than
one model of computer. For the convenience of the program-
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mer, a language that can be used with several different models
of computers is the more useful.

Instructions in a machine language are almost always
represented by particular combinations ® of letters and num-
bers acceptable to a given computer. Programs written in
an appropriate (coorBercrByromuit) machine language can
be directly accepted and used by a computer.

Symbolic languages use symbolic addresses in the ope-
rands and usually also as the addresses for the instructions.
This is in contrast to machine languages, which use absolute
addresses. An absolute address is one expressed in machine
language. It identifies (ompenensts) a specific and physical
location of data in storage. An indirect (xocBeunsiit) address
is an absolute or symbolic address which has as its contents
the absolute address (usually) of the operand needed by the
instruction. Indirect addresses allow greater flexibility
(ru6xocth) in programming because the programmer by chang-
ing the contents of indirect addresses can, in effect (B mefict-
BuTesabHOCTH), modify a program.

For data description in the symbolic languages, the prog-
rammer uses special commands. Being able to use these
commands simplifies (ynpomare) the process of data descrip-
tion, because often these commands can be used with symbol-
ic addresses as their operands. Thus in many programming
languages the programmer can assign addresses in symbolic,
relative, or absolute form, depending upon the character of
the language and what is most convenient for the program-
mer at the time.

Notes

L in use — HcmosbsyeMbie (B HACTOSIIEE BpeMs)
2 a particular model — onpenenennas mogenn
3 a particular combination — ompefesieHsas KoMGHHALNA

VIIL. Listen to Text C from the tape recorder. Give the contents in
short (in Russian).

Notes

1 interconnection — B3aHMOCBA3aHHOCTL

2 wire — mpoBoa

? to exchange — o6MeHHBaTbCA

specific message — KOHKpeTHoe cooflieHue

5 to establish — ycranasanpars

application program — npuk/IagHas nporpamma

7 Data Base Management System — cHcTema ynpaBieHHS! 6a3aMH TaHHbBIX
8 screen — 3kpau

76

'S

]



TEXT C. THE INTERFACE

The interface is interconnection! between hardware,
software, and people. Hardware interfaces are physical chan-
nels, cables, or wires 2 that must conriect and exchange *
electronic signals between a CPU and peripherals, and be-
tween any two units. Software interfaces are specific messa-
ges * established & between programs. Examples of the soft-
ware interfaces are application programs,® the operating
system, Data Base Management Systems ? and communica-
tion programs. Interfaces between people and computers
are terminal screen ® and keyboards.

LESSON TEN

Text A. High Level Programming Languages: FORTRAN and PL/1,
Text B. ALGOL.

Text B’. COBOL.

Text C. Data Base Management System (DBMS).

Exercises

I. Read the international words and guess their meaning:

oriented; to orient; combination; algebraic; formulae;
standard; segment; constant; master; position; individual;
option; representative; range; to combine; compiler; to con-
struct; commercial; application; modular; structure; in-
terpretation; effect; document; notation; accurate

II. Translate the following sentences paying attention to the mean-
ing of the words given below:
aj structure — CTpYKTypa; KOHCTPYKLHA; CTPOEHHE

to structure ~— cTpOUTH; KOHCTPYHPOBATb; CO3JABAaTh

1. The structure of this device is very complex. 2. The
block structure of ALGOL is of great value because it per-
mits the parts of a program to be written by different prog-
rammers. 3. The words of a language are structured di-
rectly from the characters which are usually the smallest
units that have meaning by themselves. 4. The program of
FORTRAN is structured in segments.

b) master — riaBHbIfl; OCHOBHOMH
to master — ynpaBnaTh, PyKOBOJHTDL, COBEPLIEHCTBOBATH

1. A master card is a punched card holding any fixed
information about a group of cards. 2. Master data are data
elements of a record which seldom change. 3. We have to
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master our knowledge in mathematics and English. 4. The
CPU masters the actual calculations inside the computer.

¢) to state — ycraHaBJHBaTh
state — rocyapcrTBo; IUTAaT, COCTOAHHE

1. Programming languages offer various ways for a prog-
rammer to state precisely the order of instructions which
is often known as the “sequence of control”. 2. Scientists of
the Soviet State take an important part in international
conferences and symposiums. 3. Lights and signals on the
control panel show the electrical state of the computer.

d) aim — uenp; Hamepenue
to aim — uMers nenrio

1. The aim of this paper is to show the organization of
a memory made on thin films. 2. PL/1 aims at mathematical
and economical use. 3. This equipment aims at printing re-
sults on cards and displaying them on screens.

f) only — rospxo
the only — exuHCTBEeHHEIH

1. In computers only two electrical states are used, 1 for
one state, and O for the other. 2. The idea of an automatic
computer that would not only add, multiply, subtract, and
divide but perform a sequence of reasonable operations auto-
matically was given by the English scientist Charles Babbage.
3. It was the only way to solve this problem. 4. Petrov is
the only student in our group who had worked at the com-
puting centre before entering the Institute. 5. The access
time is only a few millionth of a second for magnetic cores.
6. The printers are used only for output unit.

1L Pronounce the following words correctly:
reference ['refr(s)ns]

correspond [ koris’pond] v cooTser- n  CChUIKa;

CTBOBATh
several [‘sevr(s)l] a meckoabko
nofation {no(u)'teif(s)n] n mcuuc-

JIeHHe; 3anHCh i
familiar [fo'miljs] a snakoMmuil; Ha-

BECTHBII
orient ["orrant} v oprentnpoBats(cs)
item ["aitem] n snement; eguuuma

HEGPOPMALHH
executable ['eksikjutsbl] a wmenmos-

HHMBIH
optional ['op fanl] a npoussoabHwIil;

Heo0s13aTeNIbHBLH
array [s're1] n maccus
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CHOCKA; 3TajioH

whole [houl] a ueawit; Bech

range [rem(d)3] n o6nacts; puana-
30H; MHTEpBad; psf

imaginary [1'mad3in(s)r1] a BooG-
paxaeMblHl; HepeadbHbI; MHH-
MBI

true [tru]] a weTHHHBIL

false [fals] a snoxubtit

appropriate [o'prouprit] a noxxo-
JSIIEMTE;  COOTBETCTRYIOIMUH

precede [pri(:)'std] v npenmecrso-
BaTh




label [’'leibl] n Metka; uaeHTHdHKA-
TOp; 3HAK

enable [1'neibl] v maBaThb BoO3MOXK-
HOCTD

general-purpose [’ dzen(e)r(s)l ‘pe-
pos] a yHHBepcaibHBIH, OGHEro
Ha3HAYeHHS

feature ['fitfs] n wuepra; ocoen-
HOCTb; NPH3HAK; CBOHCTBO

emphasis {'emfosis] n ynapenne;
BHIPA3WTENbHOCTD

volume ["voljum] n o6zeM; Gosboe
. KOJIHYECTBO; TOM

facility [fo'siliti] n mocrynuoeTs;
pl cpemctBa; 0GOpyIOBaHHE

neglect [n1r'glekt] v npene6peun;
YOYCTHTb H3 BHAY

modular ['madjwle] a Moayapuwit

extensive [1ks'tensiv] a pacmupen-
HBIH; MPOTSKEHHBIR

subset [,sab’set} n noammoxkecTso

default [dr'folt} n ynymenne; neno-
CMOTP

unspecified [()an’spesifaid] a ne
VCTaHOBJIEHHEIH; TOYHO He onpe-
JiesleHHBIH

valid ['vaelid] o rneficTBHTeNbHEIH;
06OCHOBAHHBIH

framework [’frermwak] n cTpoeHne;
CTPYKTYpa; KOHCTPYKUHA; PaMKH

sensitive ['sensitiv] a wyBcTBHTE)Ib-
HbIK

peculiarity [p1kjuli'erit1] n cne-
HHQHUHOCTb, 0COGEHHOCTD

1V. Memorize the following word combinations:

master segment — rJIaBHBEIA CEerMEHT

alphanumeric names — OyKBeHHO-UH(POBEE HMEHA

data items — 3/IeMEHTH JaHHBIX

floating-point representation — npescrasienne ¢ nuasatomef

TOYKOH (3ansiToH)

imaginary parts — MHHUMast 9acTb (B KOMIJIEKCHOM 9HCJI)
truth values — ucTuBHBIE 3HA4YeHUA

executable statements — ucnojHuTeNbHBE ONEPaTOPH
assign(ment) statements — omeparopbi NpHCBOCHUS

dummy variables — (QUKTUBHbIE NepeMeHHbIE

to meet the needs (requirements) — orBeyaTh TPeCOBaHHAM
default feature — TpH3HAK «O YMOJYAHHIO»

valid interpretation — ofGocnoBanHasi HHTepTpETANNs

TEXT A. HIGH LEVEL PROGRAMMING LANGUAGES:
FORTRAN & PL/1

1. A high level language is a language in which each in-
struction or statement correspond to several machine code

instructions.

It is contrasted with a low level language in

which each instruction has a single corresponding machine
code equivalent. High level languages allow users to write
in a notation with which they are familiar, e.g., FORTRAN

in mathematical notation, COBOL in English. So, high level
languages are oriented to the problem, while low level lan-
guages are orjented to the machine code of a computer.

5. FORTRAN. FORTRAN is an acronym for FORmula
‘TRANslation. .It is a problem oriented high level program-
ming language for scientific and mathematical use, in which
the source program is written using a combination of alge-
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braic formulae and English statements of a standard but read-
able form. FORTRAN was the first high level programming
language. It was developed in 1954, and was designed to
easily express mathematical formulas for computer process-
ing. Tt is still the most widely used programming language.
There were several versions of FORTRAN. Nowadays the
most popular and used is FORTRAN-4.

3. A FORTRAN program consists of data items, execu-
table statements and non-executable statements. The pro-
gram is structured in segments which consist of a master
segment and optional function segments and subroutines.

4. Data items in FORTRAN are either variables or con-
stants, and are assigned alphanumeric names by the program-
mer. Groups of similar items of data can be processed as
arrays, or tables of data, in which case the individual items
are defined by their position or reference within the array
by naming the array followed by one or more subscripts.

5. Data items in FORTRAN may take the following forms:
Integer is a whole number value falling within a range deter-
mined by the capacity of the computer being used. Real is
a number expressed in floating-point representation accu-
rate to a number of significant digits, the range again depends
on the capabilities of the particular machine being used.
Complex is a number in which two real numbers are used
to express the real and imaginary parts. Logical is a quan-
tity which can only take two values, true or false. Text is
character information, which is not used for mathematical
operations.

6. The actual operations of the program are expressed by
means of ‘executable statements’. These can take two forms:
‘assignment statement® and ‘control statement’. An assign
statement takes the form Variable = Expression. The ex-
pression may be either arithmetic or logical. An arithmetic
expression can include variables, elements, form arrays,
constants and a variety of standard functions which are
combined by arithmetic operations, e.g., 4, —, *(multi-
plication),/(division), **(exponentiation). A logical expres-
sion is similar but include the operations AND, NOT, OR,
etc., and the logical operators.

7. An example of an arithmetic assignment statement
would be:

ROOT=(—B-+SQRT (B**2—4*A*C))/(2*A),
where .the word ROOT and the letters A, B, C represent va-
riables and SQRT—the function provided for calculating
80
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square roots. The compiler recognizes these symbols and
translates them into appropriate machine code. An example
of a logical assignment statement would be: BOOL-A.OR.B.
In this expression the variable BOOL would be given the
value true or false according to the truth values of variables
ﬁ? angRB, and the truth table defined by the Boolean opera-
or .

8. Each statement can be preceded by a numerical label,
permitting reference to the statement by means of control
statements. Control statements enable the program to branch
to other statements. Branches themselves may also be con-
structed which are conditional on results of arithmetic or lo-
gical operations.

9. As was said above, a FORTRAN program consists of one
or more segments, of which there is one and only one master
segment, and optionally, function and subroutine segments.
A function segment is used where the same form of function
is required several times in a program. The statements des-
cribing the operation required to calculate the result of using
the furction are named and written once, and whenever the
function is required in the program* it is only necessary to

ive the function name and a list of parameters o replace
he ‘dummy’ variables used in the function segment.

10. PL/1.PL/1 was introduced in 1964. It was developed
as a general-purpose programming language, incorporating
-features from both COBOL and FORTRAN. PL/1 is used pri-
marily on large mainframes. PL/1 stands for Programming
Language 1. Commercial applications (COBOL) with their
emphasis on efficient handling of large volumes of data have
led to the development of languages with sophisticated 1/0
facilities; scientific problems (FORTRAN) with their em-
phasis on rapid definitions and descriptions of complex
problems have led to the development of highly sophisticated
algorithmic languages while neglecting the data handling
aspects.?

11. PL/1 aims at combining the problem-solving facility
of scientific languages with the data-handling capabilities
of commercial languages, in order to meet the needs of in-
creasingly mathematical commercial analysis and increasingly
large volumes of data being processed by scientific routines.
" 12. Among the more important features of PL/1 are the
following: (1) The language is modular in structure. This
means that the user needs only master the set of facilities
hecessary for his programming needs. More complex prob-

“lems can use more extensive subsets of the language. (2)
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The language has a ‘default’ feature by which every error or
unspecified option is given a valid interpretation, thus min-
imizing the effects of programming errors. (3) The language
structure is ‘free form’. No special documents are needed for
coding,® since the significance of each statement depends on
its cl){wn format and not on its position within a fixed frame-
work.

13. PL/1 is much less sensitive to the peculiarities of
the hardware than the machine language. This makes it
possible to use the same program on different types of com-
puters.

14. PL/1 uses 60 symbols: 29 letters from A to Z (capital
Roman letters ¢), 10 digits from 0 to 9, and 21 special charac-
ters. The PL/1 statements are subdivided into the following
logical groups: input/output statements, declare statements,?
debugging statements,® assignment statements, memory al-
location statements,? program structure statements, and
control statements.

(Te be continued)

Notes

¥ whenever the function is required in the program — Bcaxaii pa3 xorxa
B niporpamMe Tpebyerca (yHKUHA

2 while neglecting the data handling aspects — npene6peras acnekTamu
yipaeJleHHs HHpopMauHei

2 No special documents are needed for coding — nuKakue cneuHanbHhie
JOKYMEeHTHl A1l KOJHDOBAHHSI He TpeGylorcs

& capital Roman letters — 3arnaBnble JaTuHcKHe OYKBHI

8 declare statements — oneparophl onucanus

¢ debugging statemenis — omepaTopnl OTIagKH

? memory allocation statements — oneparopsl pacnpefefieHHsI NaMATH

Exercises

V. Memorize the following definitions:

1. FORTRAN is a problem oriented high level program-
ming language for scientific and mathematical use. It is
a compiler language. 2. PL/1 is a general-purpose high level
programming language for scientific and commercial appli-
cations.

VI. Answer the following questions:

1. What is FORTRAN? 2. What are low level languages
oriented to? 3. What are high level languages oriented to?
4. When was FORTRAN developed? 5. What does a FORT-
RAN program consist of? 6. Who assigns alphanumeric
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b
“names to data items? 7. Which forms may data items in FORT-
4RAN take? 8. By means of what are the actual operations
sexpressed in FORTRAN? 9. How is a program in FORTRAN
structured? 10. What do segments in a FORTRAN program
consist of? 11. When was PL/1 introduced? 12. What is
PL/1? 13. What does PL/l aim at? 14. What are the more
important features of PL/I? 15. How many symbols does

PL/1 use? 16. What logical statements does PL/1 use?

VIl. Compare FORTRAN and PL/1.

VIIL. Speak on:

a) arithmetic and logical assignment statements in FOR-
-TRAN;

b) the features of the general-purpose PL/I.

IX. Read Text B without a dictionary. Render the main points of
--the text in Russian:

TEXT B. ALGOL

ALGOL was developed as an international language for
“the expression of the algorithms between individuals, as
~well as a programming language. It was introduced in the
-early 1960s and gained popularity in Europe more than in
~the United States.
© ALGOL is an acronym for ALGOrithmic Language.
Tt is a problem oriented high level programming language for

mathematical and scientific use, in which the source program
provides a means of defining algorithms as a series of state-
~ments and declarations® having a general resemblance (cxox-

_ctBO) to algebraic formulae and English sentences.

An ALGOL program consists of data items, statements
and declarations, organized in a program structure in which
-statements are combined to form compound (cocraBHOH)
-statements and blocks. Ingredients (cocraBaas wuactp) of
“the ALGOL, namely (a umenuo), characters, words, expres-
. sions (data items), statements, and declarations are really
. the hierarchical (mepapxuueckuit) ingredients, because words
are made from combination of characters, expressions are
‘composed of groups of words, and statements consist of com-
. binations of expressions.

. Declarations used in ALGOL provide the compiler with
- information about quantities appearing in the program.
' . The ‘type declaration’ is used to specify whether a variable

“ds an integer,? a real number or a Boolean variable.
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ALGOL was originally known as IAL or International
Algebraic Language. Improvements (ycosepineHCTBOBaHHS)
‘and modifications are still being offered. There were some
versions of ALGOL, the most known of them being ALGOL
60 and ALGOL 68.

Notes

1 declaration — onucanne (B aaropHTMHueckoM ssvike AJI[OJI); ofpsBie-
HHE (B aJropHTMHUeckoM sabike I1J1/1)

2 whether a variable is an integer — sBJsieTCS /1M NepeMeHHAs HEJABIM YHC-
JIOM

X. Read Text B’ and franslate it without a dictionary, Write a short
summary: ’

TEXT B’. COBOL

COBOL is an acronym for COmmon Business Oriented
Language. It is internationally accepted programming lan-
guage developed for general commerial use. COBOL is a
problem oriented high-level language in which the source
program is written using statements in English. ]

A COBOL program is written in four divisions: Identifi-
cation Division,* Environment Division,? Data Division,
Procedure Division. The Identification Division contains
descriptive information that identifies the program being
compiled. The Environment Division deals with ® the spec-
ification of the computer to be used for operating the object
program, including such information as the size of memory,
the number of tape decks,* printers and other peripheral de-
vices that will be used; a description of the computer to be
used for compiling the source program is also given here.
The Data Division is used to allocate labels fo all units of
data on which operations are to be performed. All input
and output files are defined and associated with the periph-
eral units to be used for input and output. The Procedure
Division gives the step-by-step instructions?® necessary to
solve the problem. These steps are specified by means of
instructions expressed in English statements which can be
recognized (pacnosuaparb; ysHaBaTh) by the compiler and
translated into a sequence of machine code instructions ca-
pable of being used by the computer to solve the problem.

The advantages of using COBOL are that it is relatively
simple to learn, and programs can be quickly written and
tested; programmers can easily understand programs not
written by themselves, and thus associated documentation
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“can be simplified; and programs can be used on other ma-
. chines, within the limitations noted above.

The disadvantages are: (1) the relative inefficiency of

“the resulting object program as compared with a program

written in machine code or a machine oriented language and
(2) the lack of flexibility (ru6koctp) imposed by the restric-
tions (orpanuuenne) on the type of instructions and methods
for performing operations in a highly standardized language.

Notes

Identification Division — pasgen MaenTHOUKALUH
Environment Division — pasfen o6opyrnosanus

tape decks — KomnsexThl (HaGophl) mepdoJeHT

1
2

" % {0 deal with — umets zeyi0 ¢
4
8

the step-by-step instructions — nosTanneie KoManIbl

X1I. Listen to Text C from the tape recorder. Give its contents in short
(in Russian).

Notes

1 a software package — KOMIJEKT DPOTPaMMHOrO ofecreuerHust
2 to request — sanpauinBaTh

3 a view — BHA, H3oGpameHHe

4 to reside — pasmemaTs(cs) (B NamATH)

5 a non-procedural language — HenpoleRypHBI A3BIK

TEXT C. DATA BASE MANAGEMENT SYSTEM (DBMS)

The Data Base Management System is a software pack-
age * which acts as an interface between the user’s program
and the physical data base. The DBMS makes it easier to
access all varieties of data or information stored in a com-
puter. It allows users to request ® data from the computer, -
and keeps track of all the data. It also allows each user to
have an individual view ® of the data.

If a DBMS is not used, it requires more detailed program-
ming to access data. The user’s application program asks
the DBMS to select that user’s view and deliver it to the

program or user. Only the DBMS knows where and how to
. oget it.

The DBMS acts as a bufier between the programs and the
physical structure of the data base. A portion of the DMBS
resides * in the memory and is called by the application
program each time when data must be transferred to or

‘ from the data base.

The main DBMS features are: data independence, secu-
rity, application of high-level non-procedural languages.®
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LESSON ELEVEN

Text A. High Level Programming Languages (continued): BASIC &
PASCAL.

Text B. Ada & C.

Text C. Procedural and Non-Procedural Languages,

Exercises

I. Read the international words and guess their meaning:

BASIC; PASCAL; original; popularity; popular; versjon;
compiler; interpreter; dialect; authority; documentation;
to ignore; block; parameters; syntactic; novelty; file; sec-
tion; line; basic; to limit; interactive; calculator; principal;
principle; structure; action; declaration

1L Translate the following sentences paying attention to the meaning
of the words and word combinations given below:
a) a feature — uepra; OCOGEHHOCTD; NPHU3HAK

to feature — oraHUaTh(CA); OHITH XapakTepHOH YepToit

1. In this chapter we shall discuss the possible features
that control panel might have. 2. The main feature this
robot has is that it is given “hands” adjusted delicately enough |
to thread a needle under water. 3. ALGOL 60 has different
declarations, such as: type declarations, array declarations,
switch declarations, and procedure declarations, whereas
ALGOL 68 features the ‘identity declarations’, whose ex-
pressive power includes all of these. 4. The low level lan-
guages are oriented to a machine, while the high level lan-
guages feature the fact of being problem oriented languages.

b) a record ['reko:d] — sanuce
to record [r1'ko:d] — sanuchiBaTh

1. A record of bytes on the floppy disks is read by the
read/write head. 2. The problem of records of numbers has
pressed upon human beings for more than five thousand years.
3. The reading equipment records digits and letters as they
appear on a printed page. 4. In the world of business there
are large quantities of records which are necessary to be han-
dled by a computer. 5. To record each bit of information a
computer must have the special equipment.

¢) whether ['wedo] — an
whether . .. or not — au ... Wi Her; B MoBoM ciryyae
whether . . . or — HIH ..., WIH; TO JH ..., TO Ju; JHGO
.., Jubo
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1. Whether the control function is executed as an im-

mediate operation depends on the operation and the type of

device. 2. Science fiction stories sometimes give rise to ques-
tions as to whether a conflict is possible between men and

- machines. 3. The condition code indicates whether or not

the channel has performed the function specified by the in-
struction. 4. Whether or not the transfer of control opera-
tion actually occurs depends upon the results of the pre-
vious logical operation. 5. This program is used when it is
necessary to define whether the device is out of order, or
there are some errors in the previous program. 6. The type

- declaration is used to specify whether a variable is an inte-

ger, or a Boolean variable.

I11. Translate the following sentences paying attention to the com-
parison degrees:

1. The commonest problem is there where a word could
mean one of two different things. 2. A television set, a com-
puter, a telephone system are simpler than a human being.

- 3. Another advantage in this case is that less power is re-

quired torun a computer. 4. A computer does arithmetic prob-
lems million times faster than any person. 5. The smaller

the computer, the faster it can work. 6. The better we know
- the Universe, the better we know our Earth. 7. The symbols
_ representing intermediate results appear later in the flow

chart of the right-hand side of the equation. 8. In this
case the instruction puts the number U into the largest
number cell. 9. The left-hand function box in the flow chart
represents 005 on the next lower level, and the lowest box

- represents 007.

IV. Pronounce the following words correctly:

solve [solv] v pewarb; paspeluars;
pacTBOPSITh

interactive [,intor’a@ktiv] a B3au-
MOZCHCTBYIOIHUH; MHTePAKTHBHBIA

. time-sharing ['tamm’ fearip] c pasge-

JieHHeM BpeMeHnH

- widely ['wardli] adv niupoko

extremely [1ks'trimli] adv upesBbl-
yaiHO o
version ['va:f(e)n] n Bepcus; Ba-

pHAHT

hand-held [‘hzndheld] ¢ xapman-

_ HBIl; TOPTaTHBHLIK

easy ['iz1] a Jerkwuit; HeTPyAHBIA

conversational [konve'serfenl] a
PasroBOPHBIN

: however [hau’evs] adv oxHako

inherent [1n’hrar(s)nt] a npucymmii;
CBOHCTBEHHBIA

decipher [di’saifs] v pacmuudposbi-
BATh

coherently [ko(u)'hier(o)ntli] adv
JIOTHUECKH CBSI3HO

concern [kan’son] v KacaTbcs, HMETh
OTHOILEHHE

remove [r’muv] v yaanars; nepe-
MeHATh

cassette [ko'set] n kaccera

ignore [1g'n>] v WrHOpHpOBaThH

valuable " ['veljusbl] a nenubif;
JOPOroCTOSILIHA

propose [pra’pouz} v mpexmarars

revise [r1'vaiz] v mepecMaTpuBaTh;
nepepabaTbiBaTh
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implementation [,;mplimen’terfn]
n peanusauus (A3b6iK06); BHEA-
penue

successor [s(a)k’sess] n npeeMHHK

novelty ['nov(s)lti] n HoBH3HA; HO-
BHHKa; HOBLIECTBO

afford [o'fo:d] v npegocraBnaTe, aa-
BaTh

suitable ['sjutsbl] a nmopxomsmusy
COOTBETCTBYIOIHK

heading ['hedig] n sarnaBue

boedy ['bodi] n ocHoBHas uacTh,
TEJA0 MPOTPAMMEL

compulsory [kom'pals(s)r1] a o6s-
3aTeJIbHBIH

identifier [a1’dentifaia] # naenTudH-
KaTop

V. Memorize the following word combinations:

to become extremely popular — crare upesphlyaitHO momy-
JISIPHBIM

the first-time programmer — mporpamMMHCT-HOBHIOK

structured programming — CTpyKTypHOe nNpoOrpamMMHpoOBa-
HHe

a general-purpose language — yHHUBEpPCAJNbHBIA ALK

TEXT A. HIGH LEVEL PROGRAMMING LANGUAGES:
BASIC & PASCAL

1. BASIC was developed in 1965 and stands for Beginners
All-purpose Symbolic Instruction Code. It is a programming
language designed for solving mathematical and business
problems. BASIC was originally developed as an interactive
programming language for time-sharing on large mainframes.
It is widely used on all sizes of computers and has become
extremely popular on microcomputers.

2. There are many different versions of BASIC available
with limited versions running on small hand-held compu- |
ters. BASIC is available in both compiler and interpreter
form, the latter form being more popular and easier to use, -
especially for the first-time programmer. In interpreter
form the language is conversational and can be used as a
desk calculator. In addition, it is easy to debug a program, |
since each line of code can be tested one at a time.

3. BASIC is considered to be one of the easiest program-
ming languages to learn. For simple problems BASIC prog-
rams can be written ‘on the fly’,* at the terminal. However,
complex problems require programming technique, as in
any conventional programming language. Since BASIC does
not require a structured programming approach, like PAS-
CAL, and since there is no inherent documentation in the
language, as in COBOL, BASIC programs can be difficult |
to decipher later if the program was not coherently designed.

4. BASIC is now used almost universally. There is no one
BASIC language, but something like 90 diiferent versions
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or dialects; however, all have certain common features that

 make it easy to use any version once the fundamentals are
" mastered. Since BASIC is job and human oriented, it cannot

be understood by the computer as written, but must go
through the intermediate step of a compiler or interpreter,
as was said above. As far as? the programmer is concerned,
it makes very little difference whether a compiler or inter-
preter is used.

5. A compiler, generally used in a large computer, con-
verts the source program written in BASIC to an object
program or file in machine language which is then stored
in memory. In the compiler each BASIC phrase or state-
ment is converted to one or more machine instructions. An
interpreter is similar in result, but conversion is usually
done while the program is running, one statement at a time.
The difference between the two, which is important to the
microprocessor user, is that the interpreter must be preset
in memory while the program is being run, while the compi-
ler can be removed once it has done its job.

6. One would think then that a microcomputer would
most often use a compiler, but this is not the case.® Since
interpreter programs can be run line-by-line,* they can be
debugged simply rather that being recompiled for each correc-
tion, and they are more popular in small computérs. In cer-

tain versions the interpreter is stored in ROM, which is

less expensive than RAM, and does not need to be loaded
from some external source such as a cassette.

7. The typical example of the algorithm in BASIC can
be written as follows:

1. REM THIS PROGRAM SEARCHES A LIST AND
PRINTS THE ADDRESS

10 DATA 74, 83, 66, 67, 87, 65, 84, 80, 76, 70

20 LET N=10

30 LET X=65

40 LET J=N

50 IF J=0 GOTO 100

60 READ K

70 IF K=GOTO 100

80 LET J=J—1!

90 GOTO 50

100 PRINT J

110 END

BASIC features the fact that every line is a statement

' and every statement must be preceded by a line number

followed by space. Any statement on a line beginning with
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REM is ignored by the interpreter or compiler. However,
these REMarks @ may be extremely valuable in explaining
the purpose and method of the program. Some BASIC va-
riations use the apostrophe (°) as an abbreviation for REM.

8. BASIC has various expressions (constants and varia-
bles combined by arithmetic and algebraic operators), line
numbers, spaces, remarks, data, and statements. BASIC
statements may be: LET statement which is the simplest
kind of an arithmetic assignment statement, READ state-
ment, GOTO statement, IF statement, IF THEN statement,
etc. In the case of the IF statement we are interested in wheth-
er the relation between two expressions following the IF
is TRUE or FALSE. In other words we are interested in the
Boolean value of the expression following IF.

9. PASCAL. PASCAL is a general-purpose high level
programming language. It is named after the famous French
mathematician, Blaise Pascal, who in 1642 designed and
built the first mechanical calculator, the “Pascaline”. PAS-
CAL is noted for its simplicity and structured programming
design. It is available as both a compiler and an interpreter.

10. PASCAL was proposed and defined in 1971, and
gained popularity in universities and colleges in Europe and
the United States. It was later revised and appeared as stand-
ard PASCAL in 1975. Its principal features are on teaching
programming and on the efficient implementation of the lan-
guage.

11. PASCAL may be considered a successor to ALGOL-60,
from which it inherits ¢ syntactic appearances.” The nov-
elties of PASCAL lie mainly in extensive data structuring
facilities such as record, set and file structures. It also ai-
fords more sophisticated control structures suitable to struc-
tured programming.

12. An algorithm of a computer program consists of two
essential parts: a description of actions which are to be
performed, and a description of the data, which are manip-
ulated by these actions. Actions are described by state-
ments, and data are described by declarations and defini-
tions.

13. The program is divided into a heading and a body,
called a block. The heading gives the program a name and
lists its parameters. These are file variables and represent
the arguments and results of the computation. The file out-
plt is a compulsory parameter. The block consists of six
sections. They are: label declaration part, constant defini-
tion part, type definition part, variable declaration part,
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pro;:edure and function declaration part, and statement
part.

14, The first section lists all labels defined in this block.
The second section introduces identifiers for constants. The
third section contains type declarations, and the fourth—
variable definitions. The fifth section defines procedures
and functions. And the last, the sixth, gives the statements
which specifies the actions to be taken.

15. The statements used in PASCAL may be: EMPTY™®
statement, GOTO statement, structured statement, compound
statement,? conditional statement,'® repetitive statement,*
WITH statement, etc. For example, IF statement ::=IF
expression THEN statement IF expression THEN statement
ELSE statement.?

Notes

on the fly — ¢ xoay; mpsMo

as far as — MOCKOJIBKY

this is not the case — 370 He TaK

line-by-line — nocTpouto

remark — 3ameuanue; npuMeuanue; MOMeTKa

to inherit — nepenumMaTb

syntactic appearances — CHHTaKCHUeCKHe TPH3HAKH
empty — mycToit

compound statement — cocrasuoil oneparop

10 conditional statement — ycaoBHBIH onepaTop

1t repetitive statement — oneparop NHKJIa (noBTOpEHHI)
12 FLSE statement — oneparop HHAYE

B OOn *3 B WO

Exercises

VI. Read and translate the verbs meaning repetition:

retype; recompile; recycle; reuse; re-emphasize; relocate;
reread; rewrite; reoccur; rearrange; reappear; replace; re-
start; rewind; review; return

VII. Read and translate the words meaning negations

unusual; unused; unspecified; unlimited; unsatisfactory,
unfrequently; unseparated; independent; indirect; indistin-
guishable; impossible; disadvantage; disjunction; decode;
regardless; useless

VIII. Find in (b) the Russian equivalents fo the following word
combinations in (a):

a) 1. the Boolean value; 2. repetitive statement; 3. iden-
tifiers for constants; 4. type declaration; 5. step-by-step;
6. line-by-line; 7. hand-held computers; 8. to debug a prog-
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ram; 9. basic features; 10. this is not the case; 11. condition-
al statement; 12. general-purpose languages

b) 1. OCHOBHBIE OCOBEHHOCTH; 2. HAEHTH(PUKATOPHI OCTOSH-
HBIX BeJHUYHH; 3. MNOCTPOUHBIA; 4. OTJMafUTh OpOrpaMmy;
5. omHcaHHe THma; 6. mopraTHBHBIE KoMIbloTepHl; 7. Byneso
smayeHue; 8. omeparop mnosropenuii; 9. mosranmeii; 10. yc-
JI0BHEIN oneparop; 11. yHHBepca/bHBle A3bIKH; 12. 3TO He TaK

IX. Memorize the following definitions:

1. BASIC is a programming high level language designed
for solving mathematical and business problems. It is a
problem oriented language extensively used with microcom-
puters and microprocessors. 2. PASCAL is a general-purpose
high level programming language named after the French
mathematician Blaise Pascal.

X. Answer the following questions:

1. What is BASIC? 2. What kinds of problems is BASIC
designed for? 3. Why is the BASIC language popular on
microcomputers? 4. [s it easy to debug a program written in
BASIC? 5. What BASIC statements do you know? 6. What is
PASCAL? 7. Who is PASCAL named after and why? 8. When
did PASCAL appear as standard language? 9. How is a prog-
ram in PASCAL divided? 10. How many sections does a
block consist of? 11. Does PASCAL have the block struc-
ture? 12. What statements in PASCAL can you name?

XI. a) Compare BASIC and PASCAL; b) Speak on the difference in
BASIC and PASCAL structures.

XII. Read and translate Text B without a dictionary. Render it in
Russian:

TEXT B. ADA & C

ADA is a high level programming language. It is a PAS-
CAL-based language, but much more comprehensive (oG-
wmpHLIH, Beectoponnnit) than PASCAL, being designed for
both commercial and scientific problems. ADA is a compiler
language which can be compiled in separate segments and
is noted for its multitasking capabilites.?

ADA was named after Augusta Ada Byron (1815-1852),
daughter of the English poet, Lord Byron. 7

C is a high-level structured programming language. It
is a compiler language too which is noted for its ability to
handle conditions that normally would have to be written
in an Aésembly Language. Some operating systems are writ-
ten in C.
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Note

3 multitasking capability — Bo3MoXHOCTh 00paGOTKH MHOPHX 3afiay

XIII. Listen to Text C from the tape recorder and reproduce it in
English.

Notes

1 Jooping — opranusanus IHKJAOB
2 query language — si3biX 3anpocoB
3 report writer — s13bIK 110 HANMHCAHHIO OTYETOB

TEXT C. PROCEDURAL AND NON-PROCEDURAL LANGUAGES

Procedural language is a language requiring the use. of
programming discipline. Programmers, writing in procedur-
al languages must develop a proper order of actions in order
to solve the problem, based on a knowledge of data/infor-
mation processing operations and programming techniques,
such as looping.* All conventional programming languages
are procedural languages.

Non-procedural language is a language which does not
require programming techniques. Non-procedural languages
allow a user or a programmer to express a request to the com-
puter in English-like statements, which specify what is to be
done rather than how it is to be done. Query languages,?
report writers,? and financial planning languages are exam-
ples of non-procedural languages.

Non-procedural languages generate the necessary prog-
ram logic for the computer directly from a user’s description
of the problem.



PART II

TEXTS FOR SUPPLEMENTARY READING

FROM THE HISTORY OF THE COMPUTER

The introduction of agriculture revolutionized ancient

man’s social, economic, and cultural potential. This was the

first great step in the evolution of civilization. The more
recent Industrial Revolution, vastly increasing man’s pro-
ductive capabilities, was the next great step and brought
forth our present highly mechanized economic and inter-
dependent social civilization.

Nowadays we have another new kind of revolution, based
on machines that greatly increase man’s thinking capabili-
ties of planning, analyzing, computing, and controlling.
Hundreds of millions of computers are already in daily use
penetrating almost all spheres of our modern society, from
nuclear energy production and missile design to the pro-
cessing of bank checks and medical diagnoses.

The development of mechanical calculating machines made
the digital computers necessary. An ordinary arithmometer
and a desk key calculator have given rise to electronic digital
computers. Digital computers came into being in the first
half of the 17th century. Many outstanding Russian and
foreign mathematicians of that time created mechanical
calculating devices.

The famous Russian scientist M. V. Lomonosov compiled
a lot of calculating tables and several computing devices
concerning the different fields of science and engineering.

In 1874 the Russian engineer V.T. Odner invented a spe-
cial counter wheel * named after him the Odner’s wheel
which is used in modern arithmometers and calculators.

P. L. Chebyshev, academician, made a valuable contri-
bution to the field of computing machine. He is known to
have many good ideas in mathematics, some of which have
been named after him. For example, the Chebyshev’s poly-
nomials play a unique role in the field of orthogonal func-
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tions. In 1878 he constructed the original computing machine
which was exhibited in Paris. In 1882 P. L. Chebyshev in-
vented an arithmometer performing automatically multi-

- plication and division. The principle of automatization put

into this computing machine is still widely used all over
the world when developing the most modern computers.

In 1884 Russia began to manufacture computing ma-
chines. In the period of World War I the output of computing
machines ceased and was resumed only in the years of the
Soviet Power.

At the end of the 1930s computing engineering began the
new era. Electronic computers operating at high speed ap-
peared, with electronic devices and units being applied.

The rapid advance of computers followed the success
achieved by electronics. There appeared a possibility to
solve complex mathematical problems within an unusually
short time. The modern computing engineering enables to do
the amount of calculations and researches within a week’s
time which would have required years of laborious work of
large groups of people before.?

In the Soviet Union the first electronic digital computer
was developed in the Ukrainian Academy of Sciences under

" the guidance of S. A. Lebedev in 1950. Then, in 1953 the

R g e S
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BESM (the large-size electronic computing machine) was de-
signed by the USSR Academy of Sciences. By means of the
BESM, the system of 800 unknown values was solved
in 20 hours. During the course of computation about 250
million operations were performed. A human being could
solve such a problem in 300 years of continuous work.?

The BESM was followed by a number of types of large-,
medium-, and small-size general and special purpose compu-
ters * such as Arrow, Ural-1, Ural-2, Minsk-1, etc. It was
the first generation computers constructed on electronie
tubes.

The second generation computers were solid-state large-
powered machines. They were BESM-4, BESM-6, Minsk-22M,
Minsk-32, Ural-14, Ural-16, Razdan-3, M-220 and others.

Nowadays more contemporary computers made on the
integrated circuits are commercially available. They are
the computers of the third and fourth generations. Among
them there are such machines as Nairi-3 made on integrated
hybrid microcircuits, the Unified System (ES) of electronic
computers 1022, 1033, 1045, 1055, 1066, etc., made on in-
tegrated circuits with application of advanced designing-

"‘&_technological achievements, which are developed by the
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socialist countries—members of the CMEA (the Council for
Mutual Economic Assistance).

Nairi-4 is the representative of the fourth generation the
speed of which has been increased by 5 times as compared
with the speed of the third-generation computers thanks to
using the multilayer printed circuits. The computers of the
fourth generation are based on LSI circuits containing tens
and hundreds of thousands of active electronic devices in
tiny elements. Researches are also being done on computers
based on superconducting devices. '

A major advance in the development of computer tech-
nology was the creation of microprocessors and microcompu-
ters. The tiny computing devices are able to control complex
operations. Soviet industry has already started mass produc-
tion of microprocessors and microcomputers which will be
soon of vital help to man everywhere.

The fifth-generation computers are expected to appear
by the turn of the century. They will be based on VLSI and
SLSI technologies, optical fibers, videodisks, and artificial
intelligence ® techniques will be incorporated into them.

Invention of electronic computers is one of the greatest
achievements of mankind. The significance of it can be com-
pared with the invention of the steam-engine .at the end of
the 18th century and the utilization of atomic energy.

Notes

1 a special counter wheel — crennaibHOe CueTHOE KOJIECHKO

2 which would have required years of laborious work of large groups of
people before — xoToprie noTpeGoBany 6l paHbHie TORbI TPyAoeMKoH pa-
GoThl GOMLIIOH Trpymuel Jofelt

8 A human being could solve such a problem in300 years of continuous
work.— UenoBek Mor 6 pemHTh TaKyio sanauy 3a 300 JeT HenpepeIBHOrO
TpYAA.

¢ general and special purpose computers — ynHBepcanbHEe H CCIHATH3H-
POBAHHBIE KOMIIBIOTEDHE .

S artificial intelligence — HCKyCCTBeHHBIH HHTENMEKT

THE USSR ACADEMY OF SCIENCES

Soviet scientists are making a great contribution to the
development of world science and technology in all the main
fields. Today there is probably no area of human knowledge *
in which works of Soviet scientists do not play an important
part.

Soviet scientists have reached great successes in mathe-
matics, physics, chemistry, medicine, geology, the engi-
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?ﬁeering sciences and other fields of knowledge. They have

_constructed new modern automatic production lines, initiat-
~ed laser technology, and produced new types of computers,
-microprocessors and microcomputers.

< The USSR Academy of Sciences is responsible for * the
‘general guidance (pyxoBozcTBO) Of research in the main
_areas of the natural and social sciences. Founded in St. Pe-
“tersburg in 1724, it was moved to Moscow in 1934. The USSR
~Academy of Sciences has nearly 700 full members (Academi-
cians) and Corresponding Members, and more than 70 hon-.

- orary members from other countries. The Academy’s main

_tasks are to promote basic research directly connected with
production development, to determine potential for the tech-

. nical progress and contribute to the fullest use of scientific
" innovations in the USSR.

Notes

~ % there is probably no area of human knowledge — Beposn'ﬂo,’ HeT Tako#

OBIACTH UETOBEUCCKHX SHARAI
® to be responsible for — GbITH OTBETCTBEHHBIM 32

AT THE COMPUTING CENTRE OF THE USSR ACADEMY
OF SCIENCES

The Soviet State gave great support to the development
“of computing engineering as soon as this branch of science

" appeared. Several computing centres are known to have been

established (ocuoBbiBaTh) all over the country. It is from these
centres that computational mathematics started to penetrate

_~ into all other branches of science, economic planning and

industrial and agricultural management.
The Academy of Sciences Computing Centre was set up

- on the initiative of Academician M. Lavrentyev. The centre

developed new numerical methods, worked out (paspabarsi-
patb) the ways and means of automating programming,
solved practical problems for various institutes and perfected
(cosepmeHCTBOBaTb) new computers.

As the centre developed, its work became more and more

i complex. There are many complicated problems to be solved

B

in science and industry with the help of new methods. Mathe-
matical methods of planning and industrial management
involving electronic computers are being used on the increas-
ing scale. Soviet scientists have developed electronic com-
puters capable of performing up to hundred million opera-

-~ tions per second and much more.
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_ The Computing Centre of the Academy of Sciences of the ;
USSR pays much attention te training specialists. It holds
(npoBoauTs) scientific engineering seminars and gives con-
sultations to the students. The Computing Centre maintains
(monnepxuBaTh) extensive (o6mmpupi) scientifie contacts
with institutes and organizations of other countries of the
world. Its leading scientists often make reports at interna-
tional conferences and symposiums.

NEWS IN THE COMPUTER FIELD -

1. Holography and Computer Memory. A new polymer
to coat holographic plates—reoxane '— has been developed
in Leningrad. Reoxane will bring about many changes both
in holography and in other areas—computers, for instance.
" These machines required devices with a huge memory capac-
jty. It is now believed that holographic memory is more |
suitable for these purposes, as any data from it can be re- |
trieved (30. HaxoxuTh HH(opManuo) in a2 microsecond and the
cost of this device will be comparatively moderate. The limit
of reoxane memory has not been measured, but it is known
that it is hundreds and possibly thousands of times larger
than electronic memory.

2. Computing at the Speed of Light. A group of scientists
of the Edinburgh University has been investigating the re- |
markable properties of an indium-antimony compound with
a refractive index ? that varies with the intensity of light
falling on it. They have found that a tiny increase in the
light incidence ® can produce a large change in the light emerg- |
ing.t This brighter emerging beam? persists even when the
triggering light beam ¢ is reduced again in brightness. In-
this way the crystal acts as a switch and “remembers” the .
triggering light impulses. The group has incorporated these |
properties into new computer components, which operate on
low-powered laser beams and can respond in picoseconds.
So the modern electronic computer may be replaced by much
faster equipment that uses optical devices. In the future such
computers which include these optical devices will be prob-
ably called the optical computers. ;

3. Current Injection Logic Circuits.? Scientists from the |
IBM Company have invented a new family of experimental
computer circuits. Called “current injection logic” circuits,
they operate in 13 trillionths of a second taking 7 picoseconds
to perform their switching function and another 6 picosec-
onds to send an electric signal from one circuit to another.
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fact, the speed of an electrical signal moving between
ese new circuits is only limited by the speed of light.

“These circuits function at temperatures close to absolute
rgero (—273° Celsius), where many metals lose all resistance
¥4o electrical current flow. But these “superconducting” cir-
uits operate three times faster than any of circuits pre-
‘viously developed. Because of their speed and low heat
“soutput, the new circuits promise a future generation of more
“powerful computers. ‘

Notes

A reoxane [r1a’ksemn] — peoxca {nonuMep)

.8 an indium-antimony compound with a refractive index — coeiHHEHHE
. MHAWs C CyPbMOIl C TOKa3aTe/ieM NPeIoMICHH

% the light Incidence — yron majeHHs CBETa

4 the light emerging — nosBjenue csera

.8 This brighter emerging beam — 2ToT 6oJee ApKuR nosBAAoMHica Ayd
"8 the triggering light beam — samycKaloUMi ceeToBofl Jyd

4 current injection logic circuits — CXeMEL C TOKOBOH MHXKEKTOPHOHA JIOTH-

KO#

SUPERCOMPUTERS

. By 1989, in Japan, the $ 200-million supercomputer
" project plans to produce a computer that is 1,000 times fast-
“er than any currently available.t Such a computer would
_be capable of executing 10 billion floating-point operations
pper second. These research points in this project are divided
“into two major areas. One is concerned with very high-speed
devices, and the project staff 2 is studying three candidate
technologies—galium arsenide,® high-electron-mobility tran-
sistor, and Josephson junction. The other area concerns ultra-
parallel processing. Here, they are directing major research
efforts not only toward computer architectures but also

< toward algorithms for parallel processing, operating systems,

and programming languages.

 This_project has stimulated activity in several branches
‘of the United States. Considering Japan’s rapid advances
_in hardware technology and the relatively small technologi-
cal edge ¢ that the United States maintains in supercomputer
software, such reactions seem natural. '

Notes

© ¥ currently available — s0. BHITyCKaeMblfl cepHAHO

% 'the project staff — coTpyAHHKH, paoTatonide Haj IIPOCKTOM

% galium arsenide — apceHup ranua

“ & the technological edge — TeXHKueCKu#l nepesec

e I
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THE FIFTH-GENERATION PROJECT

Until May 1982, when the Institute for New-Generation
Computer Technology was established, the Fifth-Generation
Computer System Project was guided by the Japan Informa-’
tion Processing Development Centre. The project will last
for 10 years. It became clear that Japanese computer scien-
tists participate in this project with great pride, viewing
it as a way of bringing Japan to the forefront in all aspects
of computer technology. But the main thrust * will be toward
finding solutions to current difficulties in software. Some of
the researchers emphasized that Japan had not invented a}
single programming language and that the time had come
for creativity in computer science research. '

The project staff has declared that 5G (the fifth-genera-
tion) will be a knowledge information processing system 3
based on innovative theories and technologies offering the
advanced functions that will be required in the 1990s. As
they envision it, 5G will have the following characteristics: |
high-level user interfaces based on artificial intelligence |
approaches for interaction via natural languages, including ;
speech input; knowledge bases, containing both general
knowledge to support man—machine interactions and specif- |
ic knowledge of the problem area; flexibility and high re-
liability and . performance.

Clearly, a great deal of attention will be given to artifi-
cial intelligence techniques applicable to problem solving
and inference ® and to the man-——machine interface. The:;
other key technologies to be dealt with are software engi- :
neering, VLSI, and non-von Neumann architecture.

Notes

1 the main thrust — raaBHEI cTHMYZ (TONIUOK) ' ]

2 a knowledge information processing system — cucTemMa o6paGoTKM HH-
QopManHH Ha OCHOBe 3HaHHH (CBeAeHMH)

3 inference — BHIBOA, 3akJIOYeHHe

4 non-von Neumann architecture — ne-Hefimanosckas apxurekTypa
(cTpyKTypa), HeTpalHLHOHHAs apXHTEKTypa

COMPUTERS COMPETE

The first international chess match was played over 100
years ago. Naturally, the contestants were fellow creatures.t
But an automatic “chess-playing device” had appeared as :
back as 1769. Kempelen, its inventor, had toured many
European countries demonstrating its power. In 1809 the
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2 machine played in Vienna against Napoleon. The record
f the moves * has been preserved. Napoleon lost the game.
: Kempelen’s “computer” didn’t operate on radio tubes or
Zyransistors. Its secret lay in a crack player ? being secretly
“hidden inside. A
=~ But the time has come for real computers to have a go.*
“'The electronic computer of Stanford University in the USA
“pitted its “wits” against ® its counterpart of the Institute of
“Theoretical Experimental Physics (USSR, Moscow). Four
. games were played simultaneously. Men acted as “coaches”,
<and they had provided the programs for the machines. Strict-
1y speaking, it is a match between programs. Which is more
perfect? That’s the answer the match has to provide. Hence

! the computers are doing things calmly ® while the people,
-, above all ? mathematicians, are all worried.®

In this case, chess for the mathematicians is but one of

"~ means to an end.! Some of the most respected publications

“ declared that a machine could never do anything that re-

- quired thought, that it would never learn to play chess. The

- mathematicians retorted with: “It all depends on how you

- teach the machine.” Now there can be no talk about whether
a computer can or cannot play chess. Because it can.

The Soviet program “Caissa”, developed by Moscow sci-
~entists headed by the former world chess champion Mikhail
" Botvinnik, has won the world chess championship for com-
* puter programs several times.

Notes

Y fellow creatures — JIIOLH

2 move — 30. XOX (B MIAXMaTHOH urpe)

3 a crack player — NepBOKJACCHbIH HIPOK

4 {o have a go — cjenaTh wIar

5 to pit “wits” against — cpaguTuCs B &OCTPOYMHH» C

8 calmly — CTOKORHO

7 above all — Gosiblie BCero, IrJIaBHBIM o6pasom

8 {0 be worried — BOJIHOBATHCH, 6eCIOKOUThCHA
-9 put one of means to an end — JHIb OHO H3 CP eJCcTs IS JOCTHXKEeHHHA

uesan

o HAND-HELD COMPUTER

" The electronic {ranslator, a calculator-like device, of-
" “fered travellers a computerized foreign-language dictionary.
- “Two US companies have recently put such devices on the
- market. One of Japarnese companies said it would begin
- ‘manufacturing a translator device later. However, it said
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its machine would be more than just a translator. In fact.
. the company said it would be making the world’s first all- |
-purpose, hand-held computer.?

This machine will be the same translator device but it
will make use of several attachments: those now of the draw-
~ing board ® include a mini-printer that effectively turns
the translator into a typewriter, a video screen # that would |
make the machine function as a miniature computer-display |
terminal and a voice synthesizer ¢ so that users can hear as
well as see the information stored in the machine. Through
the use of programmed information capsules® the machine
will also be able to function as an electronic encyclopedia,
putting sports, arts, history and other facts at the user’s
fingertips.® With capsules that users can program themselves,
the computer applications become even broader, extending
to home accounting,? telephone and address filling and even
recipe (pement) indexing.

The heart of this as-yet-unnamed device & is a new mem-
ory bank. Despite its tiny size it can hold about twice
the data of memories used in pocket-size electronic ma-
chines. This machine will be available for export sometime
in future years.

Notes

the world’s first all-purpose hand-held computer — nepemit B Mupe ynu- |
BepCa/NbHblil MOPTATHBHHIA KOMIIBIOTED

now of the drawing board — cefiuac na ueprexxmHoil Jocke

a video screen — BHzeo3kpan

a voice synthesizer — peueBoli (rosiocosoit) cummrtesatop

capsule — kancionn

to put facts at smb’s fingertips — 30. BBOAHTb QaKTLI B KOMIBIOTEp KOH-
YHKaMH TNajbles .

home accounting — BezeHne JomammHuX pacyeros

this as-yet-unnamed device — 570 eme ne HasBaHHOe YCTDOiCTBO

o o e W -
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VOLUMETRIC ELECTRONICS?

“Polytron” is the name of a new vacuum electronic device j
developed by Soviet scientists. This device possesses out-
standing abilities.

Radio valves or semiconductor transistors in previous-
generation electronic devices had an impres$ive number of
capacitors, resistors, ferrits, etc. “Polytron” hardly needs
any of them. The most complicated processes occur in its |
“maw” ? only by means of several auxiliary units. Moreover,
it consumes little power,
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Two remarkable features of electrons—radiation flows 3
nd undulation processes ¢—are known to have been pre-
jously used separately in two independent classes of electron-
equipment. The first class comprises radio receivers, TV
Zgets and computers. The second one includes microwave de-
vices such as radars, for example.
For a long time scientists, egineers and inventors have
““peen engaged in solving the problem of how to combine the
“two processes, radiation flows and electrons’ undulation
“properties, in one device. The problem has been successfully
_zgolved by the authors of “polytron”. When the device was
~‘constructed, experiments were set up to study its “abilities”.
~ *Scientists have discovered valuable physical effects. It
_turned out to be that electrons obtained and controlled in
| “ the new device have demonstrated a volumetric character,.
e, they moved in three directions. Therefore, a new trend
in science and engineering was coined (cosnaBartp): “stereo-
~electronics”.
. Up till now? in order to discern a definite sound or a
- ¥oice, it was necessary to generate first a programme for
““them, and then insert the voice and sound data into a com-
_puter storage. A device developed on the “polytron” basis
“needs no programme. A sound uttered (mpousHOCHTB) O
=yoice is instantaneously (MTHOBEHHO) memorized and the
« apparatus itsell discerns these signals among many others.
" "The discovered volumetric effect of the electrons’ behav-
+jour opens broad realms (o6acte) of application of new de-
-“yices in various fields of science and computer engineering.
At present in many laboratories of the world scientists
- dgre studying possibilities of creating “artificial intelligence”.
In their opinion, separate elements of man-made intelli-
¥ gence may turn out to be polytronic systems.

Notes

volumetric electronics — o6beMHasi 3JICKTPOHHKA
_in its “maw” — B ero «yTpoGe»;, BHYTPH
radiation flow — noTOK H3MyHeHHs

=4 undulation process — TpoLecC BOJIHO00GP a3HOTO
=5 up till now — o cux mop

ABH:KEeHHSL

ARTIFICIAL INTELLIGENCE

«Artificial intelligence” is a metaphoric figure of speech ?
designating an entire scientific trend which includes mathe-
maticians, linguists, psychologists, engineers, and many
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other specialists. The essence (cytp) of this trend is the in-
tensification of man’s creative activities with the aid of -
computers.

Artificial intelligence (AI) is machine intelligence. It
refers to applications of the computer which, in operation,
resemble human intelligence. There are different categories
of uses which all fall into the Al area. For example, robots
or machines with sensory capabilities 2 which detect and re-
cognize sounds, pictures, etc., are one category. Another
category is knowledge based systems,® which contain a base
of knowledge about a subject and can assist us in solving
problems. Knowledge based systems being developed from
the experience of human experts are called expert systems
and can perform such tasks as medical diagnoses. Al will
encompass (oxBarbBaTh) many areas that have not been
easily solved using traditional hardware and software.

AT will be incorporated into the 5th-generation computer !
systems. Then the average computer system should not re- !
quire users to remember a lot of complex codes or commands.
Rather, the user should ask: “Can you help me with this type
of problem?” The master control program or operating system
will be able to direct the user to the appropriate expert |
system through questions and answers. :

Al programming is not magical; it does however imply a
-change in rules and methods for the traditional application |
programmer. Normal application programs follow a fixed
algorithm: if this—do that. Given a set of input conditions,
the output can be precisely determined. Al requires program
design with more imagination. New methods of program or-
ganization and construction must be developed. Al programs
may require the use of heuristic techniques,* which are ex- |
ploratory in nature and use trial and error methods.t Al
programs are often programmed in the LISP programming
language, which allows the program designer to concentrate
on the problem-solving logic more effectively than common
languages like BASIC and COBOL.

It is impossible in principle to develop an artificial in- ;
telligence as it is sometimes understood literally (6yxsanb-
HO), because the human brain is a very sophisticated system
composed of tens of billions of interconnected cells. Each
cell is extiremely complex in itself. A rather probable hy-
pothesis says that an individual cell processes the signals pen-
etrating it like a computer. Therefore, even the most sophig;.
ticated machine we may imagine cannot even be compared;
to the brain. Man created the machine. to fulfil his own re-:
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quirements. A machine cannot have either human feelings,
desires or emotions. Can anyone imagine a machine in love
with someone? And what about the experience a person re-
ceives during his life in society through dealing all the time
with purely human problems? A machine, in general, cannot
‘think, either logically or figuratively.

But nevertheless (tem me menee), the research trend of
artificial intelligence will acquire ever greater importance
as time goes by, because the programming and technical
means of artificial intelligence will ensure us of the opportu-
_nity to associate directly with the machine without the aid
of a huge crowd of engineers, economists, biologists, chemists,
and many other specialists. The question of Al acquires
special importance for economic planning and management.
In conditions when production is becoming automated, man-
agement must become automated as well.

One of the trends in Al now being intensively developed
is to design so-called thinking robots, capable of a certain
-amount of independent activities.

The model of creative processes in computers gave birth
to the term “artificial intelligence”. But that doesn't mean
that the computers possess it. The “intelligence” has been

packaged in it by an expert who developed the programme
for solving some practical creative problem. Man differs from
the machine in that he does not simply fulfil the programs
stored in his memory, but also develops them himself, de-
. pending on the goals facing him.

Notes -

1 a metaphoric figure of speech — meTadopuuecknii o6pas peun

2 sensory capability — ceHcopHas CHoCOGHOCTB (CTIOCOCHOCTH BOCHDUHH-
MarTh)

3 knowledge based systems — sxcriepTHBIE CHCTEMB

& heuristic [hjuo’ristik] techniques — sBpHCTHYECKHE MPHEMBI (METOLEI)

5 trial and error method — meTon mpo6 K omHGOK

.SOME FACTS ABOUT ROBOTS

"It is estimated that by the end of the century the over-
“'whelming majority * of people will be occupied in science,
education, administration and the service industry. Machines
-and robots will be the primary producers of material wealth.
_ 1. A Robot Laboratory Assistant. When a research worker

studies biological objects, the brain, for example, he has to
- operate with tremendous figures: 15 thousand million neurons,
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150 thousand million interneuron elements. One cubic milli-
metre of blood has 5 million red blood cells.?

Our scientists have developed a machine to count and de-
termine these biological microobjects. This robot laboratory
assistant does in one to three minutes the work that usually
takes a month using conventional technique. This robot,
besides counting the objects, also determines their size.

2. Robot Assists Surgeon.® A cybernetic device which col-
lects information on the main physiological processes taking
place in the organism of a patient undergoing an operation has
been made at one of Leningrad’s clinics. A special screen
shows the patient’s pulserate, blood pressure and body temper-
ature. It has been decided toimprove the device to give rec-
ommendations to the operator of artificial heart. A computer
being assembled at the clinic, after collecting and processing
all the necessary information about the patient, will be able
to control “heart-lung” apparatus ¢ automatically.

3. An Underwater Robot. An underwater robot with the
TV camera, the first of its kind, has been successfully tested
in the Soviet Union. Intended for detailed studies of the ocean
bed at depths as low as 8 4,000 metres, it was remote-con-
trolled ¢ from the shore and could perform previously pro-
grammed operations. It could be given “hands” adjusted deli-
cately enough to thread a needle under water.?

4. Space Robots. Space research in our country opens up
vast perspectives for robots. Artificial satellites are already
circulating the globe. The orbital stations are added to them
nowadays. This equipment involves maintenance, repair,
part replacement and other jobs which cannot be planned be-
forehand. Spacecrafts fitted with robots are already in use.

The great advantage of the space robots are that they need
no life support.® They could be left in orbit for ever (naBceraa),
or sent off in a moon vehicle (nerarenbHsiit annapar) to explore
some remote area without anyone worrying about ® whether
it would come back or not. They are also very useful for re-
pairing the outside of a spacecraft or for assembling a space
station in orbit.

5. Artificial Man for Medical Students. Science fiction
has become reality at a research laboratory in California with
g;t_e &:{reatiorl of a 6 ft. 2 in. artificial man which breathes and

inks.

“Sim-1"—the first of a series of simulators—was created
by several scientists from California universities. He is to
serve as a “patient” for medical students. His inventors believe
that increasingly complex Sims will be built, shortening from

106



gight to six the number of years of study required for a medical
egree.
“Sim-1” human characteristics include ability to breathe,
“blink his eyes, open his jaws—which contain a full set of
teeth—move his tongue and vocal cords,!® and be affected by
drugs (nekapcrso) in much the same way as a human being.
Speech and mobility have not yet been built in, although the
inventors say this would be no problem.

6. Robofs on a Stroll. In 1910, news was received in Japan
that a magic box (a robot using springs) was displayed at the
World Exposition in London. This news captured the interest
of a boy in the fifth form of an elementary school who started
to construct his own robot of tin and cardboard.!* Ten years
passed and the boy, now a young man of 21, had already re-
ceived a patent for a robot which could speak. This was the
young Aizawa who, since then, has spent all his life in mak-
ing toys.

Aizawa has created 700 robots, ranging from 2 meters tall
to those of only 30 centimeters. But he is particularly proud
of eight of his creations, which are life-size rabot brothers.
These eight robots not only walk, but also can shake hands,
wink, bow, nod and talk. Numerous requests are received by
Aizawa for the services of his eight robots, which are dis-
patched to children’s halls and children’s science museums.

Aizawa brought out two of eight brother robots for a stroll
outside his home. One is Goro. He is 165 centimeters tall and
weighs 123 kilograms. The other is Hachiro, weighing 60 kilo-
grams and 115 centimeters in height.

Notes

1 the overwhelming majority — nogasJsiontee GONBIIHHCTBO

2 red blood cells — KpacHbie KpoBsiHbIe DIAPHKH

3 a surgeon — XHpypr

4 3 “heart—lung” apparatus — ammapar “cepiue—merxue”

5 at the depths as low as — ma rayGHHax Ao

6 remote-controlled — nHCTAHIHOHHO dynpam;{emmﬁ

7 adjusted delicately enough to thread a needle under water — nocrarou-
HO TOUHO NPHCIIOCOG/IeHHEE, YTOGH BIEBATH HHTKY B HIOJNKY IIOX BOAOH

8 life support — JXKH3HeHHHE CDEACTBA K CYIIECTBOBAHHIO

9 without anyone worrying about — u HUKTO He 6y/eT GeCIIOKOHTLCS O TOM

10 yocal cords — roJocOBBEIE CBA3KM

11 {in and cardboard — XecTs H KapTOH

‘HERE COMES THE ROBOT ...!

The first robots appeared on Olympus: gold mechanical
maids served Hephaestus, the god of fire, divine smith and
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patron of craftsmen. Attempts to create a mechanical being
looking like a man and capable of carrying out his work have
penetrated with the history of civilization. The robots of
today, industrial automatons and mechanisms, have no sim-
ilarity with man but, being faster and more accurate than
him when working, replace him in carrying out monotonous,
and dangerous work ...

The word “robot”, which has become an international tech-
nological term, was coined (cosnasare) in 1920 by the Czech
writer Karel Chapek. He used it to designate a mechanical
worker, looking like a man, possessing unusual physical
strength, infinite capacity for work, and totally devoid of
such human drawbacks as fatigue, distraction and emotions.
Literature had known about such creatures long before Chapek.
It is curious to note that all kinds of mechanical assistants
described in literature suffered from anthropomorphism, i.e.,
they looked like a man. In practice there is absolutely no
need for this.

The first robots, perhaps, did not yet have the right to
be called such because they could not work by themselves, but
worked only on operator’s instructions, being in a safe place.
The operators controlled a whole set of “multiarticulate”
hands,! carrying out necessary actions for maintaining, for
example, nuclear reactors, manipulated in sterile conditions,
etc. The first manipulators were very heavy and clumsy. But
the more engineering thought developed, the fewer anthropo-
morphous elements appeared. There were more flexible and
‘mobile devices which could squeeze into narrow openings,
move on flat vertical walls, and even on the ceiling.

One of the outstanding achievements of robot technoloegy
was the Soviet Lunokhod (Moon rover). The first space robot,
an eight-wheeled apparatus, travelled more than 10 km on
the Moon’s surface in 1970-1971, and the second in 1973 in-
vestigated a 37-km-long route. Since then, space robots have
done a lot of work on Mars and Venus, reporting valuable in-
formation to the Earth about our neighbours in the solar
system.

By freeing man from routine physical work, robots greatly
change the content of labour, resolve the manpower shortage *
problem, and eliminate the need of man’s presence in harmful
and dangerous conditions. This is where the social significance
of robot technology lies. : o

Most people have come across the term “industrial robots”.
These are programmable controlled automatic devices which
can replace man in performing functions that were once
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thought to be purely human operations. Nowadays several
thousand industrial robots are already operating at Soviet
enterprises across the country. But this is only a first step.

Here are some examples of industrial robots. Robots service
a mechanics section at the Elektrosila Association in Lenin-
grad, feeding billets into the clamps of programmed machine
tools and then taking out the round shiny cylinders. Robots
made at the Kommunar Automobile Factory in Zaporozhye
work on assembly lines. There are several robots working at
the forging and mechanical assembly shops, on milling ma-
chines and aggregate machine tools. The automatic apparatus
- Sever-1 has proved its worth ¢ in laying main pipelines. It
was created by scientists and designers of the Ye. Paton In-
stitute of Electrical Welding of the Ukrainian SSR Academy
of Sciences. Kirghiz machine builders have developed and
successfully use robots by remote control of drilling work in
- the mountains. The robot working faultlessly at the Dynamo
Electrical Engineering Works in Moscow lifts parts weighing
up to 160 kg and moves them with a speed of 2.5 m/sec. The
robot can easily manipulate heavy shafts, carrying them from
lathe to lathe,* measure the length and diameter of parts, and
accurately stack them.

Thanks to scientists’ and designers’ efforts, the family of
industrial robots, man’s friendly mechanical assistants, has
been growing rapidly both qualitatively and quantitatively.

Notes

1 “multiarticulate” hands — «MHOrOCYCTaBHBIE® PYKH

2 manpower shortage — HexBartka paGoueil CHJIBI

3 to prove one’s worth — joKasaTh CBOIO HPHTOJHOCTb, CBOE JOCTOHHCTBO
4 from lathe to lathe — oT cranka K cTaiKy

ROBOTICS AND ROBOT GENERATIONS

Robotics is the art and science of the creation and use
of robots, i.e., in other words, robot technology. Today prac-
tically all sectors of the economy and industry are looking
forward ! to introducing industrial robots. But robot building
is not simple and certainly not cheap. If every sector begins
to build its own robots, it will be impossible to avoid unneces-
sary duplication of research and development, and large sums
will be wasted. Therefore the need is to concentrate all efforts
in robot technology in one pair of hands, in a powerful inter-
sectoral scientific and technical organization. Only in this
way it is possible to ensure the maximum standardization of
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production of industrial robots and multipurpose automatic
manipulators. There are two rational ways in the field of
robotics. The first one is to build standardized modules—
unified elements on the basis of which it will be easy to assem-
ble, in different combinations, robots for the most varied of
purposes. The second way is to create an inter-sectoral ex-
change fund ® of robots so that research and development of de-
signers in different technical fields should be within the reach
of all interested organizations and enterprises.

The robots are divided into three generations: programmed,
adaptive and intellectual. Characteristic of the first genera-
tion—the programmed robots—is that their control system
acts according to arigid oft-repeated programme 2 all the time.
But the programmed robots are easily returned to various
action programmes. ‘

The adaptive robots, robots of the second generation, have
been already worked out and will be widely applied in produc-
tion at the close of this and the beginning of the next decade.
Their fundamental difference from the first robot generation
is the appearance of artificial sensors, which give the adaptive
robots the ability to see, to hear and feel. The possibilities of
them are immeasurably greater than the robots of the first
generation, ,

The third generation—intellectual robots—will be able
to perform intricate selective operations, and carry out prac-
tically autonomous work, not depending on the operator.
Robots with artificial intelligence will be able to identify
objects in a pile, select the objects in the appropriate sequence
and assemble them into a unit. And then we shall be able to
speak about a robot revolution in the economy, about a many-
fold increase * of labour productivity, and the advent of a
new age of industrial production—the age of fully automated
enterprises and, maybe, whole branches of industry.

Noftes

1 to look forward — oxumath (c yAOBONLCTBHEM)

2 intersectional exchange fund — npomexyTtounnift o6MenHbli doua

% a rigld oft-repeated programme — iKecTXasi HeOJHOKPATHO IIOBTOPAIO-
masicsl mporpaMma

4 a many-fold increase — MHOTOKpaTHOS YyBe/JHuCHHE
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VOCABULARY

A

accept [ok’sept] v mpunuMath (mH-
(opManHio)

access |’ &zkses] n pu6opka (u3 na-
mamu); obpamente (k namami);
noctyn; direct ~ npsMas Bbl-
6opKa; HemocpeACTBEHHBI JoC-
Tyn; memory ~ BHOOpKa H3 mas
MATH; o6palieHre K DaMATH; ran-
dom ~ npoHsBoabHas BHOODPKA;
npon3BoJibHOE ofpameHne

accumulator [o'kjumjulerts} n Ha-
KanAHBaIOLIHA CyMMAarop

accuracy ['a&kjurast n TouHOCTB,
NpaBHABLHOCTb; YeTKocTh  (ug00-
pascenus), adequate ~ Tpebye-
Mas (ZOCTATOYHAA) TOYHOCTE; give
en ~ g3ajaHHas TOYHOCTh

acronym [’ azkronim] # axpoHHM

add [=d] v craanbiBaTh; CyMMHPO-
BaThb; NpUGABAATL; YBENHUHBATH

adder [*2ds] n cymmartop, cymmi.
pymoiliee YCTpPOHCTBO

address [o'dres} n appee; v anpeco-
paTh; call ~ ajgpec BHI30Ba; 8l-
pec sanpoca; current ~ Texymu
anpec; dummy ~ QEKTHBHBIH

ajpec; nceBAoaApec; jump ~
anpec nepexopa; load ~ anpec
3arpysKn

addressable [o'dressbl] a anpecye-
MElE, HMEIOIHR ajpec

aid [e1d} n nomowb; METOR; CpeAcT-
Bo; mocoGue (yueGHoe); debugg-
ing ~s cpeicTBa OTIAAKH; Sy«
bolic-coding ~s CpelCcTBa CHMBO-
JIMYECKOro KOAHPOBAHHS

allocation [,zla'ke1f(s)n] n pasme-
[IeHHe, memory ~ pacnpenieie-
HHe NaMATH

alphanumeric [’ elfonju’ mertk] a
6YKBEHHO-LHGPPOBOH

amount [¢'maunt] n KoaB4eCTBO;
cymma

amplifier ["emplifais] n ycunutenn

analysis [s'n#losis} #n ananu3; Teo-
pHsl; TEOPETHYECKHE HCCJEoBa-~~
HHA; cost-effectiveness ~ HHKe-
HEPHO-5KOHOMUYECKHH aHaTH3

analyst ['enolist] n amanuruk;
system ~ CHCTeMBHI aHaJIMTHK

AND [@nd] Y (normweckas ¢yHk-
IHS WK ONepanus)

application [,&pli'ke: fon} n npume-
HEHHe; HCIONb30BAHHE; ITPUKAAk-
Hag 3ajaua; paGora; real-time
~ paboTa B UCTHHHOM Macuurabe
BpeMeHH

approach [o' proutf] n npubnmnxenye;
MOZXOL; METOXR

arrange [a'reind3] v pasmemars,
pacrosiaraTh; MOHTHPOBATDH

array [o'rei] n marpuua; peuerka;
CeTKa; MaccuB; novie; TabaHua

assembler [o'sembls] » mporpamma
caccembiiep» -

assembling [o'semblig]l n cGopka;
MOHTaX; KOMIIOHOBKa

assign [o'sain] v Hasnauath; npH-
CBaHBaTh

assignment [o'sainmant] n nasHave-
HHe; TNpHCBOEHHE; pacmpejese-
Hue; address ~ mnpHCBOoeHHe af-
peca; unit ~ pacnpegenenne ycT-
poiicTB; value ~ npHcBOeHHE 3Ha-
YeHHs -

attribute [*xtribjut] n npussak;
onmcatens (8 [WI/1) _

automaton [o'tomoat(e)n} n abrO-
mar

auxiliary [s¢'ziljer1] @  Benomera-
TeNbHBH; JONOJEHTENbAbIH

avatlability [a,verlo’bilti} n npu-
TORHOCTb; ROCTYMHOCTDL; HaJHuHe

avaitable [o*veilabl} & gecTynsmbift;
APHrOABEIR; HMeOMmHics B pace
nOPsKERHH; commercially ~ pe-
afbHO CYMECTByIOmu; cepHilHO
BLITYCKaeMizl ’

Hy




B

batch [batf] n rpynna; naprus;
naKer

behaviour [br’hervjs} n pexum pa-
GoTnl (Mauiunbt); TIOBELEHHE

binary [’bamoari] a nsonunwii; 6u-
HapHBIH; JABYU/IEHHHIH

bit [bit] n 6ur; (aBOMuHEI) paspsix

blank [blzepk] n npoGen, nponyck;
. TYCTOE MECTo

Boolean ['bulian] n GyseBo BLipa-
KeHue; a GyJeB; JOIHYeCKuit

bracket |['brekit] n ckobxa; round
~ EKpyriaas ckoOKa; square ~
KBaZipaTHas ckKoOka; statement
~ OneparopHas cKofKa

branch [bran(t)f] n orserBrcHHe;
(yc/IoBHEIH) mepexon

built-in ['b1lt’in] @ scTpoennsiit,
BMOHTHDOB2HHBIH; BHYTPEHHH

bus [bas] n 2. wwuHa; xanan (un-
goprayuu)

button ['batn] n kwonka -

byte [bait] n Gaiir; caor

c

calcutation [ kalkju'lerf(s)n] n Brr-
uHC/IeHHe, PacyeT, MOJACYeT; CUeT;
decision ~ BEUHCJIEHHEe BHIGOpa
Hanpasienuit; function ~ Briyuc-
JeHHe QyHKIHU

call-in ["kal()in] n sE30B

capacitor [ko'pesits] n konpenca-

TOp

capacity [ko'peesiti] n cnoco6roCTb;
€MKOCTb; €MKOCTHOE COIPOTHBe
Jieane; ob6beM

card [ka:d] n kapra; nepdokapra;
nJiara

carry ['keri] n nepenoc; v nepeno-
CHTb; BBOJHUTB (OaHHbE 8 Mauiu-
HY); ~ on npoBonutb (uccedo-
8QHUA); ~ out BHIIOJHATEL

cell [sel] n siveiixa; saement; Kier-
Ka

change [{feind3] n m3amenenue, ne-
peMeHa; U H3MEHSTb, SaMeHSTb

character ['kerikts] n 3uHak; cum-
BoJ; umdpa; GyKBa;, NpH3HaK

charge ['ifa:d3] n sapan; v saps-
xKaTb; to be in ~ OwTHL OTBETCT-
BEHHRIM 82 YUTO-7.

chart. [tfa:t] n guarpamma; cxema;
rpaduk; KapTa; ueprex; flow=~
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6n0K-cxema, rpadHuecKoe Ipej-
CTaBJeHHe

check [tfek] n mnposepka, xonr-
poJ/ib; U TPOBEPATH, KOHTPOJHPO-
BaTb

chip [tfip] n unn, kpHcTana

circuit ["so:kit] n cxema; uenn, koH-
Typ; npoctofi uuka; digital-
switching ~ uudposas nepexiio-
gaouias cxema; large-scale in-
tegration ~ Goablas MHTer-
paibHas cxeMa; printed ~ meuar-
Has cxema; solid-state ~ nony-
NPOBOZHHKOBAs CXeMa

circuitry ['sakitri] n cxema; xommo-
HOBKa CXeM; CXeMaTHKa

clock [kiok] n renepatop cuuxpo-
HU3HPOBAHHBIX HMOYJLCOB, Taf-
Mep

commercial [ko'ma:f(s)l] a cepuii-
HEH (0 mawune); mnpepHasHa-
YeHHBIA /I KOMMEpUYeCKHX 3afay

compatible [kom'pztabl] a coBme-
CTHMBI#; COYeTaeMELl

compiler [ksm’pails) n kommuIH-
pyoiias nporpamMma; KOMIHJIs-
TOP

computer [kem'pjurta] # BbuHCHH-
TebHAA MallHHA, KOMIIbIOTE;
general-purpose ~ yHHBEpCAJib-
HBEIH KoMmbioTep; special-purpose
~  ClNeyHajH3UPOBAHHLIN KOM-
HBIOTEp

condition [ken'd1f(s)n] n ycaosnue;
COCTOAHHE; PEeXHM; CHTyalUs

conductor [kan’dakte] n mposox-
HHK; HPOBOJ

connector [ko'nekts] n coegmnu-
Tesb; (IUTENCe/IbHEIN) pasbeM; va-
rlable ~ nepemenHni#i (foruve-
CKHI) CoelMHHTENDb

contents {"kontents] n pl copepxu-
MOe; COZepKaHHe

control [kan'troul] n ympasinenue;
KOHTPOJIb; U yNmpaBAATb; job ~
yHpaBjleHHe [IOTOKOM 3aJaBuii;
ofi-line ~ aBroHomMHoe ympasite-
HHe; on-line ~ ynpasjedue or
LeHTPALHOTO MpOoIeccopa

controller [ken’troulo} n peryau. .
POBIIHK; KOHTPOMIep

conventional [kon’ven fanl] a o6me- -
MPUHSATHIH; TPaLHIHOHHLIR

conversion [kon'va:f(e)n] n npe-
ofpa3oBaHue; NpeBpalieHue; ne-
pexoj -



opy ['kop1] n aksemnuap; komus;

OTNeYaToK; U KOMHPOBATh; - Me-
YaTarb

‘core fko:] n cepieunux; namath Ha
MAarHAaTHHX CepAeYHHKAX

“correspondence [ koris'pondans] n
COOTBETCTBHE

counter ['kaunts} n cueTunk; nepe-
CYeTHOE YCTPOfICTBO; @ MPOTHBO-
TIOJIOMHBLH

cruncher ['krantfs] n 6onpimas 3BM

-current ['kar(a)nt] n snexTpHueckuit
TOK; a TeKywwmii; alternating ~
nepeMeHHEI# ToOK; direct ~ moc-
TOSTHHBIA TOK

curve [kov] n xpusasg; xapaxre-
PHCTHKA

-cybernetics [,saibo(:)' netiks] n xu-
GepHeTHKA

cycle ['saikl] n nmka; nepuox; v

paboTaTh UHKJAaMH

D

data ['derts] n pl naunusle; Hudop-
mauus; alphanumeric ~ 6yx-
BeHHO-IU(pPOBLIe JaHHbe; built-
in ~ BCTpOeHHEIE (B nporpammy)
JAHHEBlE

debugging [di'bagin] » wHananxa;
omiagka (npoepammet) .

decimal ['destm(a)l] n necsTHuHOe
4HC/AO; @ JecATHuHHI; binary
coded ~ IBOHYHO-JECATHYHOR UH-
cno

decision [di'si3(s)n] n- pemenne

deck [dek] n nauka; xoxoza nepdo-

KapT

declaration [,dekla’rer f(a)n] n onu-
canue; ofpsaBaenue (8 I1JI/1)

decoder ['di'kouds] n nemmndparop

define [di’'fain] v onpegensts; dop-
MyJiposath (3adasy)

degree [di’gri:] n crenens; nopsiok;
rpaxnyc

delay [di’le1] n sazepxka; 3amasiul-
Banue;, U 3aJepxkuBaTh; ~line
JHHES  3aJepPEKKH

density [’densit1] # uoTHOCTD; KOH-
LeHTpaLUs

departure [di'patfs] n yxon; or-
KiaoHeHHe (om 3sadanrod eeal:
qumbl) )

description [dis’kripf(s)n] ‘n onn-
canMe; xapaKTepHCcTHKa  *
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design [di’zamn] n npoexT; KoHcr-
PYKUHsi; U OPOEKTHPOBATb; KOH-
CTPYHMpPOBATh

designation {,dezig’ne1f(a)n] n oGo-
3HaueHHe; HauUMeHOBaHHe

designer [di’zains] n npoeKTHpoB-
HIAK; KOHCTPYKTOD; paspaGoTuHK

desk {desk] n nyabt; crena; cron

destination [,desti’'nerf(s)n] n mec-

TO Ha3HaueHHus (3anMcH) HHbOP-

MalHMH

detection [di'tekf(s)n] n oGHapy-
XeHHe; eTeKTHPOBaHME

determine [dr'te:min] v onpegenste;
BBIYMC/ATD; KETEPMHHUDOBATH

detour [di'tus} n yxon; ynanenue:
o6xon; o6besn

develop [di'velop] v paspaGatei-
BaTh, PasBHBaTb

development [di’velopment] n pas-
pafoTka; pasBHTHe; YCOBepieH-
CTBOBAHHE; PAsBEePTHIBaHHe; pas-
JoxKeHue  (popmyant)

device [dr'vais] n yerpoiicTso; npu--

6op, MeXaHH3M; 3JIEMEHT

different [ difr(s)nt] a pasinuunei,
pasHbiit

digit [' did31t] n nudpa, uncno; pas-
PAR; CHMBOJ; 3HaK

digital ['didzit(e)l] a undposoit

dimension [di"menf(s)n] n pasmep;
BeJHYHHA; 00beM; PasMepHOCTD

direct [dr'rekt] a npsimMoifi, Henoc-
pelCTBeHHHIH; MOCTOSHHKIA

direction [dr'rekf(s)n] n Hampas-
JleHHe; yIpaBieHRe; pl HHCTPYK-

uHs

discrimination [dis krimi’ne1f(s)n]
n  RUCKPHMHHAU¥A; pasjiHieHHe

disk [disk] n auck; xpyr; floppy
~ THOKHH JHCK .

displacement [dis'plersmant] 1 cue-’

IeHHe; CHBHI; NePeMelleHHe
display [dis’plen] n pucnaedt; o
110Ka3belBaTh ’

N

distinguishable [dis’trgpgwifabl] «-

a3/ HUAMBIT

distributer [dis’tribju(:)}ta] n pac.
npenenwre.nb |

divide [di’vaid] v renuTn(cs)

division [dr'vi3(d)n]l 7 nenenme;
pasgen; orfenenre; data ~ paa-
zen natﬂﬂux (Kofﬁcgn); envi-
ronment ~ pasgen oBopynoBasnus
(KOBOH); idenﬂﬂcaﬁoz ~ pas-
Jen uaenTHpugaunn (KOBOJI);
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procedure ~ pasjgel NpPOHeRyp
KOBO/JT) .

driim [dram] n GapaGan; XHARHAD

dummy ['damu] n maker; samena; a
GHKTHBHBIA )

duration [dju(e)’rerf(a)n] n anu-
TeJIbHOCTh; [POROIKHTEALROCTh

E

edge [ed3] n ¢pout (umnyavca)s
Kpafi (kapmoi, aenmibt); TPaHb
Kpucmania)

edit ['edit] v pepaxkrHpoBaThH

editor [‘edito] n nporpamma «pe-
NaKTop»

efect [1'fekt] n pauanue; neitcrsne;
sddexT; pesyJiabTar

efficiency [1'f1§(o)ns1] n adexrus-
HOCTb, KO3(hHIHEHT NOJIe3HOrO
AeHCTBHA

effort ['efot] n ycunme; manpame-
HHe; NONHITKA; YT0-TO JOCTHLHY-

Toe
elaboration [1,1ba’rerf(o)n] n pea-
JIN3aLMsl; BLITIOJNIHEHHE

dyp)

eliminate [1'limineit] v ycrpansits,
HCKJIIOYaTb; SaMEHATh

emergency [1'mad3(e)nsil n  nHe-
OpenBHAEHHBIN cnyvall; aBapus

emit {¥ mit} v ucnyckars, HaAyuaTh

emitter [1'muts] n amurtep; HcTOU-
HUK; reHeparop

empty [‘em(p)t1} a nycro#, nesanon-
HeHHHI; © OCBOGOXIATH; OUH.
mars

end [end] n KoHell, OKOHUaHHe

energize [‘enadzaiz] v BoaGyxaaTh

engineering [,en{d)31'n1orip] n Tex-
HHKA; 0 TeXHHYeCKuH

enter [‘ents] v sBOAuTH; 3anHCHI
BaTb; MOJABaTh

enterprise |’entepraiz} n npeanpus-
The; v NPeJNpHHHMATb; NHTAThCH

entire [in'tais] a uenni, Bech

entity ["entit1] n o6pexr; cymuocTs;
KaTeropHs

entrance [’entr(a)ns] n sxoxn (6 nod-
npoepammy)

entry ["entr1] # BXox; BBOA; sanuCh;
NoRava; BBEACHHHE AaHHHE; CO«
ZepKEMOe; KOMIOHENT; BAeMeHT;
argument ~ CONCpXKEMOE DOJA
{anpeca) aprymeHTa (omepanpja);
command ~ coepXxuMOe DOAA
KOAQ ONepanHH
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(npoye-

environment [m'valsr(s)nmont} n
$yHKIHOHANBHBE CPeXcTBa; ofo-
pyloBaHHe; OKpyxaiomas cpeAa

equal ['tkw(o)l} @ paBmwifi; v pas-
HATBCS; YPABHHBATH

equation [1'kweif(e)n} n ypasne-
HHe; PaBEHCTBO

equipment [1'kwipmont] n obopy-
JOBaHMe; annaparypa; IpHOOpHI;
computer ~ anmapaTypa KOM-
nbioTepa; control ~ annaparypa
ynpaBJjienHs; peripheral ~ sreiu-
Hee (mepu¢epHiinoe) obopyrosa-
HHe

erase [1're;z] v crupath (3enuce);
paspyuwiats (ungopmayui)

error ['era] n ominGKa, NOrpeiiHOCTb;
~-free cBOGOAHBIA OT OmMHOOK

establish [1s'tablif] v ocroBuIBaTh;
YCTAHABAHBATb; YUPEXKAaThb;
a file BoigeasTs (aitn (MaccHB)

establishment [1s'teblifmant] n ye-
TaHOBJEHMe, OCHOBaHHE; CO3Ja-
HHe

estimate [‘estimit] # ouenxa; {’esti-
meit] v ouenusarthb

evaluation [1,velju’erfon] n ouen-
Ka; BLIYHC/ICHHE; olleHOUHAas
QyHKULHA

even ['#v(o)n] @ ueTHmfl; poBHLIN;
paBHOMepHBHI; ado naxe

event [1'vent] n coGumrHe; HcxoX;
peayJIbTar

exact [1g'zekt] a Bepumil; Gesown-
GouHbBL; TOUHBA

exceed [1k’sid] v mpepwinaTh; mpe-
BOCXOLHTH

excess [1k’ses] # H3GLITOK, H3JHIEK;
OCTaTOK

exchange [iks'{fein(d)z]l n o6-
MeH; 3aMeHa; v OGMeHHBAaTb; 8aMe-

~

HSTh

exclusive [1ks'klusiv] a nermonaio-
MM, HCKAIOUMTEAbHEIH

execute [‘eksikjut] v memonnsTh,
BBINONHATD; OCYUIECTBAATE

existence [1g’zist(9)ns] n cymecTBo-
BaHHe

exit [‘eksit] n Bmxon; BuxoxHOM
KaHal '

expanded [1ks’pendid] a pacmn.
penuntit (o A3viKe)

experience [1ks'prariens] n onmT;
OMNBITHOCTb; U Y3HaTb N0 OMNHTY

exponentiation [ekspo(u)nenfy’er-
§(s)n] n Boapesenue B CTemeHb



expose [1ks’pouz] v srcnoOHHPOBATH)
BEICTABJISITh :

expression [1ks'preJ(s)n] n Bripaxe-
HHE

extensible [rks’tensobl] a pacmmu-
peHHbIIEI; MPOTAXKEHHBIN; 3KCTeH-
CHBHbBIX

extension [1ks’tenf(s)n] n pacmm-
perue; NPOAOAKCHHAE, HPOTSIKEH-
HOCTDb

external {eks'tenl] o BHemHHi, Ha-
* PYKHBIH

F

facility [fo’silit1] n ycrpoticteo; pl
cpencTBa; 06OpyXOBaHHe

factor ['fakts] n xosdduuuent;
MHOXKHTENb; (GaKTop

failure ['feiljs] n noBpexpenne;
c6oil; Reylaua; NPOUrpLIL

false [fo:ls] o moxHbI

fault [f>1t] n nospexzenue; onG-
Ka; HEeJOCTAaTOK; JedeKT

feature ['fitfs] n uepra, ocoben-
HOCTb, NPHU3HAK, CBOHCTBO

feed [fid] n mnomaua; nuranme; v
(fed) mopaBaTe; NHUTAThb

feedback ['fidbek] n ofpatHas
CBSI3b

fetching ['fetfip] n BoisoB; BHGOpKa
(dannbix us namamu) .

field [fild] # none; npocTpancTso;
30Ha; OOJacTb 3HaHAH

figure ['figa] n uubpa; vucao; pu-
CYHOK, YepTex

file [fa1l] n daiin; maccus; KapTo-
TeKa; U COCTaBASATL (XPAHHTh)
ans1

film [film] » nnewka; ToHkHE cioft
(4ez0-2.}; doronnenka

fitting ['fritig] n c6opka; mMonTax;
HOJArOHKA;, CrJa)HBaHue

fixed [f1kst] a ¢pukcupoBaHHBEIH; He-
MOJBMKHBIN; MOCTONHHbLH

flexibility [,flekso’biliti] n ru6-
KocTb; software ~ ru6KocTb npo-
rpaMMHOro O6ecreyeHHst

flip-flop {'flipflop] n Tpurrep; Tpur-
repHasi cxema .

floating ['floutin] e nnasawmui;
OTK/IOUEeHHBIH ~-point ¢ nAa-
Bafowmell Toukoll (3anmsaTof)

Hoppy disk ['flopr’disk]l rubkait
AMCK v

flow [flou] n norok; TeueH#e, HCTe-
uenue; crpyd; ~~-chart Gaok-

cxeMma, cxeMa mortoka Hudopma-

HHH

form [fom] n dopma; Grank; v dop-
MHpPOBATH; ODPas3oBHIBATDL

fraction {'frzk f(s)n] n 5pobe; Apos-
Has 9acThb; HOJA

framework ['freimwak] a ocHoBa;
CTPYKTypa; CTpOeHHE

frequency ['frikwansi] n wuacrora

function ['fapkfsn] n dyaxmus;
3aBHCHMOCTD )

G

gain [gein] n ycunenne; xoaddpu-
IHMEHT YCHJIEHUSl;, [PHPOCT

gate [gert] n BenTHab; NorHueckui
sJieMeHT; v nponyckars; AND ~
cxema !, cxema coBnajeHus

general-purpose [’ dzen(a)r(a)!’pa-
pos] a ofuiero HasHayeHHsd, YHH-
BepcaJbHpIH

generate ['dzenorert] v nponsso-
IHTb; CO31aBaTh; TeHEPHPOBATH

generation [,dzena’rexf(a)n] n mpo-
H3BOACTBO; CO3JaHMe; IOKO/JeHHe
(9BM)

generator [’dzensrerts] n renepa-
TOp; npeobGpaszoBarelb

go [gou]l n war (& waxmamsoi
uzpe); ~ to mepeiiTH Ha (onepa-
Top B fA3blKaX NPOrpaMMHPOBAa-
HHSA)

H

hand [hend] n pyuka; pyxoATKa;
crpenka (npubopa)

handle ["hendl] n pyuka, pykosaT-
Ka; U YnpaBlsiTh; ONEPHPOBATH

hardware ["ha:dwes] n annapatypa;
annapatdoe ofbecneusenne DBM

head fhed] n rososka; saromnosok,
pybpusa; pl JHueBas CTOpPOHA'
{(moremst); tead/write ~ yHH-
BepCa/ibHas FOJMOBRA (4 CUHTHI-
BAHHA 3aITHCH)

heading {'hedig] n saronoBok; py6G-

pHKa

hexadecimal [hekss'destm(a)l] a
MeCTHAHATHD HYHBIH

high-speed ['har'spidl a Guicrpo-
JeficTeylomufl; CKOPOoCTHOR

holding ["houldipl n xpasense (ux-
gopmayuu); ONOKHDPOBKA

hole [houl] # oTBepcTHe; npoGusKa;
awipa; pl nepdopauns
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1

identification [a1dentifi’ke1fan] n
HIEHTHQHKAIUs; OTOXKIECTBICHHE

image ['1mi1d3] n o6pas; usoGpaxe-
HMe; oTobpaxkeHne; v H306paxKaTh

implement {'1mplimant] n opyaue,
urerpyment; [‘impliment] v po-
NOJHATb, OCYIECTBAATh

implementation [,xmpliman’terfan]
n BHejpeHHe; BBOL B palGoTy;
peanysauus

imply [1m’plar] v o3xayaTh; nogpa-
3yMeBaTh, IIPeANONAraTh

impression [1m’pref(s)n] n orreuva-
TOK; OTTHCK; (CTEPEOTHIIHOE) H3-
JlaHHe; BriedaT/ieHHe

incompatibility ' ['inkem,paets’bil-
t1] n HecoBMeCTHMOCTD

increment ["mkrimant] n npupaue-
HHe, MPHPOCT; HHKPEMEHT

independent [,ndi’pendant] a me-
3aBHCUMBIH

indicator ['indikeits] n uugukarop,
yKasaresb

indirect [indi'rekt] a xocBenHbii,
HenpsMoil

inference ['mnf(s)r(s)ns] n emBoZ,
3aKJIOUEHHE; CJEICTBHE

Infinity [in’'finit1] n 6eckoneunocts

initiate [1'n1frert] v Haumnare; 3a-
THCaTh; BKJIOYATh; HHHIMHPOBATD
(AJITCOJT)

input ['input] n Beox; Bxox; Bxoa-
Hoe ycTpeHcTBo; mHopManHs Ha
BXOJIe :

inquiry [in’kwarteri] n sampoc; om-
poc; HCCIefOBaHHE

instrument |'mstrumant] n npa-
6op; opyaue; HHCTPYMEHT

integer ["int1d3s] n wenoe uncio

intelligence [in'telid3(s)ns] n cpe-
JleHHs; cooblieHue;
¢ynguny; artificial ~  wuekye-
CTBEHHHI HMHTEJJIEKT

interaction [,intor’ @k f(s)n] n B3a-
HMOJIeiCTBHE; B3aHMOCBSI3b

interconnection [,mta(:)ks nek-
§(a)n] n BHyTpenHee coegMHenme;
MEKCOe[MHEHHe; DasBOAKa; B3a-
HMOCB#3b; B3aHMOSaBHCHMOCTB

ir)terfaceu ["1nta(:)feis] n nrTepQeiic;
YCTPOHCTBO COTPSIKEHHSA, U CO=
npsrath

intermediate [,inta(:)'midjst] a
NPOMEXYTOUHBIN
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JIOTHYECKHe -

internal [in’tanl] a BHyTpenuuit

interrelation [,mnta(:)ri’lerf(s)n] n
B3aHMO3ABHCHMOCTh; B3aHMOCBA3b

interrupt [,mnta’rapt] n npepuiBa-
HHe; U TIPEpHIBaThH

invalidate [in’valideit] v BEBO-
IATb ¥3 CTpoA

item [‘artem] n ajement; epmumua
HHGOPMALMH; CTaThs; MYHKT; o~
SUIAS

iteration [,1ts're1f(s)n} n wrepanus;
nosTopenue; LHka (®OPTPAH)

J

job [d3ob] n 3amaume; sapaua; pa-
6ota

jump [d3ampl n nepexox; xomauaa
nepexofa; v MepexXolQuTb; con=
ditional ~ ycioBHEI nepexo;
unconditional ~ GesycaoBubii
nepexoxn .

junction ['dzap(k)f(s)n] n coenn-
HeHHe; Tiepexoji; IWIOCKOCTHOM
(TpaHsucTOp)

K

key [ki] n kmou; KHONKa; KiIaBumag
wHbp; Koi; AECKPHOTOD
keyboard ['kibxd] n knaBuarypa;
KOMMYTaIlHOHHAsl TaHesb
keypunching ['ki:,pantfigl n nep-
OpHpOBaHHe (BPYYHYIO)
kilobaud ['kilo(u),bx:d] r xuz0Gon
(eAMHMIIa CKODOCTH TNepejayd HH-
dopmaiun) '
kilobit ['kilo(u),bit] n xunoGur
(elMHHLA eMKOCTH IaMATH)
kitobyte ['kilo(u),bait] n xunoGasir
(HecKoJIbKO KHJIOGUT)
know-how [‘nouhau] n yMenne;
3HaHde JeJa; CeKpeT IPOH3BOJ-
cTBa

L

label ['leibl] 7 MeTka; uzentTnduka-
TOP; 3HAK; U MapKHPOBaTb

language ['lzpgwid3] n ssbik; ob-
ject ~ BEIXOAHOH f3HIK; prob-
lem-oriented ~ mnpoGaeMHo-0pH-
E€HTHpOBaHHHA #A3HIK; reference
~ JSTaNIOHHHIH SI3LIK, source ~
MCXOAHBIH fA3LIK; BXOLHOH fASHIK




farge-scale ['la:d3’skeil] a xpynso-
macirraGHbli; Goabioft; KPyNnHBIH
letter [’leta] n 6yxBa; cHMBOJI; 3HaK;
v nomeuaTb OyKBaMu
fevel ['leval}l n ypopeHnb
tife-time {’laiftaim] » Bpems xus-
\ HH; CPOK caykGhi, paboThl
light [lait] n cer; ocemenue; nam-
ma; pl ceeroBas CHrHAJH3ALHs
" line [lain] n auHMs; npoBOJ; WHHA;
ctpoka; delay ~ JHHHA 3alepK-
kH; off-~ Bre DBM, asTonomHo,
orgensHo or 9BM; on-~ Heno-
CpefCTBEHHO, HeaBTOHOMHO (C yI-
pasienueM oT IBM)
- Hnk [ligk] n 3BeHo; cBs3b; KOMaH-
5a BO3BpaTa; v CBSI3HBaTh, Coe-

RHHSTH
linkage ['lipkid3] n cea3b; BosBpart;
. mepexop C BO3BPATOM
list {list] n coucok; nepedeHb; v
COCTaBAATb CIHHCOK 5
listing ['listip] n pacneyarka; Jsuc-

THHL

literal ['lit(a)r(a)ll a OykBeHnbl;

" GyxBanbuuli; Teker (AJITOJI)

load [loud] n Harpyska; sarpyska;
BBOA; U SarpyxaTb, HarpyXarb

toader ['louds] n nporpamma 3a-

rpysKH

location [lo(u)'kerf(s)n] n sueiika;
afipec siuelikH; pasMelleHHe; pac-
NOJI0KEHHE

loop [lup] # memis; KOHTYp; LHKJ;
Henb

loss [los] n moTeps; npoHrpen

low-speed ['lou’spid] a mMeAneHHElH;

. MaJjoro OGblcTpofeficTBHSA

M

machinery [mo’ finar1] n Mamunb;
MexaHH3MBl; obopyJloBaHHe

main {mein] a riaBHBIH, OCHOBHOIL,
pl ceTb; MarucTpaib

mainframe ['memfreim] »n uent-
panbubiii  GJOK 06paGOTKH LaH-
‘HBIX; Gosabwas DBM

maintain [men’temn] v nopaepxH-
BaTb;, OOC/IYXKHBATb;, COAEPIKAThH
B HCIpaBHOCTH

maintenance ['memt(r)nans] n ake-
nayarauusi; yXoi; operating ~
Tekyuee OOCAYyXKHBaHHe H pe-
MOHT; preventing ~ npodHiIak-

~ THuyeckoe OOCHYIKHBaHHE; prog-
ram ~ oOCJHyXKHBaHHE NPOrpam-
MHOTO OfecreyeHust T

management [‘menidzmont] n yn-
paB/enne; pyKOBOACTBO; indust-
rial process ~ ynpasjieHHe Tipo-
H3BOJICTBEHHLIMH  TIPOLIECCAMH,
job ~ ynpasjenHe 3ajaHMsMH

man-made [‘man'merd] a wuckyc-
CTBEHHBIA

manner ['manal n Merox; crnoco6;
ofpas neficTBHSI

manual ['manjusl} n pykoBoacTso;
CHPABOMHHK; a4 PYYHOH; compu-
ter ~ HHCTPYKIMNSA (PYKOBOJCTBO)
K OBM

manufacturer [,manju’fekt (s)ra]
i TPON3BOIHTENb; H3TOTOBHTENb

master ['masts] @ rnaBHEBIE; Bery-
mHH; OCHOBHOH

matching ['metfig] n cornacosa-
HHe; NOATOHKA, BLIpABHHBaHHE

matrix ['mertriks] n marpHua; cetka
H3 CONPOTHBJIEHHMH )

mean [min] n cpelHAs BenHuHHA;
pl cpeAcTBO; @ CPefHHI; U 3Ha-
YHTb, O3HAYaThb, HMETb 3HaUe-
HHe

meaning ['minig] n 3xavenne; cum-
BOJ;, COJepiKaHHe

measure ['me3s] n mepa; Macuwrab;
¥ H3MepHATb; BHIYHCIATD .

measurement {‘mezemant] n u3-
MepeHHue; BHIUMCIeHHe; pl pas-

MepH

medium ['midjom] a (p! -dia)
cpenia; HOCHTeJIb; CpejlHee YHCIO

member [‘memba] n unen (ypaste-
HUA), SJEMEHT .

memorize ['memoraiz] v samomu-
HaTb, XPaHHTb

memory [ memori] n namsats, sa-
noMHHamomee ycrpoiictBo  (3Y);
addressable ~ onepaTuBHag na-
MsATh (C DPHCBOSHHEIMH ajipeca-
MH); external ~ BHeWmHsA Ia-
matb; internal ~ BHYyTpeHHAS
(onepaTHBHAs) TaMATb; magne-
tic bubble ~ maruuTHas mysbipb-
KoBasi MaMATb .

message ['mesid3] n cooGuenue;
nepefaBaeMsifi  GIOK  uH(bopMa-
HUH

microcircuit ['maikro(u)’sakit] n
MHKDPOCXeMa .

minus ['mames}] n Mmunyc
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mnemonics [ni(:) momks] n mue-
MOHHKA, MHeMOHHYeCKas cxema
mode [moud] n pexum (pabomoi);
cnocol; MeToR; NPHRIMN (pabo-

“moi

module ['modjuwl] n Moayas; Mo-
IyAbHHI oTceK; 6ok

monitor ['monita] n monnToOp; AHC-
HeTyep; v ynpasiaTh; KOHTPOIH-
poBath

movement ['muvmoent] n gpHKe-
nHe, NepeMelleHHe

mulfiaddress [,maltia’dres] a muo-
roajpecHHit

multiple ['maltipl] n xpatHoe unc-
JO] @ MHOTOKPATHHIE; common
~ o0mee kpaTHoe; least common
~ oflnee HaMMeHblllee KpaTHOE

multiprocessing [ malty’ prousesip)
n MHOrompoueccopiag o6paGoT-
Ka

N

negative ['negotivl n 3nak munyca;
Q@ OTpHIaTeJbHE

net [net] n cern; ceTka; cxema

network ['netwak] n cerb, cerTka
cXeMa; KOHTYp; ceTeBo¥ rpadux

no-operation ['nou,opa’reif(s)n] n
X0J10CTaf KOMaHaa

NOR [no} HE (aoruveckas ¢ynx-
HES HIH onepaus)

NOT AND ['nst’znd] HE H (n0-
ruveckas QyHKHHA HJIM omepa-

unus
notation [no(u)’'terf(s)n] ncucrema

CUMCJIEHHSI; 3aMHCh; TpeACTaBJe-
nue; binary ~ pBoMuHOe cuMcie-
nue; coded-decimal ~ kommpo-
BaHHOE JECATHYHOE CUHCHIEHHE;
decimal ~ JecaTHUHOe CuHCIe-
nue; hexadecimal ~ wectnag-
LaTHpHYHOe cuucaeHue; octal ~
BOCHMEPHUHOE CYHCJEHHE

number ['nambs] n uucno; HOMep;
unpa; v CYHTATh; HYMEPOBATh;
permanent ~ NOCTOsSHHOE WYHC-
JI0; temporary ~ BpeMeHHOe YHC-
JI0

numeral ['njum(a)ral]l n uudpa;
YHCJIMTENIbHOE; a YHMCJIOBOJ; 4HC-
neHnni; Arabic ~ apaGckas
nudpa; Roman ~ puMckas nud-
pa
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0

octal ['oki(s)l] a BocbMepHumHR

off-line ['o(:)I'lain} ¢ aBToHOMHEM}
He3aBHCHMBIA

offset ["o(:)fset] n cmemenue; capur

on-line [‘onlain] a HeaBTOHOMHRIH;
3aBUCHMEIH

operation [,opa’reif(s)n] n meficr-
BHe; OfepalHs; peXHM; cpala-
THIBAHUE

operator ['opsreita] n oneparop;
onepauus

option ['opf(a)n} n BHGop; Bapm-
aHT; BEpCHS; ONUHA

order ['a:ds] n komanza; HOpAKOK;
cTeneHb; paspal YHCna

original [a'r1dzonl] a nepeonayamdn-
HBIl; WCXOXHBIN; OpPHIHHAABHBIR

output [‘autput] n BHxXox; BeIBOA;
pe3yJILTaT; MOIHOCTb; BLIXOX-
HOH CHIrHaJ

overflow [‘ouvaflou] n nepemonne-
HHe; H3OBITOK

own [oun] a co6cTBeHHHIR

P

pack [pzk] n ysea; Giox; maker;
Kosloja nepdokapT; v YIJIOTHATH

package ['pzkid3] n moayab; xop-
nyc; OIOK; YNaKkoBKa; mNaKeT;
application ~ npukaanHue na-
xeTn; application program ~
naKer NPHUKAaXHEIXK TPOrpaMM

parameter [pa’raemita] n napamerp;
XapakTepHCTHKa

part [pait] n uacTb; jfonA; ZeTanb}
coBorynuocTs (AJITOJI)

pass [pais] n npoxon; NporoH; npo-
CMOTpP; U NpONYycKarb

path [pa:®] n TpaekTopHs; nyTh;
JOpOXKa; Lenb; JAWHa npobera

pattern ['pat(e)n] n obpasen; mo-
Zeab; wabsoH; cxeMa; HaGop

perform [ps’fom] v BEMONHSTEL; HPO-
WSBONUTL (Oedcmasue)

performance [ps’fomens] #n xapak-
TePHCTHKA; K. I. X.; TMPOHU3BOXH-
TeJLHOCTD =

peripheral [po'rifer(s)l} a nepupe-
pHiiHBI, BHEIUHHA

picture ['pikifs] n uzoGpaxenne;
mabsion




: pipeline ["paiplain] n rpyGa; wHHa;

£ TpyGonpoBoli; v yKJAaAbBaTh -

Hy

lace [pleis] n paspsg; mecto

plate [plert] n nuacruna; naara;
aHox; IHCK (8 namamu 3IBM)

playback ['pletbak] n Bocmpousse-
JeHHue; CYUTHIBAHME

plot [plot] n rpaduk; kpusas; IH-
arpamma

plug-in ['plag'in] a cremusli; cMes-
HBIH

plus [plas] n mmoc; mOMOKHTENb
Has BeJHYHHA

point [pomt] n Touxa; myHskT; Mec-
TO; TOYKa, OTAEJAIOWAS JeCATHY-
HyI0 Apo0b OT IeJOro uHc/Ia;
binary ~ IBOMYHAs TOYKa (3ams-
Tag); decimal ~ jecaTHuHas
Toyka (3anstasn); fixed ~ dpuxcu-
poBanHasi Touka (3anstas); float-
ing ~ mnaBamoulas TOYKa (3amd-

[\

Tas)

pointer {'pomnts] n crpenka; yxa-
satenb (npubopa)

positive ['pozativ] a nomommutens-
HBIH

possess ' [pa’zesl v obnanath, Baa-
nerb; ~ the value npuaHMaTh
3HayeHHe

power ['paus] n MomHOCTb; SHep-
CUsI; CUJIA; CNOCOGHOCTD; CTEMNEHb

‘precede [pri(:)'std] v mpeauwectso-

. BaTb; IPEBOCXOAHTDL

preceding [pri(:)'skdig]l a npeame-
CTBYIOIIMH

precision [pri’si3(s)n} n ToumoCTS;
~ instrumenf TouHBIH mnpuGop

predetermine {'pridr’temin] v npe-
JOTpeReasiTh, NpeApelars

prediction [prr’dikf(e)n] n npex-
cKasaHHe; pacuer; pesyJbTar

presentation [,prezen’terf(a)n] n
npeAcTasieHHe; BOCTPOU3BENEHHE

pre-set [priset] v mpeasapuTeapHO
yCTaHaBJIHBATD

pressure ['prefo] n nanaenue; blood
~ KPOBSIHOE JaBJICHHE

printer ['printa] n neuaraiouee ycT-
. poiicTso

priority [prai’oriti] # npyoputer

probability [,proba’bilitil n sepo-
ATHOCTb .

i procedure [pra’sid3s] n npouenypa;

MeToIHKa npoBeienus (onvima);

~ body Tesio mpouenypsi

process ['prouses] n mnpouecc; npn-
eM; pexHM; Xof; v ofGpabarul-
BaTh

processing ['prousesip] n oGpaSorka

processor ["prousesa] n mpoueccop;
ycrpoiictBo s 00paboTKH RaH-
HBIX; NpOTpaMMa «TPAHCJAATOP;
bit-slice-~ . MEKponpoleccop ¢
paspsAHO-MONy/IbHOR  Opranusa-
nHeH

produce {pro’djus] v npoussonuTs;
NOPOXAATh; CHHTe3HPOBAThH

product ['pradokt] n nponykr; npo-
H3BeJieHHe

program(me) |’prougrem] n mpo-
rpaMma; v DpOrpaMMHPOBaThb; ~
body Teso mporpammbl; applica-
tion ~ mpuKJajHasg nporpamma;
debugging ~ mnporpaMma or-
napku; general-purpose ~ yHu-
BepcaipHas mporpamma; load-
ing ~ mnporpamma-3arpysyuk;
object (language) ~ KoHeuHas
nporpaMma; supervisor ~ mpo-
rpamma-CynepBH3op

programmer ['prougrems] n mpo-
rpammuct; ~ analyst nporpam-
MHCT-aHATHTHK

programming [’ prougramip] n npo-
TPaMMHPOBAHHE; ILIAHHPOBAHHE

property ['propsti] n csolictso; oco-
6GeHHOCTb

provide [pra’vaid] v craGxath;
ofiecnieyHBarh; AaBaTh

pulse [pals] n umnynsc; BHOpanus;
v moceyiaTh HMnOyJbehl; clock ~s
CHHXPOHHZUPYIOLIHE HMIYJAbCH

punch [pantf] n npoGusxa; nepdo- .
pauusi; v neppopHpPOBaTh

purpose {'pe:pss] # HasnaueHwe;
Lesb; HaMmepeHHe

’ Q

quality ['kwoliti] n xavectso; goc-
TOMHCTBO

quantity ['kwontit:] n &gonuuect-
BO; Mafl. BeJHYHHA

query [‘kwisr1] n sampoc Ha oue-
pensb; Borpoc

queue [kju] n ouepemb; ouepea-
HocTh (3anpocos) ) .

quatlent ['kwouf(s)nt] n uacTHoe;
Ko3(pdUIHEHT ’
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R

['rerdiks]
CHCTEMEI

(pl radices) n
cuHCTIes

radix
OCHOBaHHe
Hus

random [‘rendem] a cayuaitnuifi;
I POU3BOJIbHBIH

range [remnd3] n o6nacTk; AManason;
untepBan; 6Gaox (AJI['OJI)

rapid ['rep1d] a Gelcrpoifl, cxophl;
GLICTPOLEHCTBYIOUIH

rate [re1t] n Kos(pduLHEHT; cTeneHb;
CKOPOCTb; 4acToTa; HOpMa

rated ['reitid] a pacueTHsll; HOMH-
HaJIhHBH

ratio ['re1fiou] n oTHomenue; coot-
HOMIEHUe; KOo3p(PHLHEHT

reader ['rids] n cuurHBalowee (uu-
Tapllee) ycrpoicTBo

read-in ['rid'in] n BBOA (3amHch)
nporpaMmbl B namsTb IBM

reading ['ridig] # orcuer (no wra-
se); TOKa3aHHe (UsMepumesbHoeo

npubopa)
read-out ['ridaut] n cuwrTHBanHe
RAaHMHBIX; NOKa3aHHe, BHIBOJ

real [r1al] o BemecTBennunt; ngeficr-
BHTeNIbHEI, DealbHbd; HCTHH-
HBIl; ~-time B HCTHHHOM Mac-
mrabe BpeMeHH

recognition [rekag'nifen] n ono-
3HaBaHHe, pacHO3HaBaHHe; pas-
JIAYEHHe

record ['reko:d] n sanucw; permcr-
pauns; [ri'’ked] v sannceBaTH

recursive [ri'ka:siv] @ pexypcus-
HbIH; IIOBTOPSAIOWHHCS

reduction [r1’dakf(a)n] n coxpame-
HHe; DeAyKIMs; IpeBpalleHHe (8
"Opyeue, Goaee meakue  mepo,
eQuruybl u m. n.); yupoile-

Hue

reference ['refr(o)ns] n ccoka (na
K020-4., 4mo-4.); CHOCKE; €006~
HIeHHe; O6pAIIeHHe; 3TajoH

regeneration [r1,dzens’rerf(a)n] n
BOCCTAHOBJICHHE; Nepesanvch

region ['rid3(s)n} n obaacts, 30Ha;
JAManasoH

register ['redzista] n perucrp; v pe-
THCTPHPOBAThH

relation [r1'le1f(s)n] n oTnowenxe,
COOTHOIUEHHE, 3aBHCHMOCTD,

- CBASH

relative ['reletiv] a oTHoCHTONIbHREI;
CBA3aRHBIA
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relay ['rile1] n pene; ['ri'le1] v nepe-
LaBarhb

release [r1'lis] n ocBoBoxuenme;
pasbeluHenye; v OcBOGOXHATE

reliability [r1,lara’brirts] n nagex- '

HOCTBb

relocation ['rilo(u)’kerf(s)n] n me- |

i

i

pepacnpefieneHue (namamu); ne-’

peMellenHe
remainder [ri'meinds] n ocraToky
PasHOCTb

remote [r1'mout} a gucranunonnsi; |

~ control AUCTaHIHOHHOE yrIpaBs | |

JICHHE

repertoir ['repatwo:] n maGop; co-:

CTaB;
Tyap

CcHCTeMa KOMaHJ,

penep-

replace [ri'pleis] v samensTh; nop-

CTaBJIATE; IepeMenarb

representation [,reprizen’ter f(a)n] n -

upejcrabienne (uucen)

reproduction [ ripro’dakf(s)n] n
BOCIIPOH3BeIeHHE; penpoayK-
s

request [ri"kwest] n sanpoc; Tpe6o-
BalHe

requirement [ri’kwarsmont] n Tpe-
GoBanHe, HeoGXOJHMOe YCJIOBHE

rerun  [‘ri‘ran] n  noBTOpHBIA
NpoXOoA  HJH  NPOrOH  MPO-
IPaMME!

research [11'sa:tf] n nayuno-scenego-
BaTesibckas paboTa

resident [‘rezid(e)nt] n pesupent;
Pe3uJeHTHAA YacThb IMPOrPaMMHl

response [ris’pons] n orser; peak-
IMS; U DearupoBaTh

retrieval [r1*triv(s)l] n nonck (un-
gopmayuu) :

return [ri’ten] n BosBpar, oThauaj
U BO3BpAiaTh, OTHABATb

root [ruwt] n kopenb

root-mean-square ['ruwt’min’skwea}
cpelHeKBapaTHUHOe 3HAYEHHE

rotation [ro(u)'terf(e)n] n Bpame-
HHe; uepeJORaHUE

routine [ru(:)’tin] n (cranmaptHas)
nporpamMmma

rule [ruwll » npasmro; maciura6;
MacwtabHast JaHHelika; slide ~
JgorapHdMuyecKas JHHeHKa -

run [ran] n npoxon; nporon; pa6o-
Ta; U NPOrOHATb (npozpammy);
~ning the code on the computer
IPOrOH NporpaMMBl Ha BHIYHCJIH-
TeJLHOH = MallXHe ’




S

safety ["serft1] n Gesonacmocts; ma-
JexKHOCTD

saturation [ satfo'rerf(o)n] n na-
CHIEHHE

scale [skeill n wkana; macmrra6:
MacmiTabHast JAmnHeHKa

scan [skan] n ckaunposanue; npo-
CMOTp; IIOMCK; pasBepTKa

scheduler [’fedjirla] n nnanmpos-
IWHK  (npoepamnr)

scope [skoup] n wmupukarop; ©o6-
JIacTh JeicTBHA; cdepa paccMoOT-
penus

screen [skrin] n skpam; skpanhas
CeTKa; v 3KPaHHpPOBaTh

searching ['sa:tfip] n nouck

selection [si'lekf(o)n] n BHIGoD;
BLHICOPKA; BHIGOPOYHAs COBOKYII-
HOCTb

self-running ['self’ranip] e cunxpo-
HH3HPOBAHHBIN; CBOGOLHOHAYILK

semiconductor ['semikan’dakts] n
HOMYIPOBONHUK

sense {sens] v cuuTBBaTH; OmOSHa-
. BaTb; BOCIPHHUMATD; ONpENeInTh

sensing ['sensig] n cuuTLBaBwue;
ONO3HABAHNE; - BOCIIPHATHE

sensitivity [,sensi’trviti] n uyscr-
BHT&JILHOCTD

sensor ['sensa] n AaTuMxy, uyscTBH-
TeJbHBIH 9JIEMCHT .

sequence ['stkwans] n nocnegona-
TENIbHOCTh; NMOPSZIOK CJIeJOBAHHS;

pan

service ['savis] n cnyx6a; patora;
00CayKHBAHHE, U OOCIYKHBATH

set [set] n ycranoska; HaGop; MHo-
KECTBO; U YCTAHABJMBATD, ~UpP
o6pa3oBbiBaTb;  GOPMyJIHPOBATD
(sadauy)

sefting-up ['setigp’ap] » cGopka;
MOHTaXK; Hajaika; HacTpoika

share [fea] v neautn(cst), pacnpene-
JISTD

sharing [’ fearig] n nenenune, pasge-
JIeHHe; COBMECTHOe IOJb30BaHHUe,;
time ~ pasjesicHHe BPEMeHH;
paboTa ¢ pasjieicHHeM BpeMeHH

sheet [fit] n amer; GnaHK; cxeMa;

. AHarpamMma; nJuara

shift [fift] n caBur; cmemenme; v
CHABHIaTh; CMemarb ¥

shorthand [’ fothand} n creHorpa-
¢us; cokpamleHHas SalHCh

<

sign: [samn] » sHaK, 06osHavenmey
CHMBOJI; TIPHSHAK

signiticant [sig'mifikent] a swauy.
TeJqpHEI; 3HAYAAN; SHAUHMEIR

similarity [,sim1’leeritt] n nofo6hie

simulation [simju’leif(e)n] # mo-
Je/TMpOBAHHE; HMHTALHS

simultaneous [ sim(s)’temnjos] a
OJIHOBDPEMEHHBIM; COBMeCTHbIH

size [saiz] n pasmep, Besnunua,
00BbeM; eMKOCTb  (namamis)

slicing ['slaisig] n  pasgenenney
paspesaHne Ha vactH; time ~
pasjieJieHHe BpPeMeHH

software ['softwea] n nporpammuoe
(MaTeMaTHuecKoe) ofecneuenye;
support ~  BCOMOTATeJbHOR
NporpaMMHoe obecriedeHHe

solid-state ['solid’steit] a noay-
[1POBOAHHKOBLIA

solution [sa’1(j)wf(s)n] n peurenug
paspelnente (npobaemer u m. n%
pacTBop -

solve [solv] v pemars, paspemaTny
PAacTBoOpAThH

sophisticated [so'fistikertid] a ye-
JIOXKHEHHBIH; TOHKHE (o npubope
um.n.)

source [sys] n ucrounux; mcrox

space [speis] n mpocrpanctso; 06-
JIacTb; KOCMOC; U pAcIOJiaraTh
C HHTEpBaJaMH

spare [spes] n sanac; peseps; a sa-
nacHoM; pe3epBHEIH

special-purpose ['spef(s)l'pa:pas] a
crenyaJH3HPOBaHHBIN

specific [sp1'sifik] a ocoGmii; - xa-
PaKTepHBIH; KOHKDETHHIH

speed [spid] n ckopocTs; OsicTpo-
AeficTBHE

spot [spot] n matho; MecTo; siuefi)
(8 namamu); polarized ~ noas
PH30BaHHBIH  y4YacTOK :

square [skweo] n KBagpaT; npsMo-
YTOIBHHK

stack [stek] n -cTek; crerosas
(MarasHHHAsT) NaMATb; Habop

stage [sterd3} n s7an; crynens; pas-

pan . .
stand-by ['stzn(d)bai) n pesepsnoe
(3amacHoe) obGopyaoBanue
start [stat] n nyck; mawano npg-
rpAMMBi; U 3aNycKaTh; HaunHgfh
state [stert] n coctosimue, nomosicé:
HHe}. CTPYKTYDa; v QopMyanpd-
BaTh :
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statement ['stertmont] n oneparop;
yTBEDXKIEHHe, BHCKasbiBaHHe; ~
body Tesio omeparopa; assign-
ment ~ oneparop NPHCBOEHHS;
conditional ~ ycJjoBHEIl onepa-
Top; declaration ~ oneparop
onucanus; executable ~ wucnoa-
HHTeJbHBIR omepatop (POPT-
PAH)

status ['stertas] n cocrosnue; qua-
lity ~ sHak KauecTBa

step [step] n war; crynens; cragus;
stan  (eviucrerull)

storage ['storidz] n sanomunarmouee
yerpoiicto (3Y); namaTh

store [st>:] v sanommHaTh; XpaHKTD;

stream ['strim] n notox; ~ of
data 1noTOX JaHHEIX

string [strig] # cTpoka; uenouxa;
T1OCJAeA0BATEJBbHOCTh

subprogram(me) ['sab’prougrem] n
ROATPOrpaMMa, YacTb NporpaM-
Mbl

subroutine [’sabru’tin] n nognpo-
rpaMMa, uacTb nporpammsr; lib-
rary of ~s GHOiHOTeKa noAmpo-
rpamMMm

subscriber [sab’skraibs] 7 noanso-
BaTesab; a00HEHT

subsript  ['sabskript] n  uExuHi
HHAEKC,  MOANCTPOYHBIX  CHM-
BOJ

subsequence ["sabsikwans] n nocse-
JIOBATEILHOCTD

subset ['sab,set] n nogMHOXKecTBO

substitute ['sabstrtjut] n samena;
U 3aMEHATH; 3aMeiaTh

subtraction [sob’trekfon} n Brum-
TaHue

success [s(a)k’ses] n ycnex, yaaua

succession [s(a)k’sef(o)n] n mnocie-
AOBATEJIBLHOCTD

sum {sam] n cymma, KosaHuecTso,
MTOT

summary ['samori] n xparxoe co-
lepxaHHe; AHHOTAHUS

supermarket [,sjups’makit] # yun-
BepcaM; GOaMblIOK MarasHH camo-
00cayKHBaHAA

supervisor ['sjwpavaiza] n cynep-
BH30D; INPOrpaMMa-pacnpesend-
Tenb

supplementary [,sapli'ment(s)ri} a
AOTOJTHHTEJbHBILH

supply [so'plai] n mopaua, ucroy--

i2

HHK NHUTaHUS;
TaTh

support [sa’pat] n obecnevenne; nog-
IepxKa; v o0ecHeyHBaTh

surface ['sofis] n noeepxuocTs;
1JIOCKOCTh

switch [switf] n tTymGuep; nepe-
KJI0YaTesb; KOMMYTaTOp; U 1epe-
KJII0YaTh

switching ['switfin]l n nepexmmoue-
HHe; KOMMYTAIlHs

synchronize ['sigkranaiz] v cuuxpo-
HH3HPOBaTh; COINIACOBHIBATH

synthesis ["sinB1sis] n cunres

system ['sistrm] n cucrema; como-
KYMHOCTb; YCTaHOBKA; YCTPOM«
cTBo; binary-coded decimal ~
IBOHYHO-KOLXHPOBAHHAA JeCATHY-
Hasi CHCTEMa CYHCJ/ICHHS

U noxaBarp; IH-

T

table ['terbl] n Ta6anua; cron; moc-
Ka; MJIOCKasg MOBEPXHOCTb

tabulate ['tabjuleit] v csogmaTs
B TabJaHupl, Taby/MHpOBaTh

tape [terp] n Jenrta; v saknempath
(1unKoi) JeHTOR

task {to:sk] n sagaua; mpobiema;
BeTBb  (npocpammel)

technique [tek'nik] » merox; mero-
AHMKa; TeXHHUYeCKHH NpHeM

temporary ['temp(s)rori] a Bpemen-
HBIH

term {tam] n repmun; Tepm; unen;
cemecTp; in ~s of Ha ssmKe; ¢
TOYKH B3DEHHH; B Mpejenax; B
nepeBojie Ha S3HIK

terminal [‘temml] n Tepmunan;
OKOHEUHOe YCTPOHCTBO; KJIeMMa

test [test] n mcmbiTanue; nposepxa;
U IPOBEPATH; KOHTPOJIHPOBATh

theory [’ O1ar1] n Teopus; meron

three-dimensional ["Orid(a)r’men-
fanl] a Tpexmepumii

throughput ['Oruput] n npousso-
AUTEJbHOCTh; MPONYCKHAA CTIO-
cOBHOCTh

time [tarm] n Bpems; Momenr; v
COTNAacoBHLIBATE BO BPEMEHH; ac~
cess ~ BpeMs BHIGODKH; BpeMs
ofpalleHust K NaMsiTH

time-table ['tarm,teibl] n Bpemen-
Has JMarpamma; pacnHcaHMe

timing ["tarmig]l » cornacosanne
BO BPeMeHH; TAKTHPOBKa



tolerance ['tslor(e)ns] n mnycx,

ZONyCTHMOE  OTKJIOHEHRE ™

total [toutl] n cymma; HTOT; a
CyMMapHEIH}

track [trzk] n popomka; kamanm;
TPaKT, nepdopamus

traffic {"treefik] » morox mmdopma-
UM (coollennH); yanunoe ABH-
KeHue

train [trein] n psag; cepust; nenouxra;
TI0CJI€ZI0BATeARHOCT

transfer ['trensfs(:)] n mepenaua;
TlepechUIKa; TNepeHoc; nepexoll;
[traens'fa] v nepesocurs; BhIMOM-
HATH KOMaHLy nepexofa

transform [trans'fom] v npeobpa-
30BLIBaTH; MPeBPAIATh

transient ['trenziant] a nepexoa-
HbIH; nepeMeHHBIN

transistor {iran’sista] n TtpansHc-
TOp; n-p-n junction ~ TAOCKO-
CTHOW TpaH3UCTOP A-p-n THMA

transmit [treenz’mit] v mepenasats

transport ['transpat] n mepenoc;
[epeMelieHre; HPOTSKKA; JeH-
TONPOTAXHHE Mexanusm; [tren-
‘spot] v nepeHoCHTh; NMepeMeniaTh

treatment ['tritmont] n o6paBorxa;
HCCJICNIOBAHHE; AHAJIH3; DelleHHe

trigger ['trigs] n Tpurrep; v 3a-
MycKaTh; OTIHPATb

trouble [’trabl] n meucnpasHocTb;
TOBpexIeHHe

true [tru] a mcrunHbE; v HacTpaH-
BaTh; PeryJ/IHpOBaTh )

truth [trw6] n npasaa; ucTHHa

tube [tjub] n saekTpoHHas Jammna;
BJIEKTPOHHO-IyUeBast TPyGKa

tune [tjun] n Ton; v HacTpamBath

turn {ta:n] n o6opoT; BHTOK; v Bpa-
wath(ca); npespamarb(cs); ~ off
BBIKJIIOUATb; ~ ON BKJIIOYaTh

type {taip] n tun; pox, kmacc; BHA;
v nHcaTh Ha MallMHKe

typeprinter ['taip,printa] n Gyxso-
neyaTalomMA annapar

typewriter ['taip,raite] n numymas

MaluuBKa

U

understandability [,Anda’stands-
,bilit1] # nonaTIEBOCTD

unidirectional [’junid(a)i’rek fonl}
a OJHOHANpAaBJICHHBIR

unilateral ['jun’let(e)r(e)l] a oxs
HoCTOPOHHHHA

unit {/junit] n emwnmua; ycrpof-
cTBO; GJI0K; S/JIEMEHT

universe ['junmvas] n obaacth; co-
BOKYITHOCTbH; BCEJIEHHAsf;- MHP

unknown [‘an‘noun] n HenspecT-
HOE, HEH3BeCTHAfl BEJHUHHA

updating [Ap’deitig] n KoppexTH-
pOBKa; MOJepHH3aLUA; OGHOBJE-
HHE

uptime [ap’'taim} n paGouee (ma-
ITHHHOE) BpeMs

up-to-date ['apto’dert] a compe-
MeHHBIH, HOBeHHIHA

usage ['juzid3] n HcnmoAbsoBanwe,
NpUMEHeHHe; 9SKCIUTyarauus

use [jus] n ucnombsoBanue, npHme-
wenme; [juz] v mcroabsoBath

useful ["jusf(u)l] a nonesnwit; s¢-
(peKTHBHBIH

user [‘juzs] n nosnsoBatenn; abo-
HenT; high-priority ~ nosrsoba-.
Telb C BBHICOKHM HPHOPHTETOM;
remote ~ noab3oBaTesb, pao-

TAIOWHI ¢ JHCTAHUHOHHOTO MYJbe

Ta -

v

valid ['velid] a peficTBuTenbHmf;
O0OCHOBAHHBIH, JAOCTOBEpHBLIH

value ['velju] n 3nauenne; senu-
4HMHA; OLEHKA; U OLEHHBATDH

variable [‘veoriabl] n nepemennas
(Bennuuna); dependent ~ 3aBu-
cuMast nepeMenHas; dummy ~
(¢uKTUBHAS HepeMeHHas; inde-
pendent ~ HeszaBHCHMast nepeMeH-
Hasi; 4 mnepeMeHHHH; ~-length
nepeMeHHOR JJIMHBH

variety [vo'rareti] n pasnoo6pasne;
(of) pan, wMHOXKecTBO

various ['veorios] a pasauunmid,
pasHbfl; pasHOOOpasHHIl

vary ['vear1] v MeHnatb(cs), HaMe-
HsTb(CS1); pa3HoO6Pa3HTh

vehicle ['vitkl] n netatensHuit an-
napar, CpeiCcTBO TNepelBHKEHHS

velocity [vi'los()ti]l n cropocts;
BEKTOp CKopocTH; variable ~
nepeMeHHasi CKOPOCTDb

version ['ve:f(e)n]l n Bapmant; Bep-
cust

view [vji] n Bui; HsoGpaenne;
IpoeRLHs
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violation [,vaislerf(e)n] n Hapy-
{ieHHe; Mam. NPOTHBOPEUHe

visual ['vizjusl] a Busyanbuei; Ha-
VISt THBI

vocabulary [va'kabjulart] n Jek-
CHKa; CJIOBapb; CIHCOK KOMaHJ

voice [vois] n ronoc

voltage {"voultid3] n Hanpsxenue,
pasHOCTb NOTEHUHANOB

W

wave [werv] n Bonua; KoseGanue;
cHrHal .

way [weir] n cmocof; myTe

wear [wea] n HsHoC; cpabaThiBanMe;
U H3HAUIUBATLCH; CpabarhBaTh

wheel [wil] n xoneco; kosecuko; po-

- JIAK; JHCK; counter ~ KoJeco

cyeTuMKa, UHPpoBoe KoJjeco

win [win] a Bemrpoun, noGeia; v
BHIUMPaTh, HOGeAHTDH

wind [waind] n samorxa; v HamMaTHI-
BaTh, MepeMaThiBATh

winding [‘waimndip]
BHTOK; HaMOTKa

wipe-out [‘waip’aut] n crupanme
(¢ Maenumnol senmpt)

wire [wars] # nposomoka; npoBox;
NPOBOAHHUK; LIKHA

wiring ['waterig] n montax; npo-
BOJKA; MEXCOeIHHeHHUS (B HHTer-
pasibHOH CXeMe)

n  o6MOTKa;
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word [wo:d] n cioso; umcno; Kox;
rpynna cumBoJios; call ~ BrI3L-
Balomee coBo; interrupt status
~ CJIOBO O COCTOSIHHH MpephiBa-
HHSl; key ~ K/Ii0UeBOe CJIOBO, OC-
HOBHOe ¢JioBo;. machine (com-
puter) ~ MalIHHHOe CJIOBO, Va-
riable (-length) ~ caoBo mnepe-
MEHHOH JJIHHBI

work [wok] n paGora; v paGorarn;
~ out BhpabartbiBaTh, paspaba-
THIBATH, BHIYHC/IATD

working ['woking] n paGora, neficr-
BHE; onepauusa

workshop ['wokfop]l n cexuus; ce-
MHHAp; CUMIIO3HYM

write-in ['rait()in}] n szanuce

writing [‘rartig] n aanucs; noky-
MEHT

written ['riton] a sanucauuwi;
MHCbMEHHBIH

"z

zero ['z1srou] n Hyab; HyseBas Tou-
Ka

zero-address ['ziorous’dres] a Ges-
ajfpecHuIit

zone [zoun] n soHa; o6nacTh; 30Ha
nepdokapThl; storage ~ 30Ha 3a-
IOMHMHAIOWEr0 ycTPoicTBa
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LIST OF ACRONYMS AND ABBREVIATIONS

AC, ac, a-c 1. automatic computer
ABTOMATHYECKHH KoMubioTep; 2.
alternating current nepemennmit
TOK

AL Assembly Language s3mix ac-
ceM6aepa

ALGOL ALGOrithmic Language
ajaroputMuyeckuit sselk, AJITOJI

ALU Arithmetic/Logic Unit apud-
MEeTHUEeCKOe/JIOTHYeCKoe YCTPOii-
crBO (AJIY)

AMS- Automated Management Sy-
stems aBTOMaTH3HpOBaHHHE CHC-
TeMHl ynpaeJienns, ACY

ASCII American Standard Code
for Information Interchange
AmeprxancKuil CTaHZAPTHBIE Kog
JJisi o6MeHa HHbopManuei

BASIC Beginners  All-Purpose
Symbolic Instruction Code yuu-
BepcasIbHbI CHMBOJMHUECKHH SISHIK
sl HAYWHAIOUWHX NPOrPaMMHC-
ToB, BIVICIK

BESM High-Speed Electronic Com-
puter GEICTPOAeHCTBYIOMIAS SNEKT-
POHHO-BBLIUHC/HTENbHAA MallHHA
(CCCP), BaCM

bit binary digit nBonumas ungpa,
IBOMYHBIA paspsh, OHT

bpi bit per inch 6uT Ha moiim, pas-
pAOB Ha MOHM

bps bit per second 6uT B cerynny,
PaspsAnoB B CeKYHIY

CAD Computer-Aided Design npo-
eKTHpoBaHHe ¢ Homowpio IBM

CAM Computer-Aided Manufactur-
ing mnpOH3BOACTBO C HOMOIIbIO
3BM . ,

CMEA the Council for Mutual Eco-
nomic Assistance CoBer dxomno-
Muveckofi Bsaumonomows, COB

COBOL Common Business Orient-
ed Language asiropHTMHuecKHil
SI3BIK JJIS1 SKOHOMHUYECKHX H KOM-
MepyecKHX 3agay, KOBOJI

cps cycle per second repn, HHKJIOB
B CEKYHLY

CPU Central Processing Unit uens-
panbHbi 610K ynpasaenus, HITY

DASD Direct Access Storage Device
3aNIOMHHAIOIIEE YCTPOHCTBO € Mps=
MBIM JIOCTYIIOM

DBMS Data Base Management
System cucrema ynpassienns Ga-
samu ganmex CYBO

DC, dc, d-c digital computer 1,
‘uudposoit kommbiotep; 2. direct
current NOCTOSHHBIA TOK

EBCDIC Expanded Binary Coded
Decimal Interchange Code pae-
IHPEHHBIR  JBOHYEO-KOLHPOBAH«
HBlll KOA A7 ofMeHa MHPOpMae
uueit (CIUA)

e.g. for example Hanpumep

ES Unified System enunas cucrema
3BM (CCCP)

etc. et cetera u Tak panee :

FMS Flexible Manufacturing Sys-
tems ruGkHe CHCTEMBbl NPOH3BOX-
cTBa
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FORTRAN FORmula TRANsla-
tion anropuTMuuecKuH AWK LA
nayunsx sagau, POPTPAH

fps feet per second ¢byToB B CeKyHAy

HYDAC HYbrid Digital-Analog
Computer ru6puanas nugpo-aHa-
N0roBasi BBIUHC/IHTENbHAS MallH-
Ha .

IBM/650 International Business
Machine/650) cemeficreo BM 1-
r0 TNOKOMEHHs, BHIIYCKAeMOTO
dupmoit UBM (CILA)

IC integrated circuit unTerpanbuas
cxema, MIC

I.e. that is To ectb

in. inch naroiM

/0 Input/Output BBOA/BHIBOA,
sxoa/eBuixo, BB

IPL initial program loading 3a-
rpy3ka HauaJbHOH IPOrpaMMBL

KB kilobit, kiloby e kuaobur, xu-
nobafiT

L label meTxa, uaeHTH(HKATODP, OT-
MeTKa ,

LASER Light Amplification by
Stimulated Emission of Radia-
tion Jnasep

L1SP LIST Processing, LIST Prog-
ramming f3LK IPOrpaMMHPOBa-
Husg st 06pabOTKM CIIHCKOB U
crnucKoBeIX cTpykTyp, JIMICIT

loc location sueiika, mecTomnoJioxe-
HHe, DasMeleHHe

LSI large-scale integration uurer-
paLus BHICOKOIO YDOBHSI

MB megabit, megabyte wmera6ur,
Merabafir

MOS metal-oxide-semiconductor
MeTaJ1-OKHCeN -0y NPOBOLHHK,
MOIT

NC numerical control uudposoe yn-
paBJ/ieHue

n-tuple H-gpatHsiit

op operation onepauus

0S Operating System onepauuon-
pag cucrema, OC

PASCAL s3bIK nporpaMMHpOBaHHS,
MACKA/JIb

PL/1 sspik nporpaMMHpOBAHHA,
/1

PROM Programmable ROM npo-
rpammupyemoe I13Y

pseudo-op pseudo-operation mnces-
foonepauus (KOMaHAa)

R register peructp

RAM Random Access Memory na-
MATb C NPOH3BOJLHON BHIGOPKON

ROM Read-Only Memory nocTosiH-
Haa namsrte, I13Y

Sim 1 Simulator 1 Mogenn 1 (uas-
BaHHe DOGOTA) _

SISI Super Large-Scale Integra-
tion uuTerpauus CBepXBHICOKOrO
ypoBHS

SQRT square root xsajgparublél Ko-
peHb

VISI Very Large-Scale Integration
HHTErpauHs OYeHb BBICOKOIO ypo-
BHS

TERMS USED IN COMPUTING FIELD

Space, Byles (or Bits)
Kilobyte (KB) 1,000
Megabyte (MB) 1,000,000
Gigabyte (GB) 1,000,000,000
Terabyte (TB) 1,000,000,000,000

%

Time Fraction of 1 second
Millisecond (Ms) 1/1,000th
Microsecond (us) 1/1,000,000th
Nanosecond (Ns) 1/1,000,000,000ih
Picosecond (Ps)

1/1,000,000,000,000th



CONJUNCTIONAL AND PREPOSITIONAL PHRASES |

that is why Bor novemy

the ... the sem . . . Tem

till then no Toro spemenn

to some extent no mekoropolt cre-
NeHH

twice as much B 2 pasa Gosbme

under consideration mnpezcrasien-
HBHI# Ha pacCMOTpeHHe

under operating conditions B paGo-
YAX YCIOBHAX

unlike that B ormume or srtoro;
B IPOTHBONOJOKHOCTL 3TOMY

up till now xo cux mop

up to no; BmIOTH Jo

up-to-date HoBefimmil;
HHIR

-used to (-} Infinitive) GmBano

COBpEMeH-

with reference to oTHOCHTENBHO; HE
HarpacHo

with regard to no orHomeHuio K;
OTHOCHTENIbHO

with relation to ornocHTenbHO; UTO
Kacaercs

with respect to no orHomennio &;
OTHOCHTEJIbHO

with the result B pesyabrare uero

within certain limits B onpenenen-
HHIX TIpefiesiax

within the range B npeaenax

without fail naBepHsika; nenpemen-
HO; 006s13aTeJIbHO

without question Hecomuerno

word for word 6yKBaJIbHBL; J0CA0B-
HBIA
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