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The research related to the analysis of living structures (Biomechanics) has been a source of
recent research in several distinct areas of science, for example, Mathematics, Mechanical
Engineering, Physics, Informatics, Medicine and Sport. However, for its successful
achievement, numerous research topics should be considered, such as image processing
and analysis, geometric and numerical modelling, biomechanics, experimental analysis,
mechanobiology and enhanced visualization, and their application to real cases must be
developed and more investigation is needed. Additionally, enhanced hardware solutions and
less invasive devices are demanded.

On the other hand, Image Analysis (Computational Vision) is used for the extraction of
high level information from static images or dynamic image sequences. Examples of
applications involving image analysis can be the study of motion of structures from image
sequences, shape reconstruction from images, and medical diagnosis. As a multidisciplinary
area, Computational Vision considers techniques and methods from other disciplines, such as
Artificial Intelligence, Signal Processing, Mathematics, Physics and Informatics. Despite the
many research projects in this area, more robust and efficient methods of Computational
Imaging are still demanded in many application domains in Medicine, and their validation in
real scenarios is matter of urgency.

These two important and predominant branches of Science are increasingly considered to
be strongly connected and related. Hence, the main goal of the LNCV&B book series consists
of the provision of a comprehensive forum for discussion on the current state-of-the-art in
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Preface

Over the past few decades, raising public awareness of the health, physical activity
sensing creates new demands for smart sensor technology and monitoring devices
capable of feeling, to classify and to provide feedback to users of health and physical
activity in common, accurate and reliable fashion. Monitoring and accurately quantify
the physical activity of users with devices inertial unit on the basis ofmeasurements, for
example, also proved an important role in health management of patients with chronic
diseases. The purpose of this book will focus on MEMS-MOEMS sensor technology
developed in the past few years, describing the scientific achievements on health and
physical activity in addition to the smart systems manufacturing and integration.

Research monograph focuses on the dynamic aspects of microsystems, pre-
senting a detailed numerical analysis of the different types of microsystems, which
are studied from a mechanical point of view, thus focusing on the complex process
and the internal dynamics of elastic structures such as natural vibration modes and
their beneficial use. Computational models proposed to take into account the
interaction between micro devices and parts of the human body. The adequacy
of these models confirmed using experimental precision measurement methods.
Some important issues such as the MEMS assisted for human obesity prevention or
MOEMS based radial pulse measurements are presented in this book.

This monograph is of use to researchers, practitioners and manufacturers in the
field of biomechanical microsystems engineering and may be used by Ph.D. stu-
dents for advanced courses as additional material.

This research was funded by grants (No. SEN-10/15, No. MIP-026/2014 and
No. MIP-081/2015) from the Research Council of Lithuania.

Kaunas, Lithuania Vytautas Ostasevicius
December 2016 Giedrius Janusas

Arvydas Palevicius
Rimvydas Gaidys
Vytautas Jurenas
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Chapter 1
Introduction

Abstract This chapter introduces to the field of microelectromechanical systems
for biomechanical applications. The areas of application of implatable, non-invasive
biomedical sensors as well as the importance of blood pressure and radial pulse
diagnosis using MEMS are discussed.

1.1 Implantable Biomedical Sensors

Strategy for miniaturization and integration gains outstanding value for the health
sector for economic reasons, as well as on the fundamental performance
improvements. Micro devices meanwhile are applied to medical diagnosis and
therapy, particularly for the development of biochemical drugs. Pacemakers, vas-
cular stents, hearing aids, cochlea implants or microelectrodes to stimulate nerves
should be mentioned, which is much more efficient to maintain the function of
human organs, than the former devices manufactured by standard macroscopic
manufacturing methods. Instruments for minimally invasive diagnostics and ther-
apy, as micro-endoscopes and micro-catheter systems are small, but powerful tools
to surgeons and help reduce the time and pain of operations.

Micro acceleration sensors are integrated in the artificial knee joint with a sharp
improvement for patient mobility. Currently, the main developments in the more
advanced micro-technology health care products are aimed at the replacement of
complex organic functions or even complete organs. Extensive progress has been
made in drug delivery systems based on a micro-technology. A very promising
device with a high market potential uses micro nozzles for the generation of
inhalable drugs aerosol with a defined droplet size that is optimal for the absorption
by lung. Commercially available as implantable devices with a micro-capillary
loops for controlled release of analgesics and drugs for cancer. Other drug delivery
systems will be equipped with a programmable micro pumps for precise control of
the release. There is no doubt that the desire for health provides an interesting basis
for progress and gains in medical technology companies, which are able to make
use of the inherent advantages of micro-technology. There are attractive

© Springer International Publishing AG 2017
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opportunities for business, particularly for small and medium-sized enterprises,
while collaborating with physicians and specialists in micro-fabrication.

1.2 Non-invasive Sensors and Application Areas

Nowadays non-invasive methods used for human blood system investigations
mainly are based on applications of ultrasound, laser or infrared light.

Micro spectrometers are used for color measurement as a diagnostic tool for
non-invasive measurement of bilirubin. Dentists use a micro-spectrometers, to
accurately determine the color of teeth for dentures. Well known world company
Futrex is the leader in the devices for the investigation of fat of human body, once
again with non invasive methods. The applications of such devices are very wide,
namely from university students to military soldiers and patients of rehabilitation
hospitals.

The working principle is that during operation Futrex sends safe, a near infrared
light beam to the triceps at certain wavelengths that will be absorbed by fat and
reflected by muscle. Absorption of light is measured to determine the body fat. The
test results are traceable to underwater weighing are displayed instantly for your
customers to see. Using the same background, namely reflection of near infrared
light beam one can easily obtain the concentration of some chemical element of the
blood. Also glucose and cholesterol concentration measurement method, and
non-invasive “in vitro” using nuclear magnetic resonance spectroscopy is widely
used. Measurement comprises a ratio formed by dividing the area of resonance of
the desired analyte, e.g., glucose or cholesterol, in aqueous resonance spectrum of
blood or tissue. In an environment in vivo, the spectrum is obtained by or in
connection with the blood pulsation or by selecting the slice gradient, for example,
used in magnetic resonance imaging. This measurement is then correlated with
conventional serum concentration of the analyte.

Skin test for cholesterol detects early signs of heart disease. The basic advantage
of such method is that the concentration of cholesterol in blood can be measured in
less than 5 min, meanwhile traditional invasive cholesterol measurements usually
takes even up to 24 h. As this method is non-invasive, it is obvious that no needles
are used for this type of analysis that is why it is widely used for the infants and
small kids—without giving them stress.

Nowadays it is possible to get only tail cuff devices for blood pressure and pulse
analysis. The tail cuff can receive only the systolic and diastolic blood pressure
levels, instead of the continuous blood pressure and pulse waveforms detailed
signatures that are desirable for advanced biomedical research. So far commercial
technologies are inadequate for long-term real-time monitoring of blood pressure
and heart rate analysis.

2 1 Introduction



1.3 Importance of Blood Pressure and Radial Pulse
Diagnosis

Blood pressure measurement is one of the most important medical measurements.
Blood pressure is the first assessment of blood flow and still is the easiest parameter
to measure. Thus, it is a convenient measure of the patient’s health, as well as one
of the most important vital functions. The importance of measuring blood pressure
is that it is firmly connected, via the impedance of human organs, with the phys-
iology of the human body, and nearly all physiological processes that are carried in
blood pressure signals, either arterial or venous. Additionally, some features of
arterial blood pressure, such as mean arterial pressure, systolic and diastolic pres-
sure are epidemiologically associated with numerous circulatory system diseases
such as hypertension, obesity, epilepsy and cancer, myocardial infarction, stroke,
congestive heart failure valve, atherosclerosis, and as it regards the problems
associated with diabetes and renal diseases.

The biggest advantage in the field of MOEMS-MEMS-devices is that they open
up entirely new possibilities for more accurate, permanent blood pressure in
real-time measurements. In the 21st century, numerous technologies were devel-
oped and introduced to the market, such as implantable pacemakers, defibrillators,
neural-muscular stimulators, and new classes of biomechanical prostheses (e.g.,
skeletal prosthesis), vascular grafts and heart assist devices. These developments in
the field of biocompatibility and implant surgery have put new tools in the hands of
biomedical engineers working on new arterial blood pressure measurement meth-
ods. Growing confidence in implantable devices can shift the point of gravity of the
non-invasive, less accurate diagnostic tools towards miniature sensors implanted
with high accuracy.

In addition, the newest trends in medicine tend to employ close loop feedback
systems (e.g. in drug delivery devices, pacemakers, implantable defibrillators, etc.)
that require real-time reading of the control signal. Therefore, future
anti-hypertension drug delivery systems most likely will be based on real-time
arterial blood pressure measurements. The same is true for heart assist devices.

All those facts call for long-term, real-time “waveform-capable” methods.
Arguably the best solution to all those problems will be the miniature implantable
blood pressure sensor capable of constant measuring of the real-time blood pressure
waveform. Thus, the future of blood pressure measurements lies in the merger of
arterial tonometry and an implantable device that is an implantable arterial
tonometer.

Arterial tonometry preserves the arterial wall, and if it is applied directly to the
artery, it exhibits superb accuracy. This kind of device has the potential to provide
high accuracy and real-time measurements with low biocompatibility risks. The
risks from insufficient diagnostics and early prophylactics in the field of hyper-
tension could be significantly higher than potential risks of implantation of the
miniature arterial tonometer.

1.3 Importance of Blood Pressure and Radial Pulse Diagnosis 3



1.4 Obesity as the 21st Century Plague

According to the World Health Organization Regional Office for Europe, obesity is
one of the most important public health challenges of the 21st century. It tripled
from the 1980s in the European region and the number of victims continues to grow
at an alarming rate, especially among children, who are our future. Obesity causes
various physical disabilities and physiological problems and excess weight dra-
matically increases a person’s risk of developing a number of non-communicable
diseases like cardiovascular disease, cancer and diabetes. The risk of having mul-
tiple such diseases (co-morbidity) also increases with body weight. Obesity is
already responsible for 2–8% of health costs and they can be as high as 10.4 billion
euros—and 10–13% of deaths in different parts of European Region.

Relationships between physical activity and mortality, cardiovascular diseases
and 2nd type diabetes spread are also well established. Scientific research results
provoked a new term—sitting lifestyle death syndrome—whose indications are
lower bone density, higher sugar levels in blood and urine, obesity, bad aerobic
stamina, tachycardia in calm state, all of the mentioned being the source of dis-
turbance for body organs and systems. Unfortunately, as a result, today’s generation
of adolescents who are less than 25 years old, and make nearly half of the world’s
population, face far more complex challenges to their health and development than
their parents did. It is thus important for people to become motivated regarding the
importance of physical activity and nutrition for their health and wellbeing and be
encouraged to practice a healthy lifestyle. Perception of healthcare should be based
upon the fact that health starts with prevention, by carefully considering nutrition
patterns, activity schedules and predisposition to several diseases, thus about our
complete lifestyle.

There are number of tools that act as a prevention measure to boost person’s
motivation for physical activity and its levels. These tools are produced by
well-known names as Polar, Suunto, Zephyr and others, and are available to buy in
different consumer markets. However they are more oriented to monitor active
physical activities like running, cycling, etc. but not every day physical activities
people do on a regular basis with only few exceptions.

Devices that are oriented for sports tracking usually have a lot of features that are
beneficial to have in sports but are not mandatory for daily monitoring. Such are
heart rate thresholds, GPS, barometer, integrated fitness tests, etc. These sports
oriented devices are usually highly profiled to fit the needs of different sports. The
most popular sports are running, cycling, diving so profiled devices have specific
features that are useful in that particular sport.

Most of these physical activity measurement and evaluation tools use acceler-
ation measurements as their input data. Some of the devices take advantage of other
input dimensions like heart rate data for better accuracy of evaluation and additional
benefits but that also require additional hardware which is inconvenient to wear on a
daily basis.

4 1 Introduction



There is a class of devices that use accelerometer measurements as a primary
data source and are daily physical monitoring oriented. The placement of these
devices is not restricted (meaning there is some freedom the user can have while
wearing the device) thus, measuring errors that occur due to the body rheology,
clothing, etc. cannot be eliminated. These errors are bypassed using statistical
indirect methods to evaluate physical activity levels and minimize errors impact
toward the result. For example: Actismile is worn on a strap around the neck (which
allows unrestrictive movements during more intensive physical activities) and uses
only vertical acceleration data to evaluate physical activity levels by classifying
human activity into 4 different classes. This means that the device can provide only
rough estimates of physical activity levels.

Actigraphy is worn on the waist or arm, and uses a 3-axis MEMS accelerometer
for accelerations recording time changes in magnitude in a range from ±6 g’s. The
output of the accelerometer is digitized into twelve bits (12) analog-to-digital
converter in the range from 30 to 100 Hz. Using software Actilife, the raw data
collected by the device can be viewed directly or further processed. Each sample
was then added by a user-defined time interval is called the “epoch”. This again
provides integrated results with initial acceleration data put through digital filter that
is band-limited from 0.25 to 2.5 Hz. No input corrections are present whatsoever
and with specified digital signal filters applied only the highly filtered accelerations
are used in further calculations.

If the placement of mentioned and similar devices would be more restricted
allowing the implementation of error reduction algorithms, the processing of the
data base that is the input for further analysis and evaluation would likely yield
better (more accurate) evaluation/analysis results.

1.4 Obesity as the 21st Century Plague 5



Chapter 2
Development of Microsystems Multi
Physics Investigation Methods

Abstract The theoretical and experimental methods for the investigation of
microsystems multi physic processes are presented. The FEM method for the
analysis of MEMS in digital environment in combination with experimental data
from holographic interferometry is developed. Numerical–experimental method for
evaluation of geometrical parameters and their usage for characterization of
microstructures is presented. In order to optimise hot imprint method in polycar-
bonate, an elasto-plastic material model for simulation of microstructures hot
imprint method is developed.

2.1 Application of Time Averaged Holography
for Micro-Electro-Mechanical System Performing
Non-linear Oscillations

To perform the analysis of the links of MEMS systems time average laser holog-
raphy [1] may be applied. Time average laser holography is a non-destructive full
field technique, which may be used of investigation and analysis of dynamics of
vibrating amplitudes and static displacements of deformable surface of MEMS
components [2]. In combination with optical and digital holography numerous
numerical methods [3] used for interpretation of patterns of fringes of holographic
interferograms of analysed MEMS. Sometimes because of nonlinearities of MEMS
links interpretation and analysis of holographic interferogram needs additional
numerical investigations. An example of synergy of this methodology is presented
in this chapter. The sequency of manufacturing technology of a micro-
electromechanical switch used for the analysis follows.

The manufacturing of the MEM switch begins with the patterning and reactive
ion etching of silicon using SF6/N2 gas chemistry in the cantilever support area
fabricating microstructures to increase the cantilever bond strength either durability
of the device. After treatment of the substrate in the O2/N2 gases mixture plasma
chrome layer of about 30 nm thickness and gold layer of about 200 nm thickness
were deposited. Patterning of the source, gate and drain electrodes were performed

© Springer International Publishing AG 2017
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using lift-off lithography. Electron beam evaporation was performed to deposit a
sacrificial copper layer with thickness of about 3000 nm. Copper layer covered the
whole area of the substrate. Patterning of the copper layer was performed in two
steps. First of all, the copper layer was partially etched (etchant: H2SO4:CrO3:H2O)
to define the contact tips for the cantilever and etching duration directly determined
the spacing between tip’s top and drain electrode. Next, the copper layer was etched
away to uncover the source cantilever support area. The next step was photo resist
patterning on the top of the sacrificial layer to define the mask for the cantilever
sector and lift-off lithography of the evaporated gold layer with thickness of about
200 nm was performed. Afterwards, the photoresist was spun and patterned once
again in the same sector and thick nickel layer was electroplated (sulfamate elec-
trolyte: Ni(NH2SO3)2:4H2O) fabricating cantilever structure. Finally, the sacrificial
layer was removed away using the same wet copper etchant to release the
free-standing cantilever. The general view of MEMS cantilever is presented in
Fig. 2.1.

The holographic interferogram of MEMS cantilever are presented in Fig. 2.2.
The methodology of recording holographic interferogram is described in [4].
During registration holographic interferogram at first MEMS cantilever was excited
acoustically (Fig. 2.2a). In Fig. 2.2b holographic interferogram is registrated of
cantilever excited by oscillating charge of the drain electrode.

The ordinary fringe counting techniques are applied for the reconstruction of the
field of vibration amplitudes in case of acoustically excited cantilever because the
sinusoidal periodical excitation was used and the methods for interpretation of
time-average holographic interferograms are discussed well.

Fig. 2.1 Microscopic photo of MEMS cantilever

8 2 Development of Microsystems Multi Physics Investigation Methods



The interpretation of holographic interferogram presented in Fig. 2.2b is much
more complicated. The knowing the fact that cantilever excited by oscillating
charge assist as to evaluate holographic interferogram taking into account the
nonlinearities of vibrating surface of cantilever. Because of chaotic processes of
vibrating cantilever the time exposure of recording holographic interferogram
should be managed because longer exposure times produce dark images when the
cantilever is excited by oscillating charge and the pattern of fringes is sensitive to
exposure time and the quality of the holographic images are pure.

The interpretation of pattern of fringes in Fig. 2.2b is much more complicated—
one white and several dark fringes are distributed on the surface of cantilever and it
is quite difficult to understand the dynamics of the cantilever. Moreover, longer
exposure times produce dark images when the cantilever is excited by oscillating
charge and the pattern of fringes is sensitive to exposure time. Developing hybrid
numerical–experimental models of analysed dynamical systems in this case let as to
analyse generated patterns of fringes in holograms of MEMS cantilevers excited by
oscillating charge originated in order to get much more characteristic about the
motion of the objects.

This approach when simulation of the dynamic is used as well as optical pro-
cesses taking place in the analysed systems could help understanding experimental
results.

2.1.1 Phenomenological Model of MEMS Cantilever

To achieve this goal in analysing complex MEMS cantilever motion the develop-
ment of simple one-dimensional phenomenological model is presented in Fig. 2.3.

Governing equation of motion of the system presented in Fig. 2.3 takes the
following form:

Fig. 2.2 Holographic interferograms of cantilever: a holographic interferogram of cantilever
acoustically excited; b holographic interferogram of cantilever excited by oscillating charge
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m€xþ h_xþ kx ¼ FeðxÞ ð2:1Þ

where m, h, k—mass, viscous damping and stiffness coefficients; x—co-ordinate;
Fe—electrostatic force; top dots denote full derivatives by time t. It is assumed that
the charged contact plane is motionlessly fixed at co-ordinate L (Fig. 2.3). Mass
m is negatively charged, while the charge Q of the contact plane varies harmoni-
cally in time:

Q ¼ q sinðxtÞ ð2:2Þ

where q—maximum charge of the contact plane; x—frequency of charge oscil-
lation. Then the electrostatic force Fe acting to mass m is

Fe ¼ C
Q

L� x
ð2:3Þ

where constant C depends from the charge of mass m, density of air, etc.
The charge of the contact plane because of harmonic oscillation provides a

strongly nonlinear response. That is a result because governing equation of motion
is non-linear. The non-linearity of the vibration of the mass m occur when the
frequency of charge oscillation is around the natural frequency of the cantilever
(Fig. 2.4). Usually the frequency of charge oscillation very rarely reaches the
fundamental frequency of the MEMS cantilever only due to the fact that it is very
high and the excitation frequencies are of magnitude lower than fundamental
frequencies.

The developed phenomenological cantilever model is analysed when the exci-
tation frequency is much lower that the fundamental frequency and the differential
equation turns to be stiff and special care is required applying direct time marching
integration techniques. First the system is integrated until the transient processes
cease down. Then the attractor in phase plane x� _x is drawn. Array of attractors as
shown in Fig. 2.5 is built of repetition of such procedure at different values of

Fig. 2.3 One degree of
freedom phenomenological
model of MEMS cantilever
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maximum charge q. The motion of the mass m is almost linear at small excitation.
The form of the stable attractor gradually deforms at increasing excitation what is a
natural result for a non-linear system.

When we use holographic interferometry method how the experimental results
could be interpreted if the analysed object would oscillate not harmonically, but as
shown in Fig. 2.5.

Fig. 2.4 Chaotic motion of mass m in phase plane x� _x at m = 1; k = 1; h = 0.003; x = 0.73;
q = 0.1; L = 2

Fig. 2.5 Stable attractors at m = 0.25; k = 20; h = 0.1; x = 1; L = 2; q = 1, 2, …, 13
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For simplicity we deal with one-dimensional system. Then the intensity of
illumination I in the hologram plane will be:

I ¼ lim
T!1

1
T2

ZT

0

exp j
2p
k
f tð Þ

� �
dt

������
������
2

ð2:4Þ

where T—exposure time; k—laser wavelength; f—scalar time process; j—imagi-
nary unit. When f tð Þ ¼ a sin xtþuð Þ where a, x, u—amplitude, angular frequency
and phase of oscillations, the intensity of illumination takes the form:

I ¼ J0
2p
k
a

� �����
����
2

¼ lim
T!1

1
T2

ZT

0

cos
2p
k
a sin xtþuð Þ

� �
dt

0
@

1
A

2

� 1
m

Xm
i¼1

cos
2p
k
a sin

2p
m

i� 1ð Þ
� �� � !2

ð2:5Þ

where J0—zero order Bessel function of the first kind. It can be noted that

limT!1
R T
0 sin 2p

k a sin xtþuð Þ� �
dt ¼ 0 due to evenness of the sine function, and

that the angular frequency and phase have no effect to the intensity of illumination.
The second approximate equality builds the ground for numerical modelling of the
relationships governing the formation of interference fringes.

If f(t) is not a harmonic process the intensity of illumination can be numerically
reconstructed from Eq. (2.4), but the calculation is more complex than in Eq. (2.5)

due to the fact the integral limT!1
R T
0 sin 2p

k f tð Þ� �
dt does not converge to zero. If

f(t) is a periodic process and Tp is the time length if the period, the approximate
numerical calculation scheme takes the following form:

I � 1
m

Xm
i¼1

cos
2p
k
f t0 þ Tp

m
i� 1ð Þ

� �� � !2

þ 1
m

Xm
i¼1

sin
2p
k
f t0 þ Tp

m
i� 1ð Þ

� �� � !2
ð2:6Þ

where t0—arbitrary selected time moment. If f(t) is a process characterising time
history of a dynamical system setting to a stable limit cycle type attractor, time
moment t0 must be selected large enough so that the transient processed are ceased.
Such calculations are performed for an array of attractors shown in Fig. 2.6. One
hundred separate solutions of Eq. (2.1) are analysed at intermittent values of q in
the range from 0 to 13. The produced intensities of illumination are presented in
Fig. 2.6 (x axis denotes 100 separate problems).
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Remarkable is the fact that the relationship between the intensity of illumination
and parameter q holds the same character as the square of Bessel function in
Eq. (2.5). In other words, the inverse problem of the reconstruction of dynamic
displacements does not have a unique solution. Interference fringes can be formed
when the analysed object performs harmonic vibrations. Very similar interference
fringes will be formed when the object will perform non-linear periodic oscillations.
Thus though time average laser holography is a very attractive technique for
analysis of MEMS cantilever vibrations, the interpretation of experimentally pro-
duced interference fringes is rather complex procedure if one cannot be sure if the
vibrations are harmonic. This effect is illustrated in Fig. 2.7. The presented
non-linear periodic oscillation and harmonic vibration will both generate the same
intensity of illumination corresponding to the centre of the sixth interference fringe.
It can be noted that time average laser holography is insensitive to static shifts of
harmonic oscillations. That follows from the property of Bessel function:

lim
T!1

1
T2

ZT

0

exp j
2p
k

a sin xtþuð ÞþCð Þ
� �

dt

������
������
2

¼ lim
T!1

1
T2

ZT

0

exp j
2p
k

a sin xtþuð Þð Þ
� �

dt

������
������
2

¼ J0
2p
k
a

� �� � ð2:7Þ

where C—constant. Results presented in Fig. 2.7 are remarkable not for the dif-
ference between the averages of non-linear and harmonic vibrations. Interesting is
the fact that two different trajectories generate same intensity of illumination.

Fig. 2.6 Relationship between intensities of illumination and parameter q
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When we have chaotic oscillations the illumination of intensity can be calculated
for certain stochastic time series approximating process f(t). If a time series fi is
normally distributed with variance r2 then, the decay of intensity of illumination
can be calculated as follows:

I � lim
m!1

1
m

Xm
i¼1

cos
2p
k
fi

� � !2

þ 1
m

Xm
i¼1

sin
2p
k
fi

� � !2
0
@

1
A

¼ lim
m!1

1
m

Xm
i¼1

Xþ1

k¼0

�1ð Þk 2p
k fi
� �2k
2kð Þ!

 !2
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Xþ1
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�1ð Þk 2p
k

� �2k
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Xm
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m
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2
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 !

ð2:8Þ

The following identities are used in Eq. (2.8). If f * N(0, r2), then

Ef2k�1 � 0; k ¼ 1; 2; 3; . . .;

Ef2k � 1 � 3 � � � � � 2k � 1ð Þr2k ¼ 2k � 1ð Þ!!r2k; k ¼ 1; 2; 3; . . .:
ð2:9Þ

Fig. 2.7 Two different trajectories generating same intensity of illumination
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It can be noted, that in this case no interference fringes will be formed at all—the
intensity of illumination will gradually decrease at increasing variance r2.

This example shows an ill-posed inverse problem. The problem of interpretation
of motion from the structure of the field of interference fringes has solution only if
the vibration of the analysed system is harmonic. When the oscillations are
non-linear (what is likely in MEMS cantilever dynamics) the interpretation of
pattern of fringes is rather complicated.

2.1.2 FEM Analysis of MEMS Cantilever Performing
Chaotic Oscillations

Virtual numerical environment is used for MEMS cantilever by FEM techniques
with simulation of optical formation of optical holographic interferogram [5]. The
first eight eigenmodes are presented in Fig. 2.8.

Complex dynamic response of the tip of the cantilever is got in case simulation
of the dynamics of cantilever under oscillating charge excitation. The displacement
of the tip of the cantilever is presented in Fig. 2.9. Various time exposures are used
to generate holographic interferograms of the cantilever and the results are pre-
sented in Fig. 2.10.

Fig. 2.8 Time average holographic interferograms of the first eight eigenmodes of MEMS
cantilever
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The complexity of the dynamical processes taking place in the analysed MEMS
systems is illustrated by presented numerical results which validate the theoretical
predictions and help to explain character of MEMS motion.

2.1.3 The Structure of Digital Data Processing

Holographic interferometry data processing system is presented in Fig. 2.11.
Box 1 represents the initial data of the analysis—that is, holographic interfero-

gram holding information about the measured object and interference bands which
denote the time variance of the surface of the analysed body [6]—Fig. 2.12.

Fig. 2.9 Chaotic dynamics of the tip of MEMS cantilever and times of exposure T1–T5

Fig. 2.10 Time average
interferograms of the MEMS
cantilever at different times of
exposure
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Box 2 represents the digital pre-processing of the hologram. The hologram data
is scanned into computer by means of digital camera in automated systems, or by
means of scanner in smaller scale experimental set-up. The digital image is filtered
using noise rejection and intensity balancing algorithms [6].

Numerical identification of interference bands in the pre-processed digital image
is presented in Box 3 (Fig. 2.13). The output of this step is used as a direct input for
the mathematical model processing algorithm (Box 5).

As the formation of interference bands is highly dependent on the geometrical
parameters of the experimental set-up, these parameters are a priory calculated
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Fig. 2.11 Structure of data processing system

Fig. 2.12 Laser holographic interferometry image of a vibrating plate

Fig. 2.13 Digital image of interferogram
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before the experiment and feeded into mathematical model algorithm (Box 5)
together with the data of interference bands [7, 8]. That’s why the developed
interferometry data identification system is especially suitable for automated control
system—once the geometrical parameters are defined for a certain type of object,
the further analysis of a series of objects may be fully automatised as seen from
Fig. 2.11.

When the mathematical model is formed, numerical finding vector of unknowns
is performed (Box 6) [9]. Further the quantitative parameters of the object’s change
may be presented in the graphical format (Box 7)—Fig. 2.14.

2.1.4 The Mathematical Model of the Optical Measurement

The geometry of used vibration measurement scheme is presented in Fig. 2.15,
where i some point with the axes r, t, z of the orthogonal system shown.

R is the vector of spatial vibrations of the i-th point of the pjezo transformer; U,
V, W are the components of the vector of spatial vibrations of the i-th point in the
directions of the coordinate axis r, t, z, respectively; l is the unit vector of lightening
of point i; m is the unit vector of observation of point i; a, bare the angles of unit
vectors of lightening and observation with the coordinate axis r, respectively; c, h
are the angles between the coordinate axis z and the unit vectors of lightening and
observation, respectively.

We consider that the spatial vibrations of the surface point i of the analysed body
are described as:

�RiðsÞ ¼ UiðsÞ îþViðsÞ ĵ þWiðsÞ k̂ ð2:10Þ

where s is time.
The tangential U, V and normal W components of the vector �RiðsÞ at the point

i are expressed as follows

UðsÞ ¼ Ui
0 cosðxsþ aiÞ; VðsÞ ¼ Vi

0 cosðxsþ biÞ;
WðsÞ ¼ Wi

0 cosðxsþ ciÞ
ð2:11Þ

Fig. 2.14 Deformation
vector of the vibrating plate
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where Ui
0;V

i
0;W

i
0 are the amplitudes of forced vibrations at point i in coordinates r,

t, z, respectively.
The amplitudes of forced vibrations are expressed by representing them through

the eigenmodes of vibrations [10]:

Ui
0 ¼

Xk
j¼1

Au
j F

u
ij;

Vi
0 ¼

Xk
j¼1

Av
j F

v
ij;

Wi
0 ¼

Xk
j¼1

Aw
j F

w
ij ;

ð2:12Þ

where Fij is the amplitude value of the j-th eigenmode of vibration at point i, which
is calculated according to the analytical expressions by taking into account the
conditions of fastening of the analyzed body, Aj is the influence coefficient of the j-
th eigenmode of vibrations, k—the number of given eigenmodes of vibrations; of
course, by taking into account the presented relationships it is clear that in order to
calculate the components of the vector of spatial vibrations it is necessary to
determine Fu

ij;F
v
ij;F

w
ij ;A

u
j ;A

v
j ;A

w
j ; ai; bi; ci.

The values Fu
ij;F

v
ij;F

w
ij are calculated according to the known analytical

expressions that are used in theory of vibrations for the calculation of the ampli-
tudes of vibrations of eigenmodes by taking into account the geometry of the body
analyzed and the boundary conditions of its fastening [9].

The parameters Au
j ;A

v
j ;A

w
j ; ai; bi; ci are to be determined from the measured

experimental data.

Fig. 2.15 The scheme of
optical measurement
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According to the characteristic function of distribution of the interferention
bands on the surface the following nonlinear algebraic equation is constructed:
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ð2:13Þ

where k is wavelength of the laser lighting; X is calculated from the holographic
interferograms at the centers of dark interferentional bands; Ki

r;K
i
t ;K

i
z are the

projections of the sensitivity vector that are calculated by taking into account the
optical scheme of the holographic measurement.

The nonlinear algebraic Eq. (2.13) is solved according to the method presented
in [10]. Thus, the following equation is derived from time average holographic
interferogram data:
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We differentiate the obtained equation with respect to the unknowns and con-
struct a matrix the columns of which will be respectively

GðiÞ
j ¼ @fi

@Au
j
; GðiÞ

jþ k ¼
@fi
@Av

j
; GðiÞ

jþ 2k ¼
@fi
@Aw

j
; j ¼ 1; 2; . . .; k; ð2:15Þ

GðiÞ
1þ 3k ¼

@fi
@ai

; GðiÞ
2þ 3k ¼

@fi
@bi

; GðiÞ
3þ 3k ¼

@fi
@ci

;

If the number of holographic interferograms is made for the point i for different
angles of lightening is q and the total number of the data sets is formed, then the
dimensions of the matrix G will be q � 3(2k + 3) [10].

For the given vector of unknowns
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B ¼ ðAu
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u
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u
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w
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w
2 ; . . .;A

w
k ; a; b; cÞ ð2:16Þ

we will seek for the solution of nonlinear algebraic equation by using iterations in
the following form:

r ¼ C�1P

C1j ¼
Xq
i¼1

GðiÞ
1 GðiÞ

j ; Pj ¼ �
Xq
i¼1

fiG
ðiÞ
j ; j ¼ 1; 2; . . . 3þ 3kð Þ ð2:17Þ

Numerical solution of Eq. (2.17) produces a spatial deformation vector, which
may be represented in a graphical format. The solution of the system enables the
reconstruction of special surface deformations of the measured object.

2.1.5 Vibration-Assisted Spring-Loaded Micro Spray
System. Design and Principle of Operation

The spring-loaded microspray system for drug supplying in vessels is presented.
The spring-loaded microspray system consist from the rigid steel spring made of
turns without gaps and capable to ensure the system tightness in case of drug
supplied under fixed pressure to the sealed spring. The spring-loaded batcher is
shown in Fig. 2.16.

Let us suppose that the inlet opening of the spring-loaded microspray system is
at the middle of the spring. Another end of the spring 1 is tightened and fixed to
transverse vibration vibrator 4.

When the spring is at rest it does not leak out the liquid drug between the turns
(the close contact between the turns provides the tightness of the spring).

Fig. 2.16 Spring-loaded microspray system: 1 spring; 2 ball; 3 connecting spring; 4 transverse
vibration vibrator
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Then, when the transverse vibrations are excited by the help of the vibrator in the
form of standing wave in the spring, the spaces between the turns appear, which
provide the possibilities for the drug leak out. The half-wave are excited in order to
ensure that their amplitude peak phases appeared at the liquid centers of inlet
manifold (Fig. 2.17).

It is obvious, that when the piston moves down the rarefaction is caused, which
intakes the liquid drug into the vessels.

This is shown only one of the possibilities to arrange the spring loaded micro
spray system. The other solution could be to arrange the spring-loaded system in
case when we need to excite transverse vibrations, e.g. in the shape of a single
half-wave. This would provide the possibility for a separate spring micro spray
system loaded to operate independently.

Fig. 2.17 Spring loaded micro spray system: a micro spray to spring moving upper direction;
b micro spray at spring is moved to down position
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2.1.6 Theoretical Substantiation of Possibilities
for the Batcher Functioning

The rigid coiled spring could be considered as a duct. Let us suppose, that within
the range of spring strains analyzed, the material elasticity is constant, therefore,
dependence on the strain amount from the applied force is directly proportional. If
the spring is affected by the axis strength force, the existing winding area will be
proportional to the spring elongation.

The increased surface of elongated spring will be determined, when it is coiled
into the arc. The calculation scheme is presented in Fig. 2.18. In the inner part of
bended spring the turns touch each other tightly. Hc I the inner arc curvature range
is q0. It is equal to:

q0 ¼
L
p
: ð2:18Þ

The length of the arc L is equal to:

L ¼ 2pq0
2

¼ pq0: ð2:19Þ

The outer part of the arc between the turns will have the gap d, which being in
the shape of spiral, decreases to 0 in the inner part of the arc. Thus, the gap of spiral
shifting width gap is produced.

Fig. 2.18 Calculation
scheme of the spring
elongation
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The outer arc radius qext is equal:

qext ¼ q0 þ 2ðRþ rÞ: ð2:20Þ

The outer arc length Lext is:

Lext ¼ pqext ¼ p q0 þ 2ðRþ rÞ½ � ¼ p q0 þ rð Þ; ð2:21Þ

where, r—spring-duct diameter. It is equal to:

r ¼ 2ðRþ rÞ: ð2:22Þ

Thus outer arc length Lext is:

Lext ¼ p
L
p
þ r

� �
¼ Lþ pr: ð2:23Þ

Outer arc elongation DL is equal to:

DL ¼ Lext � L ¼ Lþ pr� L ¼ pr: ð2:24Þ

Thus average elongation of the spring DLave is equal to:

DLave ¼ DL
2

¼ pð8þ rÞ: ð2:25Þ

Increased surface of average elongated spring DSave will be equal to:

DSave ¼ 2pRDLave ¼ 2p2RðRþ rÞ: ð2:26Þ

This is the space for the leak out of the part of fuel.
Let us analyze the case, when the spring-duct axis is in the shape of curve, which

is presented in Fig. 2.19.

Fig. 2.19 Spring axis as
curve
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In general case between f að Þ and f bð Þ:

l ¼
Zb

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ½f 0ðxÞ�2

q
: ð2:27Þ

If the excited vibrations are in the shape of sine, the half of its length Lp will be
(Fig. 2.19):

Lp ¼
Z1=4

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ½sin0 x�2

q
¼
Z1=4

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ cos2 x

p
: ð2:28Þ

The spring-duct elongation half-waves DLp will be:

DLp ¼ Lp � l
4
: ð2:29Þ

This elongation of the spring affects the increase of its inner surface:

DSave ¼ 2pRDL: ð2:30Þ

Thus, the outer surface S area change could be expressed as:

S ¼ A0 cos
2p
k
x

� �
sinð2xtÞ; ð2:31Þ

x ¼ 2pf ; ð2:32Þ

where: A0—maximum amplitude of standing waves; x—spring-duct coordinate
along axis; k—length of wave; f—frequency, Hz.

Thus, we could confirm, that the higher the amplitude of spring vibration, the
wider the space between the spring turns and more fuel will leak out between them.

2.1.7 Experimental Analysis of the Spring

In order to calculate amplitude of vibrating spring the methodology is presented in
papers [7, 9, 10].

In Fig. 2.20 it is shown optical scheme for recording holographic interferograms
of the vibrating spring: 1—vibrating spring; 2—high-frequency signal generator;
3—amplifier. The signal monitoring means are; 4—frequency meter, 5—the
voltage amplitude of the power supply is monitored by the voltmeter. The optical
scheme includes a holographic table with a helium-neon laser which serves as a
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source of coherent radiation. At first the beam from the optical laser 6 splits into two
coherent beams and one of them is passing through the beam splitter 7. The another
one, so called object beam, reflected from the mirror 8, and widespread lens 10 and
illuminates the surface of the vibrating spring 1 and, after reflecting from it, illu-
minates the photographic plate 12. The reference beam, reflected by the mirror 9,
and by the lens 11, illuminates the holographic plate 12 where the interference of
these two beams is recorded.

The characteristic function defining distribution interference on the surface of the
vibrating spring is presented in (2.33).

MT ¼ lim
T!1

1
T

ZT

0

exp i
4p
k

� �
Z xð Þ sinxt

� �
dt ¼ J0

4p
k

� �
Z xð Þ

� �
ð2:33Þ

where T—the exposure time vibrating spring onto the hologram, (T � 1/x); x—
the frequency of vibration of spring, k—the laser wavelength of used for recording
holographic interferogram; J0—zero order Bessel function of the first type.

Then, the resulting intensity I of the point (x, y) on the holographic interferogram
of vibrating spring is follows:

I x; yð Þ ¼ a2 x; yð Þ MTj j2; ð2:34Þ

where a(x, y) defines the distribution of the amplitude of the incident laser beam.
The usage of the method of time averaging holographic interferometry allows to
measure steady state vibration. Results of experimental analysis vibrating spring are
presented in Fig. 2.21.

Fig. 2.20 Optical scheme of
the laser holographic
interferometry system:
1 tubular working tube,
2 high-frequency signal
generator, 3 amplifier,
4 frequency meter,
5 voltmeter, 6 laser,
7 beam splitter, 8, 9 mirror,
10, 11 lens, 12 photographic
plate, 13 recorder
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2.2 Numerical–Experimental Method for Evaluation
of Geometrical Parameters of Periodical
Microstructure

Optical modulator is a device that modulates or varies the amplitude of an optical
signal in a controlled manner. Optical modulator generates desired intensity, color
and the like in the passing light by changing optical parameters such as the
transmission factor, refractive index, reflection factor, degree of deflection and
coherency of light in the optical system according to the modulating signal.
A constituent part of the modulator is a diffractive optical element (DOE).

Different methods and materials are used to produce diffraction gratings for
DOEs. On the other hand two-dimensional or three-dimensional periodic structures
of micrometer-scale period are widely used in microsystems or their components,
e.g. as elements of micro-fluidic devices. Long deep groves (in optical terms—
phase diffraction grating) can be used as elements for microscale synthesis, pro-
cessing, and analysis of chemical and biological samples that require manipulation
of microscopic volumes of liquids. Usually this can be accomplished with chips
with micro-channels and microreactors.

Replication technologies such as embossing, molding and casting are highly
attractive for the fabrication of surface relief holograms and diffractive optical
elements microstructures [11]. The combination of replication technology with
other processes such as dry etching and thin film coating can offer new possibilities
in the mass production. The major replication technologies that are in use today [hot
embossing, injection molding and casting (or UV embossing)] employ different
types of polymers. Polymers are receiving global attention for a myriad of planar
photonic and optoelectronic applications including optical interconnects [12],
switches [13], splitters [14], and surface relief structures [15]. This is a direct result
of the relative ease and cost effectiveness with which planar polymeric structures
can be fabricated, with respect to semiconductor and oxide analogs, while main-
taining the requisite performance levels.

Fig. 2.21 Results of
experimental analysis:
holographic interferogram of
vibrating spring at frequency
1.24 kHz a, distribution
amplitude of vibration of
spring b
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For characterization of geometrical parameters of such microrelief structures
usually various construction microscopes are used, mostly scanning electron or
probe microscopes [16]. These direct methods are sometimes destructive and hardly
can be employed for in situ analysis. Therefore indirect optical interference or
diffraction methods are used widely [17].

Measuring diffraction efficiency for the visible light is known as an indirect
method to evaluate geometrical parameters of diffraction gratings [18, 19].
Diffraction efficiency is one of the crucial properties of the optically variable
devices such as kinegrams or 3D holograms [20] that are used widely during last
decade to provide document security [20]. High efficiency diffraction grating is
important as well in a variety of applications, such as optical telecommunications,
lithography, and laboratory spectroscopy [21].

From this point of view optical methods are very flexible and efficient in control
where dimensions of periodic structures are in micrometer range.

2.2.1 Concept of Indirect Method for Evaluation
of Geometrical Parameters of Periodical
Microstructure

All periodical microstructures formed in optical materials are characterized by
relative diffraction efficiencies. Relative diffraction efficiency REi,j is defined as
ratio of intensity of diffracted light Ii,j to the i-th diffraction maxima and j-th
illumination angle with intensity Ij of reflected light or transmitted through speci-
men without micro relief to j-th illumination angle:

RE ¼ Ii;j
Ij
: ð2:35Þ

Comparison of modeled diffraction efficiencies with experimental results could
be used to control variation of geometrical parameters of periodical microstructure
during technological process. Difference cSE (Fig. 2.22) between numerical and
experimental results is calculated using least squares method:
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Fig. 2.22 Difference c versus
depth of periodical
microstructure (sinusoidal
profile period d = 4 lm) for
green laser (k = 532 nm)
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c ¼ 1
k � n

Xk
j¼1

Xn
i¼1

RET
i;j � REE

i;j


 �2
; ð2:36Þ

RET
i;j;RE

E
i;j—numerical and experimental relative diffraction efficiencies to the

i-th diffraction maxima and j-th illumination angle.
Depth of periodical microstructure is in the minimum point of curve c, where the

difference between experimental and numerical results is the smallest. Application
of this method enables evaluation of geometrical parameters with an error of less
then 5%. Good fit of experimental and theoretical relative diffraction efficiencies of
periodical microstructure (sinusoidal profile, depth 105 nm, period d = 4 lm) for
green laser (k = 532 nm) is illustrated in Fig. 2.23. Calculations were confirmed
with atomic force microscope NANOTOP 206.

This method could be used for the non-destructive control of variation of geo-
metrical parameters of periodical microstructure during technological process.

2.2.2 Evaluation of Geometrical and Optical Parameters
of Periodical Microstructure

Figure 2.24 presents AFM photographs of a matrix in silicon (a), matrix polymer
replica (b), matrix in nickel stamp (c) and matrix hot embossed in Al metalized
PMMA layer on PET (d). Table 2.1 summarises the main parameters [period (d),
depth (h) and modulation coefficient (l)] of the investigated diffraction gratings.
The columns denoted as “Measured by AFM” present experimental values of the
grating. As one can see modulation of the diffraction grating is lost during the
replication steps.
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Fig. 2.23 Experimental (1) and theoretical (2) relative diffraction efficiencies of periodical
microstructure (sinusoidal profile, depth 105 nm, period d = 4 lm) for the green laser
(k = 532 nm)
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UV curing plays an important role in cementing of optics or for fabrication of
replicated optics [21]. For replicated optics, shrinkage and form modifications are
usually measured by comparing the replica to the mould geometry after the curing
process has finished [17]. One can see that, producing of UV replica is related to the
production of the reverse grating of the silicon matrix with the higher value of the
period. This fact is known [22, 23] and is related to the expansion of UV replica.
According to [23] in the case of big patterns, a large amount of resist has to be
displaced over a large distance. Thus the polymer in the middle of these patterns
does not flow but it is compressed and stores stresses. This compressed polymer
reacts elastically and when the force is removed, it recovers.

Fig. 2.24 Top-left AFM photographs of matrix in silicon. Top-right matrix polymer replica.
Bottom-left matrix in nickel stamp. Bottom-right matrix hot embossed in Al metalized PMMA
layer on PET

Table 2.1 Main parameters of the investigated diffraction gratings

Diffraction
grating

Period d, lm Depth h, lm Modulation,
h
d

Groove
profile

Measured
by AFM

Simulated Measured
by AFM

Simulated Measured
by AFM

Si
master-matrix

4 4.1 0.5 0.535 0.125 Trapezoidal

UV replica 4.2 4.1 0.47 – 0.112 Trapezoidal

Ni stamp 4.2 4.1 0.4 – 0.095 Sinusoidal

Replica
T = 120 °C

4.4 4.3 0.2 0.195 0.045 Sinusoidal
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The biggest looses of the modulation are found during the thermal embossing
process. It should be noted as well that originally trapezoidal diffraction grating
during production of the Ni stamp and hot embossing is transformed to the sinu-
soidal one.

To follow variations of the geometrical parameters, the diffraction efficiencies of
the periodic structures were registered after the main technological steps.
Figure 2.25 (curves 1, 2) illustrates experimental dependence of the relative effi-
ciency of the first diffraction maximum RE1ð Þ and all maxima RESð Þ versus angle of
incidence for the silicon master matrix. Angles of incidence were varied between 2°
and 47°. Curve 3 (Fig. 2.25) illustrates variation of the relative efficiency as sim-
ulated with the PCGrate-SX6.0 programme. During these calculations trapezoidal
diffraction grating in silicon was considered as rectangular one and the ridge width
as well as depth of the grating was varied systematically to fit the experimental
curve (2) in Fig. 2.25. Geometrical parameters of the simulated grating are pre-
sented in Table 2.2 where they are compared with the corresponding parameters of
the silicon master matrix measured by AFM. Such an approach allows to calculate
angular dependence of the relative diffraction efficiency with high determination
coefficient (R2 = 0.99) and to reconstruct the geometrical parameters of the
diffraction grating from the optical measurements with accuracy better than 10%. In
such evaluations diffraction efficiency of the first diffraction maximum is infor-
mative enough and higher maxima may be ignored during the consideration.

Changes in the shape of periodic structure during the replication can be easily
detected by measuring angular dependence of the diffraction efficiency as it is
shown in Fig. 2.26. In this case angular dependences of diffraction efficiencies of
the structure (presented in Fig. 2.24) are depicted (curve (1) corresponds to the Si
master matrix, curve (2)—matrix in the stamp, curve (3)—matrix embossed in
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Fig. 2.25 Relative efficiencies of the diffraction grating in silicon (master matrix) (d = 4 lm,
h = 0.5 lm, a = 1.9 lm) versus angle of incidence: (1) experimentally measured for the first
diffraction maximum, (2) experimentally measured for the six diffraction maxima, and
(3) computer simulated for the first diffraction maximum
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Al/PMMA structure). Curve (4) presents calculated angular dependence of the
grating produced in Al/PMMA structure using the experimentally defined (by
AFM) parameters of the grating. One can see that low modulation values (as it is
defined from the AFM measurements, Table 2.1) bring to the low value of
diffraction efficiency. High value of determination coefficient (0.95) for the
experimental curve (3) and simulated curve (4) illustrate that sinusoidal profile
describes well the real profile of the grating. A column “Simulated” in Table 2.1
summarizes main results of the computer simulation that can be compared with the
AFM measurement results.

Such an approach appears as an efficient method to analyze hot embossing
process. Figure 2.27 presents the dependence of the relative diffraction efficiency
versus embossing temperature at constant angle of incidence of analyzing light.
Figure 2.28 illustrates angular dependencies of the relative efficiency for two
temperatures of embossing. In all investigated cases [different periods of diffraction
grating curves (1, 2) and curves (3, 4) and different temperatures of embossing
curves (1, 3) and (2, 4)] relative efficiency of resultant replica in Al/PMMA are well
described by sinusoidal profile (as it was shown in Fig. 2.26). One can see
(Fig. 2.27) that sinusoidal profile from Ni matrix is transferred efficiently to the

Table 2.2 Comparison of the simulated geometrical parameters of the silicon master matrix with
the corresponding parameters measured by AFM

Material Results Period
d, lm

Ridge
width, a

Side wall
deviation
angle, /

Depth
h, lm d a

h
lm r.u.a

Crystalline
Si(100)

Measured
by AFM

4 1.9 0.48 82° 0.5

Simulation 4.1 2.1 0.51 90° 0.535

aRidge width in r.u. is calculated as a
d

Fig. 2.26 Angular dependencies of the relative efficiencies of the diffraction grating measured at
different technological steps: 1—Si master matrix, 2—nickel matrix, 3—matrix hot embossed in
Al metalized PMMA layer on PET, 4—simulated diffraction grating
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PMMA within the interval of embossing temperatures 110–120 °C. Within this
interval of temperatures relative efficiency reaches maximum value within the
technologically compatible processes (p = 0.3 MPa, t = 2 s). One can see as well
that this process is sensitive to the modulation ratio of the grating. Our measure-
ments reveal well documented fact [24] that in lower temperature range elastic
response of the polymer dominates and in the region close to the polymer glass
transition temperature plastic flow of the polymer contributes to the efficient shape
transfer. According to our optical measurement results keeping constant pressure
and time of embossing, rheological properties of polymer are expressed better for
the higher period grating. The best relative efficiency was found for the diffraction
grating of 5.6 lm period embossed at 120 °C temperature.

Fig. 2.27 Dependence of the relative diffraction efficiency versus embossing temperature for the
gratings of h = 0.5 lm and different period: 1—d = 2 lm, 2—d = 4 lm, 3—d = 5.6 lm (angle
of incidence of light 3°)

Fig. 2.28 Angular dependencies of relative efficiencies of gratings of h = 0.5 lm and different
period: 1, 2—d = 4 lm, 3, 4—d = 5.6 lm for two embossing temperatures 1, 3—T = 110 °C, 2,
4—T = 120 °C
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2.2.3 Evaluation of Geometrical Parameters with High
Aspect Ratio

However, when the depth (h) of periodic microstructure is higher than the order of
coherent radiation wavelength (k) used for investigation of depth, the periodical
repeatability of theoretical results is obtained (2.29). Therefore there are several sets
of geometric parameters with the good agreement to experimental. In this case,
without the usage of additional measuring instruments such as atomic force
microscopy or scanning electron microscope, it is not possible clearly to identify the
depth of the periodic microstructure. Therefore the methodology, based on com-
parison of optical and numerical results, for determination of deep (micrometers
queue depth) periodic microstructures depth was developed

Analyzing the REi;j dependence on the depth (Fig. 2.29), in the region of the
small depth one can see clearly influence of both factors (angle of incidence and
wavelength). One can see that applying higher wavelength results in the shift of
these dependencies to the right and this shift is more pronounced for the higher
angle of incidence.

According to the simulation results (Fig. 2.29), dependence of the relative
diffraction efficiency of the zero diffraction maximum versus depth of grating is a
periodical function. This phenomenon can be easily understood in terms of optical
path length difference produced in the reflection diffraction grating (Fig. 2.30). One
can understand that additional optical path length difference distance D in the phase
diffraction grating can be calculated using a geometrical model. This optical path

Fig. 2.29 Simulated dependence of the relative diffraction efficiency of the zero order diffraction
maxima on the depth of groove of the phase diffraction grating (diffraction grating in silicon,
d = 12 lm) for different light wavelength (441.6, 532, 632.8 nm) and incidence angles (5°, 25°): 1
—wavelength 441.6 nm and illumination angle 5°; 2—wavelength 532 nm and illumination angle
5°; 3—wavelength 632.8 nm and illumination angle 5°; 4—wavelength 441.6 nm and illumina-
tion angle 25°; 5—wavelength 532 nm and illumination angle 25°; 6—wavelength 632.8 nm and
illumination angle 25°
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length difference depends on the incidence angle a, refraction index of medium (n1)
and depth (h) of the phase diffraction grating:

D ¼ n1 d1 þ d2ð Þ; ð2:37Þ

D ¼ n1h
cos a

ð1þ sinð90� 2aÞÞ: ð2:38Þ

One can understand as well that constructive interference condition:

D ¼ mk; m ¼ 0; 1; 2; . . . ð2:39Þ

will define depth of the diffraction grating (for fixed angle of incidence) where
maximum value for the zero maximum will take place. Changing the angle of
incidence (a) or wavelength will result in the change of D, and, as a result, change
of position of maximum versus depth of the grooves. These dependencies (integer
number of wavelengths versus depth of the grating) are summarized in Fig. 2.31.

The cross of the horizontal line (Fig. 2.31) corresponding D ¼ 1k or D ¼ 2k in
the case of deep grooves allows predicting depth of the grating corresponding to the
maximum intensity of the zero maximum (i.e. in this case for 441.6 nm wavelength
and 5° illumination angle they correspond to h = 0, 220 and 440 nm). These
evaluations are in good correlation with the simulation results done with “PCGrate”
(Fig. 2.29). One can understand that grating of the different depth then discussed
ones will produce maxima at different angle of incidence.

In similar way, depths of diffraction grating providing minimum value of the
zero maximum can be easily calculated putting

D ¼ ð2mþ 1Þk=2; m ¼ 0; 1; 2; . . . ð2:40Þ

This condition defines depth of diffraction grating corresponding to the mini-
mum of the zero order maximum (or maximum of the first order maximum). By the
way, this condition defines optimal depth of the diffraction grating working as a
beam splitter (zero order maximum is equal to zero and the first order maxima have

Fig. 2.30 Geometrical model
explaining optical path length
difference in a rectangular
phase reflection diffraction
grating
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maximal value). This condition in our case looking for the first optimal situation
(Fig. 2.29) should be satisfied at the depth equal to 110 nm.

Measuring relative diffraction efficiencies with three wavelengths one can get
additional information—relative diffraction efficiency dependence on the wave-
length. For example, comparing differences between relative diffraction efficiencies
measured with red green and blue light wavelengths we have three additional
parameters—differences between relative diffraction efficiencies: for red–green,
red–blue, green–blue light. This situation is explained in Fig. 2.32. Combining
values of experimental and theoretical relative diffraction efficiencies as well as
experimental and theoretical differences between relative diffraction efficiencies
measured with different wavelengths one can avoid problems related to the peri-
odical dependence of REi;j versus depth. In such case three more parameters related
to the different wavelength relative diffraction efficiency should be analyzed:

RDR�G;j ¼ RER;j � REG;j

RER;j
; ð2:41Þ

RDR�B;j ¼ RER;j � REB;j

RER;j
; ð2:42Þ

RDG�B;j ¼ REG;j � REB;j

REG;j
; ð2:43Þ

where:

RDR�G;j is relative difference between relative diffraction efficien-
cies of zero maxima for wavelengths 632.8 and 532 nm;

Fig. 2.31 Number of integer wavelengths in optical path length difference versus depth of the
rectangular phase reflection diffraction gratings produced in silicon (calculated for angles of
incidence 5°, 25° and wavelengths 441.6, 532, 632.8 nm): 1—wavelength 441.6 nm and
illumination angle 5°; 2—wavelength 441.6 nm and illumination angle 25°; 3—wavelength
532 nm and illumination angle 5°; 4—wavelength 532 nm and illumination angle 25°; 5—
wavelength 632.8 nm and illumination angle 5°; 6—wavelength 632.8 nm and illumination angle
25°
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RDR�B;j is relative difference between relative diffraction efficien-
cies of zero maxima for wavelengths 632.8 and 441.6 nm;

RDG�B;j is relative difference between relative diffraction efficien-
cies of zero maxima for wavelengths 532 and 441.6 nm;

RER;j;REG;j and REB;j are relative diffraction efficiencies of zero maxima for red,
green and blue lasers.

2.2.4 Investigation of Microstructures of High Aspect Ratio

Validation of the proposed model was performed on a system of channels of the
micro-fluidic device (reflecting diffraction grating). SEM view of the fabricated
micro-fluidic device in silicon is demonstrated in Fig. 2.33. According to the SEM
measurements, the period of microchannels was 12 lm, ridge width 9 lm and
groove width 3 lm.

The modeling results of reflection diffraction grating were used for indirect depth
evaluation of the deep periodic structures—micro-fluidic device in silicon. Two
approaches were used for the depth determination of microstructures:

I—comparing values of theoretical ant experimental relative diffraction effi-
ciencies REi;j for three different wavelengths (k 2 (632.8, 532, 441,6 nm)) and five
values of incidence angle (j 2 (5°, 10°, 15°, 20°, 25°)).

II—comparing experimental and theoretical differences between relative
diffraction efficiencies RDR�G;j;RDR�B;j;RDG�B;j

� �
obtained with three different

wavelengths for five values of incidence angle (j 2 (5°, 10°, 15°, 20°, 25°)).
In the first case experimental values of angular dependence of relative diffraction

efficiency of the second, first and zero order maxima were compared with the
computer simulated ones for different depth of diffraction gratings for various
illumination angles of visible light.
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Fig. 2.32 Dependence of the experimental relative diffraction efficiencies of zero order maxima
measured with three lasers (632.8, 532, 441.6 nm) versus illumination angle: 1—wavelength
441.6 nm, 2—wavelength 532 nm; 3—wavelength 632.8 nm
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During this process we have calculated the coefficients of correspondence to the
different depth cREdepth;j of simulated diffraction gratings (for different irradiation
angles) to the corresponding experimental values of relative diffraction efficiency
(2.44). To find the depth of the grooves these coefficients calculated for different

irradiation angles were averaged and average value aREdepth

 �

was calculated

according to (2.45). The dependence of average of coefficients versus range of
possible depth then was plotted (Fig. 2.34).

cREdepth;j ¼
1
n

X
i

RET
i;j � REE

i;j


 �2
; ð2:44Þ

aREdepth ¼
1
k

X
j

cREdepth;j; ð2:45Þ

where RET
i;j and REE

i;j are theoretical and experimental relative diffraction efficien-
cies of i-th maxima at j-th illumination angle, n is number of measured maxima and
k is number of illumination angles.

One can see that cREdepth;j ¼ f hð Þ is a periodical function, i.e. direct comparison of
simulation results of relative diffraction efficiency and experimental relative
diffraction efficiency in the case of one wavelength enables us to define depth of the
grooves with some period only. To avoid this uncertainty multiple wavelengths
were used in this case. Comparing experimental values of relative diffraction effi-
ciency of 5 diffraction maxima (±2, ±1, 0) for three different wavelengths and
corresponding theoretical relative diffraction efficiencies, the depth of the channels

Fig. 2.33 SEM view of channels of micro-fluidic device (the reservoir connecting the channel
system), scale bar 10 lm
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was defined as a minimum of the average of aREdepth ¼ f ðhÞ for all three different
wavelengths. According to Fig. 2.34 this minimum is in the vicinity of 3790 nm.

Results obtained in the first approach were compared with the calculations made
using the second approach. In this case three functions aR�G

depth ¼ f ðhÞ; aR�B
depth ¼ f ðhÞ

and aG�B
depth ¼ f ðhÞ defined according to Eqs. (2.46)–(2.48) were plotted as function

of depth of grooves as it shown in Fig. 2.35.
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Fig. 2.34 Average sum of squared differences between simulated and experimentally measured
relative diffraction efficiencies for different wavelengths lasers versus depth of the rectangular
phase reflection diffraction gratings produced in silicon: 1–632.8; 2–532; 3–441.6 nm
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Comparing experimental values of relative differences between the zero order
relative diffraction efficiencies maxima measured with three different wavelengths
and corresponding theoretical relative diffraction efficiencies, the depth of the
channels was defined as a minimum of all three curves aR�G

depth; a
G�B
depth; a

R�B
depth

(Fig. 2.35) for different wavelengths (632.8, 532 and 441.6 nm) in the vicinity of
3760 nm. The depth of grooves of microstructures can be specified from the
minima of average curves aDEdepth and aRDdepth (Fig. 2.36). It was found that the depth is
equal to 3775 nm.

This range of depths (3760–3790 nm) is in good agreement with the results of
SEM analysis demonstrating feasibility of the proposed method. Contrary to the
direct method (SEM or AFM) the proposed analysis combining computer simula-
tion and experimental results of relative diffraction efficiency versus different angle
of incidence and wavelength of employed light can be used for in situ analysis e.g.
control of kinetics of microfluidic device.

2.3 Polycarbonate as an Elasto-Plastic Material Model
for Simulation of the Microstructure Hot Imprint
Process

2.3.1 Theoretical Background for Finite Element Model
of Hot Imprint Process

The aim of the hot imprint model is to help the pattern and mold designer predict
the main flat imprint parameters, namely, the loads, temperature and velocity fields,
the overall geometric changes of deformed pieces, as well as the optimum condi-
tions for the flat imprint process.

Stoyanov et al. [25] in nano-imprint forming (NIF) process used four steps:

Fig. 2.36 Average curves of aREdepth (1) and aRDdepth (2) versus depth of the rectangular phase
reflection diffraction gratings produced in silicon
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1. Softening of a thin film of formable material deposited on a substrate;
2. Pressing a rigid mould which has the required (negative) pattern of features onto

the formable material;
3. Curing the formable material by cooling down to temperature below glass

transition temperature (Tg);
4. Releasing the mold.

Depending from tool which is used in experiment, hot embossing process model
have one or two heating plates (Figs. 2.37 and 2.38).

Some researches in the modeling and simulation of hot embossing process use
three steps. Depending from requirements of the model and expected results, they
integrate two steps in one, how heating and imprint, cooling and demolding. It is
possible, when created model conform expected and predicted results, and is
adequate by experimental date. He et al. [27] in hot imprint process modeling used
three steps: molding (include preheating), cooling, demolding.

Typical hot imprint process is shown in Fig. 2.39. Black line represents changes
of temperature and dotted line—pressure. In hot embossing process, a thermoplastic
polymer is heated over or near its glass transition temperature (Tg), and a fine mold
is pressed into the polymer. After cooling down below Tg with pressure, the mold is
released and the fine pattern on the mold is transferred to the polymer.

Fig. 2.37 Schematic imprint process diagram with one heating plate

Fig. 2.38 Schematic imprint
process diagram with two
heating plates
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Especially in hot imprint process, cycle time is a very important issue. Substrate
temperature is rising depending on the time during the heating process (Fig. 2.39).
In this process there is no pressure, it equals 0. At the beginning of the second step,
pressure is applied in the model and it stays constant to the end as temperature. At
the beginning of the step three, the mold is removed. It means that pressure
becomes 0 and temperature of the substrate decreases. Velocity of temperatures
decreasing depends from materials and environment.

Some researches simulated and analyzed just one of the hot imprint process
steps. Lan et al. [28] analyzed imprint step and filling ratio at different temperature
and imprinting time. Song and et al. [29] analyzed only demolding step in thermal
imprint lithography. Anyway, the model could be used for detail analysis when it
corresponds the experimental results.

Hot imprint process can be performed isothermally and non-isothermally. The
isothermal hot imprint means the substrate and mold will be heated to the same
temperature during imprint process. The non-isothermal imprints means that the
mold and substrate will be heated to different temperature [30]. Isothermal method
is the most popular process for the hot embossing of solid polymers. The “solid
polymer” refers to the polymer under glassy state and hyperelastic state [31].

Jeong et al. [32] and Juang [26] used isothermal nonlinearity conditions. Juang
[26], Yao et al. [33] created nonisothermal hot embossing model. For thick polymer
substrates (e.g. 2 mm), nonisothermal embossing is desired to minimize the sub-
sequent cooling time.

Depending on the material properties, imprint temperature, solved problems
many mathematical material models are created. Polymers, depending on the
temperature can be classified into three states: glass, semi-molten, flow [34]. The
temperature range is an answer, which material model will be use considered in the
model. Developing a mathematical model, often material properties and parameters
are unknown, so the researches used the experimental results.

The researchers used different material models: hyperelastic, viscoelastic, vis-
coplastic, elastoplastic, visco-elastic-plastic and etc.

Schmid and Carley [35], Day et al. [36] used the hyperelastic model to simulate
polymer material properties in the semi-molten state. They indicated that in
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Fig. 2.39 Typical hot
imprint process
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semi-molten state Tg\T\Tg þ 60 (where Tg is the glass transition temperature)
some amorphous polymer had rubber-like properties.

Krishnaswamy et al. [37] used viscoelastic and viscoplastic models, to simulate
the material properties of a ductile crystalline polymer, such as polyethylene (PE),
at room temperature.

Lin et al. [38] used nonlinear viscoelastic material model for PMMA, where
Young’s modulus, thermo-conductivity coefficient and viscosity are depended on
temperature, pressure and working time. Nicoli [39] developed a
continuum-mechanical constitutive theory aimed to fill the transition state from a
visco-elasto-plastic solid-like to a fluid-like response. In Kiew et al. [40] model, the
PMMA has elastic-plastic property under 120 °C and viscoelastic property when
temperature exceeds 120 °C. This means that PMMA will remain in the solid state
when temperature is below 120° and semi-molten state when temperature is above
120 °C. Kim et al. [41] analyzed thermal NIL process using the viscoelastic
material model for PMMA with a temperature range Tg\T\Tg þ 40. Yao et al.
[33] used viscoplastic material model for PMMA and solved the coupled flow and
heat transfer problem in the nonisothermal embossing process. Jin et al. [42] used
combination of two models: non-Newtonian fluid and linear-elastic solid above the
glass transition temperature. Hirai et al. [43] applied the Moony-Rivlin model to
understand the deformation process of polymer in the nanoimprint process. Young
[44], Juang et al. [26] simulated PMMA as viscous fluid model over it glass
transition temperature. Yao et al. [33] simulated non-isothermal hot embossing
process for PMMA as viscoplastic flow material model. They indicated flow
movement and temperature distribution inside the cavity for different cavity
thickness. Song et al. [29] used viscoelastic material model for the thermal imprint
lithography simulation. Dupaix and Cash [45] created a hyperelastic-viscoplastic
constitutive model for amorphous polymer for hot embossing process.

There are a few hot imprint models for polycarbonate (PC). Lan et al. [28]
obtained a numerical viscoelastic material model based on generalized Maxwell
model for the material near the glass transition temperature (Tg) for PC. A number
of preliminary tensile stress relaxation tests were carried out at 150 °C at different
instantaneous strain to produced stress relaxation curves. These curves were used to
estimate model parameters. Kiew et al. [40] converted temperature-stress-strain
experimental data points into a matrix expression and got the full scale deformation
trend. This method helps the process engineers to gain insights on how the polymer
substrate would behave during the hot imprint process. Lin et al. [38] did uniaxial
compression experiments at various temperatures and creep test in order to obtain
required material parameters for viscoelastic model. The stress/strain data from the
compression test was used to specify the short-term elastic properties, i.e. handles
the instantaneous displacement behavior of the PMMA during the situation of
loading and unloading. The shear stress relaxation modulus from the creep test was
used to specify the time-dependent behavior of PMMA.

The hot imprint process can be modeled as a two-dimensional or a
three-dimensional problem. Both have their advantages and trade-offs. The 3-D
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model is more accurate in its description of the process because it takes into account
the spread (deformation in the direction of the thickness) that the work piece
undergoes. This important factor is ignored by the 2-D plane strain models where
ez ¼ 0. The 3-D method is however more computationally expensive as the number
of elements is increased. One of the most efficient approaches to the simulation of
the flat imprint process is the plane-strain method. 2D model and simulation reduce
the computing time and computer recourses.

Many researchers are used simplified a two-dimensional plain strain model [28,
31, 33, 40]. A small fillet was made on the mold, so as to avoid some impractical
damage of the elements, such as molds penetrate through the element [31, 33, 40]
(Fig. 2.40).

If the pattern of the mold is regular and symmetric just part of the mold with
symmetric boundary conditions could be used for simulation [28]. Some researches
are used in hot imprint process concave and convex mold type [30].

The success and efficiency of a nonlinear material solution depends on the
choice of material model. Even the most complex material models are still sig-
nificant idealizations of the real situation. The material nonlinearities in the hot
imprint process are due to the high degree of plasticity. The plastic behavior is
defined the following:

Yield Criteria: when plastic behavior is expected need tell the solver which
criteria to seek to initiate yielding. The transition from elastic to the plastic state
occurs when the stress reaches the yield point of the material. Yield criteria are a
function of the stresses in the model.

The von Mises yield criterion given by the alternative forms of equation

�r ¼ f rij
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

rx � ry
� �2 þ ry � rz

� �2 þ rz � rxð Þ2 þ 6 s2xy þ s2yz þ s2zx


 �r
¼ rY ;

ð2:49Þ

�r ¼ f rij
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r1 � r2ð Þ2 þ r2 � r3ð Þ2 þ r3 � r1ð Þ2

q
¼ rY ; ð2:50Þ

�r ¼ f rij
� � ¼ ffiffiffiffiffi

J2
p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21 þ s22 þ s23

q
¼ 1

2
sijsij ¼ r2Y

3
; ð2:51Þ

and it says “yield occurs when the equivalent stress (Mises stress) equals the yield
stress in uniaxial tension rY , i.e., �r ¼ rY”, sij—components of the deviatoric stress
tensor [46–48].

Fig. 2.40 Micro thermal
imprint process and its
analytical model: a schematic
diagram of imprint process,
and b simplified plain strain
analytical model
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The yield surface, F, for the Drucker-Prager material law is given by

F ¼ aI1 þ
ffiffiffiffiffi
J2

p ¼ K; ð2:52Þ

where I1 is the first stress invariant and J2 is the second deviatoric stress invariant.
The first stress invariant is defined using the normal stress components:

I1 ¼ rx þ ry þ rz: ð2:53Þ

The second stress invariant is defined by

I2 ¼ rxry þ ryrz þ rzrx � s2xy: ð2:54Þ

The second deviatoric stress invariant can be expressed using the first and the
second stress invariants:

J2 ¼ 1
3
I21 � I2: ð2:55Þ

If two-dimensional plane-strain conditions prevail, the Drucker-Prager criterion
becomes identical to the Mohr-Coulomb criterion if the material parameters a and
K are given by

a ¼ tan/ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9þ 12 tan2 /

p ; ð2:56Þ

K ¼ 3cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9þ 12 tan2 /

p ; ð2:57Þ

where c is cohesion value, /—angle of internal friction [49].
Hardening Rule: determines the material model responds to repeated stress

reversals. The yield point in tension can be expected to be equal to the opposite of
the yield stress in compression.

An Isotropic hardening the compressive yield always equals the tensile yield: the
absolute value defined yield stress.

In order to derive the formula for hardening, total effective strain is given as

eeff ¼ eep þ r
E
; ð2:58Þ

where eeff is the effective strain and eep is the effective plastic strain. Then hardening
criterion is given

rhard ¼ rexp eeff
� �� rY ¼ rexp eep þ r

E


 �
: ð2:59Þ
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A kinematic hardening model will take into account the reduction in the com-
pressive yield point after a stress reversal. Kinematic hardening is said to take place
(Fig. 2.41). It is frequently observed in experiments that, after being loaded (and
hardened) in one direction, many materials show a decreased resistance to plastic
yielding in the opposite direction [50]. This phenomenon is known as the
Bauschinger effect.

The evolution of a kinematically hardening von Mises-type yield surface (in the
deviatoric plane) used to model the phenomenon is shown. The yield function for
the kinematically hardening model is given by

U r; bð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3J2 g r; bð Þð Þ

p
� ry; ð2:60Þ

where
g r; bð Þ ¼ s rð Þ � b ð2:61Þ

is the relative stress tensor, defined as the difference between the stress deviator and
the symmetric deviatoric (stress-like) tensor, b, known as the back-stress tensor.
The back-stress tensor is the thermodynamical force associated with kinematic
hardening and represents the translation of the yield surface in the space of stresses.
The constant ry defines the radius of the yield surface [49].

Flow rule: establishes the incremental stress-strain relations for plastic material.
The flow rule describes differential changes in the plastic strain components as a
function of the current stress state.

By the Prandtl-Reuss flow rule (used for elastic plastic solid formulation) is
given as

_epij ¼ _k
@f rij
� �
@rij

¼ _ksij; ð2:62Þ

_k ¼ 1
sY

ffiffiffiffiffiffiffiffiffiffiffiffi
1
2
_eij _eij

r
; ð2:63Þ

wheresij—components of the deviatoric stress tensor, _eij—components of the strain
rate tensor, _epij—components of the plastic strain rate tensor, _k—flow rule non-

negative factor of proportionality, f rij
� �

—Yield function, sY—yield strength.

Fig. 2.41 Elasto-plastic
hardening models: left
isotropic, right kinematic [51]
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Geometric nonlinearities in the hot imprint process are due to the existence of
large strains and deformations. Contact and friction problems lead to nonlinear
boundary conditions. This type of nonlinearity manifests itself in several real life
situations; for example, metal forming, gears, interference of mechanical compo-
nents, pneumatic tire contact, and crash [52].

For the following reasons, as the specifics of the model, it is necessary to solve
nonlinear deformable body of large displacements, heat transfer and contact
problems.

Strain-Displacement equations describe the basic relations between displacement
and strain, which are shown as Eqs. (2.64)–(2.69).

ex ¼ @u
@x

ð2:64Þ

ey ¼ @v
@y

ð2:65Þ

ez ¼ @w
@z

ð2:66Þ

cxy ¼
1
2

@u
@y

þ @v
@x

� �
ð2:67Þ

cyz ¼
1
2

@w
@y

þ @v
@z

� �
ð2:68Þ

czx ¼
1
2

@u
@z

þ @w
@x

� �
ð2:69Þ

Here ex; ey; ez; cyz; cxz; cxy are linear deformation by x, y, z direction and shear
deformations on yz, xz, xy plane, u, v, w—displacements by x, y, z direction.

Strain compatibility equation is based on the consideration of the continuum
assumption. When we analyze the strain-displacement behavior of a small 3-D
element, we must ensure the continuity of material before and after deformation.
Equations (2.70)–(2.75) are first derived by Saint-Venant from the
strain-displacement equation.

@2ex
@y2

þ @2ey
@x2

¼ @2cxy
@x@y

ð2:70Þ

@2ey
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þ @2ez
@y2

¼ @2cyz
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ð2:71Þ

@2ex
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þ @2ez
@x2

¼ @2cxz
@x@z

ð2:72Þ
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In summary, to obtain the stress distribution by finite element method (FEM),
firstly the force load is transferred to strain load, then displacement load by con-
stitutive equation and strain-displacement equation, respectively. Then, the conti-
nuity equations and strain compatibility equations are solved by finite element
method (convert differential equation to linear equation group) and calculate the
displacement for each element. Finally, the strain and stress for each element are
derived from displacement data by strain-displacement equation and constitutive
equation in sequence [29].

Different processes of heat transfer can take place in one or more of the fol-
lowing methods: thermal conduction, convection and radiation.

In hot imprint process, on top of the material and mold, there is additional heat
loss to the environment due to radiation and convection, heat loss by conduction to
the mold, and temperature change.

Heat transfer conductivity is described according to the formula:

qðTÞcpðTÞ @T
@t

þr �krTð Þ ¼ q; ð2:76Þ

where k—thermal conductivity, q—density, cp—heat capacity, T—temperature, q
—rate of the heat generation.

Contact is a non-linear boundary value problem. During contact, mechanical
loads and sometimes heat are transmitted across the area of contact. If friction is
present, shear forces are also transmitted.

Boundary contact conditions cause huge difficulties and make the convergence
of the model extremely difficult. It is necessary to match the initial geometric shape
as well as possible, but also to introduce test to determine when a node comes into
contact with a rigid or elastic tool. This can be done geometrically, and the node
then restored to the surface if it has apparently crossed the boundary. It is then
necessary to determine whether the normal force has become tensile, before
re-sitting the node [52, 53].

Comsol Multiphysics realized that the contact interaction forms: node to node,
node to surface, surface to surface. FEM analysis is preferred that the surface of the
deformable body share a common node with the rigid body.
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When modeling contact, structural parts that come into contact have to be
defined and consisted of two sets of boundaries, a slave and a master domain. The
slave boundaries can’t penetrate the master boundaries [54].

Describing of the contact, the polymer is as deformable body, that mechanical
characteristics of the parameters is much little than the rigid body. Simulation
assumed that the solid body is non-penetrated.

COMSOL Multiphysics solves contact problems using augmented Lagrangian
method. This method is a combination of penalty and Lagrange multiplier methods.
It means a penalty method with penetration control. The system is solved by
iteration from the determined displacement. These displacements caused by
incremental loading, are stored and used to deform the structure to its current
geometry. If the gap distance between the slave and master boundaries at a given
equilibrium iteration is becoming negative, (the master boundary is penetrating the
slave boundary), the user defined normal penalty factor pn is augmented with
Lagrange multipliers for contact pressure Tn

Tnp ¼ Tn � png if g	 0
Tne�

png
Tn otherwise

�
; ð2:77Þ

g is the gap distance variable between slave and master boundary [54, 55].
Polymers can be classified in standard polymers, technical polymers and high

performance polymers, according to their temperature stability. The group of
thermoplastic polymers is split into the groups of amorphous and semicrystalline
polymers. Further the thermoplastic polymers can be modified with certain fillers in
the micro and nano range to improve the mechanical stability and to reduce ani-
sotropic behaviour in the molded part. Here the size and the shape of the filler in
comparison to the size of the microcavities will limit the use of filled polymers.

Amorphous polymers like PMMA and PC are well suited in thermal imprint
process because of their molecular structure [34]. It is known that the material
property of amorphous polymer is strongly dependent on the conditions, such as
temperature and loading. The material deformation behavior of amorphous polymer
resists is a function of temperature can be classified into three states: glassy state,
rubbery state and flow state [41]. When the temperature is lower than the glass
transition temperature Tg, it is glassy state, in which amorphous polymer acts like a
hard and brittle solid glass. The deformation is reversible. As the temperature is
increased, it goes to a rubbery state, in which the polymer acts like an incom-
pressible or approximately incompressible rubber. From glassy state to rubbery
state there is no strict temperature, “jumping point”, however, there is a transition
region. The temperature range of this transition region is from 5 to 20 °C,
depending on the characteristic of the polymer [56]. From the transition region to
the rubbery state, the polymer shows dual response of reversible and irreversible
deformation for mechanical stress. This property is regarded as the so-called vis-
coelasticity. When the temperature is further increased, it goes to the flow state, in
which the polymer melts and can be regarded as a viscous non-newtonian liquid.
The material deformation is irreversible [41, 47].
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2.3.2 Finite Element Model of Hot Imprint Process

The mathematical model of the process of mechanical hot imprint into polycar-
bonate near it’s glass transition temperature is presented in this chapter.
Experimental results were compared with hot imprint simulations in order to
investigate the effectiveness of the new model. These simulations help better to
understand the mechanical hot imprint process. The modelling and simulation
methodology by FEM including geometrical modeling, boundary conditions,
meshing, material properties, process conditions and governing equations are pre-
sented. FE model was created using Comsol Multiphysics software.

Hot imprint model creation diagram is shown in Fig. 2.42.
The equations of motion, thermal balance, material properties and material

deformations were used to calculate stress, strain, temperature fields, distribution of
mold pressure and filling ratio in each step of the hot imprint process.
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Fig. 2.42 Diagram of creation of the hot imprint FE model
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As discussed in the Sect. 2.3.1 most of the authors of scientific papers divide
mechanical hot imprint process into four major steps:

1. Preheating;
2. Imprint;
3. Cooling;
4. Demolding.

In this modeling (Fig. 2.42) the elasto-plastic material model was chosen. This
model is simplified by assuming, that polycarbonate can be cooled in a very short
period of time, thus a separate cooling step is not analyzed.

In Sect. 2.3.1 analyzed dependence between temperature and pressure from time
is modified for this model as shown in Fig. 2.43. This model consists from three
steps: heating, imprinting and demolding (Fig. 2.44).

Although many periodical nanometer-scale patterns are defined on the mold, it is
impractical to consider all of them using the FEA. If the cross-sectional shape of the
mold is constant in one direction, as in the line pattern shown in Fig. 2.45,
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Fig. 2.43 Diagram of
mechanical hot imprint
process

Fig. 2.44 Steps of mechanical hot imprint process of periodical microstructure: left heating step;
middle hot imprint step; right demolding step

Fig. 2.45 Geometry of the hot imprint model: left 3D model; middle 2D model; right parts of 2D
mode
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two-dimensional stress analysis is possible. Moreover, if the offset and recessed
pattern of the mold is regular and symmetric, we can assume a two-dimensional
plane strain model of a unit cell of the patterned mold using FE analysis model by
taking into account symmetric boundary conditions (Fig. 2.46 and Table 2.3). To
avoid stress concentration in a finite element node, a small radius was made in the
corner of the mold.

The complete simulation requires two analytical models: thermal analysis, using
the heat transfer module and mechanical analysis, using module of structural
mechanics together with data and solutions. The boundary conditions and initial
values in Comsol Multiphysics software are described in three levels: sub-domains,
edges and points. Figure 2.47 shows two-dimensional (2-D) FEM model of a
Nickel mold, Polycarbonate substrate and boundary conditions.

Plain strain was chosen for analysis. The mold is made of more rigid material
than the polycarbonate, thus it was assumed that the mold has rigid contact surfaces
in FE simulation. Symmetric boundaries were used on two sides of the model.
A symmetric boundary indicates that displacement and temperature gradients across
the boundary are equal to zero. Fixed normal displacement was applied to the
bottom surface of the substrate. Thermal boundary and fixed normal displacement
were used in order to approximate mechanical and thermal boundaries of the
portion of polycarbonate’s surface to the side of cavity (the thickness of the
polycarbonate is much larger than thickness of cavity). Arc of small radius between
mold’s A and B areas is formed, in order to improve the convergence of the
simulation. The initial temperatures of mold and polycarbonate are 293 K. Mold’s
temperature T = f(T, t) is defined as function of mold’s heating temperature T
(Kelvin) and time t (seconds) (Fig. 2.48, Tables 2.4 and 2.5).

Fig. 2.46 Geometrical parameters of the microstructure model

Table 2.3 Model’s
geometrical parameters

Parameters Value

hm—depth of the mold 100 nm

hp—thickness of the polycarbonate 3 mm

2W—length of the cavity 2 lm

2S—length of the ridge 2 lm
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Fig. 2.47 Boundary conditions of the hot imprint process

Fig. 2.48 Models edges numeration

Table 2.4 Mechanical boundary conditions

Constrain

Symmetry plane Free Prescribed displacement

1, 4, 11, 12 3, 5, 7, 8, 9, 10, 13, 14 x ¼ 0; y ¼ 0 2;
x ¼ 0; y ¼ y tð Þ 6

Table 2.5 Thermal boundary conditions

Thermal boundary conditions

Insulation/symmetry
�n �krTð Þ ¼ 0

Temperature
T ¼ T0

Temperature
T ¼ f Ts tð Þð Þ

Convective flux
�n �krTð Þ ¼ 0

1, 11 2 4, 5, 6, 10, 12, 13, 14 3, 7, 8, 9
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The mathematical model for heat transfer by conduction is expressed by the heat
equation:

qcp
@T
@t

�r krTð Þ ¼ 0; ð2:78Þ

where k—thermal conductivity, q—density, cp—heat capacity, T—temperature.
In order to obtain the solution for stress, strain, rate of strain, velocity and

temperature fields within the imprinted polycarbonate, appropriate boundary and
initial conditions must be defined.

The contact’s type in this model is rigid-deformable. The mold is rigid body
(master) and polycarbonate—deformable body (slave). Since the model is a 2-D,
contact boundary conditions are described in pairs of contact edges Table 2.6.

Materials, used for the mold and substrate, together with their properties are
listed in Table 2.7. Nickel was used as a mold material, and it was assumed to be
isotropic and elastic. The material, used as substrate, was polycarbonate. It is
amorphous polymer with a glass transition temperature of about 423 K.

Simulation of hot imprint process using coupled time-depend thermo-
mechanical analysis is presented in diagram (Fig. 2.49). It includes heat transfer,
structural mechanics and contact analysis. Also it takes into account all necessary
material parameters such as thermal conductivity (k in W/mK), density (q in
kg/m3), heat capacity (cp in J/kg K), Young’s modulus (E in N/m2), Poisson’s ratio
(m) and thermal expansion coefficient (a in K−1), which is defined as function of
temperature [42, 57].

Mechanical properties and material behaviour of the formable material during
hot imprint process are extremely important when identifying optimal process
conditions for the manufacture of defect-free nano-structures. An accurate deter-
mination of critical material parameters below or above Tg is considered as a key
requirement for the numerical simulation.

Table 2.6 Contact pairs Master Slave

5, 10, 13, 14 3, 7, 8, 9

Table 2.7 Material properties of the mold and polycarbonate

Mold Substrate

Material Nickel Polycarbonate

Density, kg/m3 8.908 � 103 q(T)

Thermal conductivity, W/m K 90.9 k(T)

Thermal expansion, 1/K 13.4 � 10−6 6.5 � 10−5

Heat capacity, J/kg K 445 cp(T)

Elastic modulus, GPa 200 E(T)

Poisson’s ratio 0.31 m(T)
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The following set of graphs, which is presented by Comsol Multiphysics 3.5a
material library, describes the thermal conductivity, density, Poisson ratio, heat
capacity and Young modulus of the polycarbonate, which is used in hot imprint
process.

In Fig. 2.50 it can be seen how thermal conductivity depends on the temperature.
This is an important fact for the hot imprint process. In this process PC temperature
increases rapidly, this increment significantly influences on the heat transfer
between the mold and the PC.

Elastic-plastic materials are employed in order to describe deformation under
large strain. In this model, polycarbonate is described as elasto-plastic material.

 Coupling 

=f(T ) =f(T )

Thermal analysis Mechanical analysis 

Parametric Time dependent 
solver

Temperature 
distribution

k=f(T ) cp=f(T ) E=f(T ) =f(T ) Elasto-
plastic data

Results 

Stress 
distribution 

nonlinear solver

Fig. 2.49 Diagram of thermo-mechanical analysis

Heat capacity Young modulus Thermal conductivity 

Poisson’s ratio Density 

Fig. 2.50 Thermal dependencies of polycarbonate material parameters
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The micro hot imprint process is being performed near the glass transition
temperature of polycarbonate, at which it behaves like elasto-plastic material. Under
the constant load material would undergo two stages of deformation: an instanta-
neous elastic deformation ee at the beginning of the process, followed by plastic
deformation ep. The total deformation is described as:

e ¼ ee þ ep: ð2:79Þ

The behaviour of elasto-plastic material can be described as a model with a set of
spring and friction components. Rheological models of elasto-plastic body with
hardening are given in Figs. 2.51 and 2.52, where rk—yield strength, E2—mod-
ulus of plasticity, E1—modulus of elasticity (Fig. 2.51).

In Fig. 2.52 means [49]:

tga ¼ E1; tgb ¼ E1 � E2

E1 þE2
: ð2:80Þ

Elastic-plastic models in FE systems require data in the form of elastic constants
in order to describe elastic behavior and parameters, which describe yield, hard-
ening and flow behavior in order to describe plastic behavior.

Fig. 2.51 Schematic diagram
of elasto-plastic model

Fig. 2.52 Deformation
characteristic
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In this model the yield function von Mises was used

rY ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

r1 � r2ð Þ2 þ r2 � r3ð Þ2 þ r1 � r3ð Þ2
r

; ð2:81Þ

where r1; r2; r3 are principal stresses and rY is the equivalent stress.
The yield stress level rys and isotropic hardening ETiso are as a function

depending on temperature:

rys ¼ f Tð Þ; ð2:82Þ

ETiso ¼ g Tð Þ: ð2:83Þ

The hardening function is a function of the effective plastic strain and describes
the behavior, which starts from the yield stress of the material.

The geometrical singularity can cause a high rate polymer deformation. The
accuracy and convergence of the solution depend on the choice of the meshing. As
can be seen in Fig. 2.53, the contact areas have more refined elements than those
areas, which do not have contact during the deformation. Also the mesh at the
symmetrical region is carefully structured and has more refined element than the
rest in domain. The model consists of 5583 finite elements.

The mesh of the model, using triangle quadratic Lagrange finite elements, is pre-
sented in Fig. 2.53. It is fine in the contact between the mold and polycarbonate. Fine
mesh guarantees the convergence of the solution. The triangular element is defined by
six nodes, each having three degrees of freedom: displacement in the nodal horizontal
x and vertical y directions, and temperature. Finite element of Lagrange-Quadratic
type was chosen. This type is used for 2-D modeling of solid structures.

Fig. 2.53 Finite element
mesh
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There are six nodes in this element: three corner nodes and three mid-side nodes.
The displacements (u, v) are assumed to be quadratic functions of (x, y),

u ¼ b1 þ b2xþ b3yþ b4x2 þ b5xyþ b6y2

v ¼ b7 þ b8xþ b9yþ b10x2 þ b11xyþ b12y2
; ð2:84Þ

where bi i ¼ 1; 2; . . .; 12ð Þ are constants.
Several assumptions are made in order to simplify the model. The mechanical

behavior of both nickel and polycarbonate at the simulated scale is governed by the
equation of continuum mechanics, in which we consider all object to be continuous.
The surfaces of contacting bodies are perfectly smooth. Adhesion is neglected. The
cooling step is integrated into demolding step. The contact friction coefficient is
assumed to be zero at the interface between the mold and polymer. No air is trapped
inside the microcavities and buckling phenomenon, due to surface tension, is
ignored. Heat losses to the environment are neglected. The mold remains hot all the
time.

2.3.3 Hot Imprint Process Simulation Results

In general, the simulation model and numerical results provide with useful
understanding of the fundamental formation mechanism during the hot imprint
process and serve as a useful guide for specifying the optimal processing conditions
for variety of hot imprint applications.

Hot imprint process was divided into three steps: heating, imprinting and
demolding. In this case:

(1) Heating. The initial temperature of the mold and polycarbonate is 293 K (en-
vironmental temperature). When the stamp touches polycarbonate, the heating
of the mold up to 421 K temperature begins. During the heating process, the
heat is carried to the polycarbonate and it starts to deform due to the effect of
the heat. The heating step lasts about t ¼ 2� 10�7 s.

(2) Imprinting. During this process, the mold goes down and presses polycar-
bonate, at the same time the contact force between the mold and polycarbonate
increases. Polycarbonate is being further deformated and plastic deformation
appears.

(3) Demolding. In this step, the hot mold T ¼ 421Kð Þ is demolded and finally
polycarbonate is cooled. Polycarbonate assumes the form of the mold’s peri-
odic microstructure.

The model is solved using heat transfer and solid stress-strain application modes
with thermal contact problem between mold and polycarbonate. This multiphysics
polycarbonate hot imprint model includes the heat transport, structural mechanical
stresses and deformations, resulting from the temperature distribution. It allows
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evaluate temperature distributions and stresses in the polycarbonate during hot
imprint process. Obtained theoretical results were compared with experimental.

The imprint pressure is one of the main parameters and has a major impact on
the quality of the replication. Insufficient pressure would result in incomplete filling
of the pattern grooves and may subsequently lead to shape defect. Whereas too high
imprint pressure causes high residual stresses in the polymer during the subsequent
process step.

In Fig. 2.54 the dependence of imprint force from mold displacement is pre-
sented. The negative sign “–“shows that mold moves down and for analysis the
absolute value is used. As shown in the graph, during the heating step the force
increases slowly, this means that polycarbonate is still cold and the resistance force
is high. Point A indicates the end of the heating step and from here the imprint force
increases linearly up to point B—the end of imprint step. At this point the dis-
placement of the mold is equal 0.9 lm. From this point the demolding step starts
and as can be seen from the graph the imprint force decreases linearly till the point
C—end of demolding step. The changes of polycarbonate behavior in each step are
presented below.

1. Heating step

Created model shows how polycarbonate substrate would behave under thermal
load and evaluates temperature, displacement, and a stress fields during hot imprint
process. As shown in Fig. 2.55, maximum Von Mises stress (107 MPa) is located
in the place where the mold’s corner contacts with polycarbonate during the heating
process. Blank mold cavity is partially filled with heated polycarbonate. Von Mises
stress in polycarbonate reaches 107.1 MPa. Temperatural distribution of the spec-
imen is presented in Fig. 2.55 using contour lines. Variation of temperature is in the
range from 295 to 413 K.

Fig. 2.54 Imprint force dependence from mold displacement
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As shown in Fig. 2.56, maximum displacement in x direction (absolute value
1:69� 10�8 m) is also located in the contact place between the mold’s corner and
polycarbonate. The sign “–“ means that the direction of the displacement is to left
side. The arrows demonstrate the direction of total displacement. Then the mold
moves down and the polycarbonate from the right side moves to the left, as shown
by arrows.

Fig. 2.55 Von Mises stress distribution and temperature fields in the polycarbonate during
heating process after 1:9� 10�7 s

Fig. 2.56 Displacements in x direction distribution and total displacements by arrows after
1:9� 10�7 s
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In this model displacement in horizontal and vertical directions of the polycar-
bonate in contact edge (Fig. 2.57), in each hot imprint process step was analyzed.
Heating process lasts only 3� 10�7 s (Fig. 2.58). At the beginning of this process
0\t\1:5� 10�7ð Þ the integral displacement in x direction is equal to zero,
because at this time the temperature of the polycarbonate is still near the initial
temperature. The shifts of the polycarbonate were observed from 1:5� 10�7 s to
2:7� 10�7 s. Polycarbonate is elastic, it means, that polymer after the contact with
mold areas shifts to the empty cavity of the mold. The cavity of the mold is partially
filled with heated polycarbonate. At the time of 2:7� 10�7 s deformations of the
polycarbonate stop. It means the heating process becomes steady.

2. Imprinting step

After the imprinting process (Fig. 2.59) the absolute value of the largest dis-
placement in the x direction is observed in the empty cavity of the mold and in
contact place with polycarbonate. During the imprint process, the mold moves
down from the initial position by approximately 710 nm. Absolute value of the
polycarbonate displacement in the x direction is from 9 to 85 nm. The arrows show
that total displacement after hot imprint process is diverted to down. It means, that
polycarbonate moves down uniformly in all area.

As shown in Fig. 2.60, maximum Von Mises stress (344 MPa) is located in the
place where the mold’s corner and polycarbonate contact. Blankmold cavity is filled

Contact edge

Fig. 2.57 Contact edge in the model
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with heated polycarbonate. Only small cavity remains empty. The temperature in
the upper layer of the polycarbonate reaches the maximum value of 419 K. The
lines of the temperature fields in the sample attain the form of the periodic
microstructure. It means that there is an empty area in the mold of the polycar-
bonate. It appeared due to features of polycarbonate (Fig. 2.61).

During the imprint step 0\t\1:4� 10�7 sð Þ the integral displacement module
increases linearly in x direction (Fig. 2.6). After the imprint step an empty area
remains between the mold and polycarbonate (Fig. 2.59).

Fig. 2.58 Integral displacement in x direction of the contact edge in heating step

Fig. 2.59 Deformed polycarbonate and displacement in x direction distribution and temperature
fields after imprint step
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3. Demolding step

When the mold was demolded and the temperature became equal to the ambient
temperature 293 K, the plastic deformations took place in the polycarbonate. Their
distribution is shown in Fig. 2.62. In this picture we can see how many times and in
what areas they have exceeded the permissible limit of the yield.

Fig. 2.60 Von Misses stress distribution of deformed polycarbonate and temperature fields at
9� 10�7 s after imprint step

Fig. 2.61 Integral displacement in x direction of contact edge in imprint step
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After demolding and cooling processes plastic deformation in the polycarbonate
was observed. Model allows determine areas of the elastic and plastic deformations
in the polycarbonate. The distribution of the ratio of Von Mises stress with yield
strength of the polycarbonate is presented in Fig. 2.62. It shows that in some points
Von Mises stress exceeds yield strength more than 5 times. Maximal ratio was
observed in the corners of the formed structure.

In the demolding step the integral displacement module in x direction increases
step by step (Fig. 2.63). It is so, because mold goes up discreetly.

Fig. 2.62 Areas of the permissible of yield

Fig. 2.63 Integral displacement in x direction of contact edge in demolding step

64 2 Development of Microsystems Multi Physics Investigation Methods



As can be seen in Fig. 2.64, after the demolding, displacement fields in the x
direction remain the biggest at the corner of the mold. The total displacement
arrows are directed down, this means that during the demolding step the mold
moves up and the polymer distributes into the empty cavities.

One of the most important quality parameters in hot imprint process is the
percentage of filling ratio. It is defined as ratio of filled area and all area in
microstructure.

As shown in Fig. 2.65, polycarbonate empty cavity decreases slowly at end of
the heating step (mold moves to 2e−7 m)—70%, then empty cavity rapidly
decreases(when the mold moves to 2.3e−7 m)—10%. At the end of imprint step
empty cavity is reduced till 2% but in demolding step the empty cavity slightly
increases and remains about 4%.

Fig. 2.64 Horizontal direction displacement fields at 7.1e−7 s, arrows represent total displace-
ments in PC after demolding

Fig. 2.65 The dependence of non filling cavity from mold displacement
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2.3.4 Finite Element Model Verification

The hot imprint experiment was performed on polycarbonate in order to check the
validity of the results of imprint model simulation. A lamellar microstructure of 4
lm period and 100 nm depth was used in hot imprint process (Fig. 2.66). It was
imprinted into polycarbonate of 3 mm thickness at 148 °C temperature, 15 s time
and 5 Atm pressure. This set (temperature, time and pressure) of parameters was
experimentally determined by obtaining the replica of best quality. The experiments
were made in these intervals: temperature—100 to 150 °C, time—5 to 15 s,
pressure—1 to 5 Atm.

It is impossible experimentally to obtain the similar dependence as shown in the
model results in Fig. 2.65. The initial microstructure (nickel mold) and obtained
results were compared on the basis of AFM measurements.

Polycarbonate replication results are shown in Fig. 2.67. Figures 2.66 and 2.67
represent data, which were scanned with Matlab package and interpolated nearest
neighbor method. The empty area of polycarbonate is about 10%.

This shows that the difference in comparison with simulation results is
approximately 2.5 times. So we can say that the model is well made and is suitable
for analysis and evaluation of the material behavior.

Fig. 2.66 Microstructure of nickel: left 3D surface; right profile

Fig. 2.67 Polycarbonate: left 3D surface; right profile from AFM
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Chapter 3
MEMS Applications for Obesity
Prevention

Abstract Accurate measurements of the dynamics of the human body begins with
the measurement data by filtering the acceleration signal evaluation taking into
account the different types of human daily physical activity. Considering acceler-
ation measuring device attached several location areas are defined on the body. The
methodology of the design of micro acceleration measuring device is presented.
The adequacy of accelerometer mathematical model to the physical tested experi-
mentally using a special technique, which consists of six CCD cameras.
Methodology and a special method for qualitative analysis of the human body
surface tissue motion is presented. Multi level computational model assess the
rheological properties of the human body surface. Interesting behavior is observed
when comparing the two stages of the jump: the upper position when the velocity is
zero, and the maximum speed during landing. Simulation results show that reduced
surface tissue rheological model is independent of belt tension force, which is used
for mounting the device. Qualitative evaluation of vertical jump, proved that the
disregard of human body surface tissue rheological properties are a source of errors
(up to 34%) in the analysis of human body movement.

3.1 Capacitive MEMS Accelerometers for Human Body
Dynamics Measurements Structural Parameter
Identification

New technology usually begins with the experiments. All that was ever built, must
have been developed in the first place. This is immediately followed by modeling,
as one wants to know how well the device works before it is built, in such a way the
expensive experiments can be reduced. Modeling methods and tools enable the
analysis of the existing project. The design itself is largely dependent on the
experience, knowledge and creativity of the designer. Optimal synthesis methods
have the potential to reduce this dependence on the human designs by automatically
generating user-specified requirements [1]. Micro accelerometer synthesis
algorithms have been successfully applied for the automatic marking of
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micromachined-surface accelerometers [2]. The condition for synthesis was a set of
lumped parameter models that are properly connected to the device behavior using
physical design variables. Concept, interdisciplinary design and optimization were
introduced in [3] for the preliminary design of micro gyroscope. Optimizing the
design of such a system requires a thorough understanding of the effects of the
combination of working environments, physical and structural parameters of
electronics, as well as processes of their manufacture. The tuning fork gyroscope
was perceived as an example to demonstrate the principle of the necessary multi-
disciplinary design optimization procedures in the design of MEMS. Low-g micro
accelerometer, open loop single crystal silicon, has been designed and manufac-
tured using the methodology of optimization [4]. Topology optimization-based
approach is used in [5] for the development of micromechanical inertial power
amplifiers in sensor applications. The dependence of the geometrical and
mechanical parameters on the optimization is studied. The paper [6] deals with the
possibility of vibration mode control for MEMS devices that have great potential in
a variety of micro-sensor/actuator applications. The advantages and disadvantages
arising from the use of MEMS accelerometers for hand-arm vibration and whole
body measurements are estimated in [7]. The metrological characteristics of the
various sensors are evaluated by determining the frequency response function,
linearity, noise performance, and sensitivity to heat and electromagnetic interfer-
ence. Vibration signals measured in [8] with the MEMS accelerometers are
deployed tangent to the wall part, to assess the level of physical activity in the
room. Accelerometers [9] are commonly used in motion analysis systems to allow
researchers to conduct studies beyond traditional laboratory conditions; however,
existing systems tend to be bulky and not suitable for long-term studies.

Due to the applicability of the research results it is important to clearly define
how and where the device is designed to be attached on the human body. The place
that is chosen must be well justified. The experiment shall be conducted to quali-
tatively and quantitatively determine the influence of human body tissue surface
rheology in relation to the measurement device.

3.1.1 Data Filtering Technique

Assume we have signal X(t) that is sampled using sampling frequency fs to obtain
signal values Xi. The Discrete Fourier Transformation (DFT) can be used to acquire
power spectra of the signal. However windowing must be applied in order to reduce
DFT spectral leakage [10]. Hanning window was chosen as it has rapid side lobe
roll-off in frequency domain and is described by following equation:

w nð Þ ¼ 0:5� 0:5 cos
2pn
N

� �
ð3:1Þ
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where n = 0, 1, … , N − 1; N—number of data samples; w(n)—data sample value
weighting coefficient.

Obtained signal power spectra is plotted both in normalized linear and nor-
malized logarithmic scale plots to see and compare signal power levels at different
frequencies. Noise threshold is visually picked from normalized logarithmic plot
where signal levels compared to maximum signal level finishes dropping and
becomes constant or is far below 0 dB (−200 to −300 dB).

Visually picked threshold is fed to an automated residual analysis process that is
a quantitative tool to define possible filter pass band and cut off frequencies.
Residual analysis is incremental data signal digital filtering process to obtain the
relation between frequency and square differences between unfiltered and filtered
data samples and can be described by following function:

erðff Þ ¼
PN�1

i¼0 Xi � X
_

i

��� ���2
N

ð3:2Þ

where Xi is unfiltered data, X
_

i—data filtered using low pass filter with pass band of
ff and N—number of data samples.

For any low pass signal given function nonlinearly decreases with increasing
frequency until the point where no signal information is lost due to filtering. After
this point function becomes linear as further increase in frequency does not increase
signal information. This turning point is minimal pass band frequency that can be
plugged in low pass and differentiator filters that would filter only noise but not
useful signal information.

Further step is to design and apply Finite Impulse Response (FIR) filter that
takes into consideration given pass band frequency so ready to analyze signal can
be obtained for further processing. FIR filters are used here for the reason that they
always have a finite duration of nonzero values meaning filter stability is guaranteed
[11]. The other highly desired feature is linear phase which in case of FIR filters is
also guaranteed [12].

Additional step might be taken before constructing data filters. If data sampling
frequency fs is high and the bandwidth B of interest is narrow compared to fs then
designed FIR filters will have very high order which means that a big computational
power is required for them to operate. Such problem can be dealt by using so called
decimation. Decimation is the two-step process of lowpass filtering followed by an
operation known as downsampling. Sequence of sampled signal values can be
downsampled by a factor of M by retaining every M-th sample and discarding all
the remaining samples. Relative to the original sample rate fs,old, the sample rate of
the downsampled sequence is

fs;new ¼ fs;old
M

ð3:3Þ
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However, downsampling factor must be whole number that is selected in a way
it would agree with Nyquist criterion:

fs;new � 2B ð3:4Þ

where B is signal bandwidth.
Otherwise spectral aliasing will occur and the signal will be somewhat

corrupted.

3.1.2 Methodology for Human Body Acceleration Signal
Analysis

To determine the characteristics of the digital acceleration signal, and recommen-
dations on the selection of equipment and safe filtering thresholds for use, it is
necessary to analyze the body acceleration signals in order to detect the possible
maximum acceleration and bandwidth of digital acceleration signal. Such an
analysis can be carried out only with quantitative analysis methods such as pho-
togrammetry, which provides accurate and reliable measurement of the image [13].
Cameras and markers were proposed for this analysis as methods with 3D con-
straints (space where tracking is possible) when compared with radiography or
magnetic resonance imaging.

As everyday physical activities contains mostly walking and running the scope
of motion for analysis to walking and running is limited. Experiment when a subject
starts walking very slowly and gradually increases its speed up to the level it can
still handle would fully cover the whole range of acceleration signal, which can be
obtained for each day of physical activity, given the bandwidth and amplitude of the
acceleration signal. However, a treadmill must be used since all activities are to be
performed in a limited space where the tracking using cameras and markers is
possible. Also speed range must be identified.

At the end of 2010, the highest speed of a human was recorded to be
44.72 km/h, as seen during the sprint 100 m Usain Bolt. However, such speed can
be achieved only for a moment in anaerobic state (no oxygen is used to create
energy in muscles). Everyday activities fall into aerobic process thus the speed
range must be identified by analyzing long distance runs. According to Wikipedia,
longer (over 5 km) distances running speed average is around 6 m/s (21.6 km/h),
however such speed is still not sustainable for common man. Taking into consid-
eration that average walking speed is around 5 km/h and the average speed in New
York Marathon is 9.6 km/h (42.195 km in around 4 h 24 min) speed range up to
13 km/h is sufficient to cover all everyday activities.

A minimum set of points on the human body where the motion is to be tracked
must be defined. This set must cover most body parts that participate in human
movements since “full signal picture” is expected. Such minimum set include both
wrists and tarsi where the accelerations could be the largest since legs and hands
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have the most level of freedom for movement. Going closer to the torso, upper arms
and thighs must be tracked as an intermediate area. Finally, hips must be tracked too
as they are close to the mass center of the human body and probably would produce
lowest accelerations. Additional points (chest and back) must be taken to track torso
movement. To sum up, the minimum set of points on the human body where the
motion must be tracked in order to analyze accelerations consists of these locations
(Fig. 3.1):

chest;
back;
right and left biceps;
right and left wrist;
right and left hip;
right and left thigh;
right and left tarsus.

There are two variables that are important for further decision process. Its
acceleration signal bandwidth and acceleration maximum in each of defined
attachment points. Acceleration maximum is required in order to select appropriate
hardware and the signal bandwidth is required in order to design correct data filters
to be used on the data collected by that selected hardware.

Statistical distribution of human traits is normal, only average and dispersion
differs depending on the selected trait. If one test subject is taken and several
measurements are done, average and dispersion can be estimated using statistical
methods. By following normal distribution properties (two-sigma or three-sigma
rule) it is possible to define statistically safe maximum of measured values. One
might argue that one test subject is not enough to safely define parameters maxi-
mums. Thus another test subject’s running and walking can be analyzed by per-
forming the same calculations. Results then can be compared from the statistics
point of view. If the distributions are considered to be the same (normal), no further
test subjects are required. Thus, actual number of test subjects will be identified
during the experiments.

By conducting an experiment that follows given methodology it is possible to
obtain safe acceleration measurement range and acceleration signal bandwidth for
everyday activities.

One more challenge is present when dealing with motion data capturing using
markers and cameras. During walking and running some of the markers might get
hidden from the cameras. This will break collected data integrity rendering it
unusable for analysis. It is important to fill those gaps using clearly defined process
to make the data fully usable. However, only small gaps can be filled. The size of
the gap that can be successfully filled depends on signal sampling frequency fs and
frequency f of the signal itself. The maximum number of missing digital samples
that can be substituted with other values can be expressed as:
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Ng ¼ 3f
4
fs ð3:5Þ

Given criteria will be used to identify if the gaps could be filled with other value.
The mathematical apparatus that is selected as the tool for filling these gaps is cubic
interpolation. Cubic interpolation is selected because it’s not that sensitive to the
high frequency noise present in unfiltered signal as the splines for example. Cubic
interpolation should use at least in 0.1 s. successfully measured data points on both
sides of the gap to fill the gap properly.

3.1.3 Acceleration Measurement Device Attachment
Location Considerations

Results of the analysis of the human body acceleration signals will offer some
recommendations for the accelerometer to choose, as well as the device that will be
developed.

However, its attachment on the body must be considered before developing the
device itself as it may reveal some additional information that might be required.

There are a number of ways and places for a small device with an accelerometer
to be attached on the human body in the physical exercise monitoring application.

Depending on the actual application, such devices can be worn:

• in the waist using the belt clip, or they can simply lie on the bottom of the side
or back pocket (as most pedometers and activity counters worn);

Fig. 3.1 Set of locations to
be tracked on the human body
during the experiment
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• on the chest by means of special belts (common to heart rate monitors), or as
part of a garment (arisen from increasing use of smart textiles);

• on the biceps using special Velcro pouches (quite common for certain types of
activity monitors or GPS tracking devices);

• on the wrist, using the clock—like attachments (common for heart rate monitors
and counters locomotion);

• on the thigh or the tarsus with special belts or pouches (common for running,
walking, or gait monitoring devices for analysis).

Such a wide variety of mounting options evolved from different application
requirements, the end user convenience and usability requirements. The waist, chest
and leg are attractive places for the device to be attached in a physical activity
monitoring applications, as the dynamics of these areas are strongly correlated with
daily activities and normal movements such as walking and jogging. These places
are also very attractive for end users, because the devices out there, as a rule, do not
pose any restrictions on the movement and are comfortable to wear. Combined with
new smart textile technology, these devices may be small portable systems that can
be worn discreetly for an external observer, and provide a level of comfort of casual
clothes. This comfort extends monitoring physical activity to new horizons,
allowing physical activity to be tracked 24/7 over long periods of time.

Although there are many places where some wearable device might be attached,
it is recommended to place it on the waist in the back for physical activity moni-
toring applications as this point is closest to the center of mass of the body and
collected activity data has smallest variance.

However, attachment to the chest area is chosen because of the following:
Application of smart textiles integration into clothes as wearable systems starts

to emerge.
As the final idea is to monitor daily physical activity for long periods of time and

heart work is also very important information to acquire, the only place for such
system not to be distributed is to put everything in one piece that is attachable to the
chest.

Chest area is convenient and comfortable place for the end user to wear such
system as it is unnoticeable for others.

It is concluded that the device should be attached to the chest area.

3.1.4 Methodology for Validation of the Operation
of the Acceleration Measurement Device

When acceleration measurement range and acceleration signal bandwidth is
obtained the operation of such device must be validated. It is important to validate
that such device outputs correct measurements in the defined bandwidth with rel-
atively low errors so the device can be successfully used in further research.
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A dynamic excitation system can be used to validate the operation of acceler-
ation measurement device. Such system would consist of:

Signal generator to control the excitation frequency;
Some stand that has the ability to move according to the given excitation law;
Some tracking subsystem that would capture actual movement of the stand.

Acceleration measurement device must be attached to the stand that is excited
with different frequencies throughout the bandwidth of interest. Then motion data
that is captured by the tracking subsystem can be compared with the data that is
captured by acceleration measurement device. Such comparison of two data sources
would allow making a conclusion on the operation of acceleration measurement
device.

Although the validation process might seem straightforward, it is not. One of the
problems that lie ahead is the attachment of the acceleration measurement device on
the stand. All 3D industrial accelerometers measure acceleration vector referring to
their own coordinate system (Fig. 3.2).

This means that the output signal of the acceleration measuring device is relative
to the accelerometer itself but not to the global coordinate system as one might
think. In a situation when the movement is free, the relation between global
coordinate system and coordinate system of the accelerometer is constantly
changing and that yields the measurements unusable because the reference point for
each data sample is not known (is constantly changing). The reference can theo-
retically be tracked by integrating acceleration data to obtain the information on
how accelerometer’s coordinate system moves in the global coordinate system so
the measurements can be transformed to have global coordinate system as the
reference. However, it is practically impossible due to integration errors and
measurement inaccuracies.

Another accelerometer feature is that it measures not only the acceleration that is
due to its movement but also the acceleration due to gravity. This means that
accelerometer will output acceleration measurement of 0 m/s2 only in free fall
situation or when hanging in space where no gravity is present. In all other sce-
narios the measurement result will be the sum of acceleration due to motion and
acceleration due to gravity and this contaminates the measurements even more.

Fig. 3.2 Coordinate system
of the 3D accelerometer
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So how is it possible to overcome these problems? Well, it isn’t, at least not in
general case. A validation experiment must be designed in a special way that it
would deal with those severe problems just described. As it was said before, the
validation of acceleration measurement device is not that straight forward after all.

The movement of the stand where the acceleration measurement device is to be
attached must be restricted to the uniaxial movement. This restriction can be
exploited to overcome the problem of acceleration due to gravity interfering with
the measurements. As it was mentioned earlier, accelerometers measure accelera-
tion vector projections on its axes X′Y′Z′ (Fig. 3.3). In a special case when it is
guaranteed that coordinate system X′Y′Z′ will not change its relation regarding
angles to global coordinate system XYZ, mathematics to remove acceleration
vector due to gravity g from measurements are described below. Such special case
is obtained by restricting the stand movement to only one axis.

Let’s say a number of acceleration measurement samples are taken following
these two guidelines:

Sampling data for a few seconds in the steady state;
Sampling data for processing.

The average acceleration vector d of sampled time window of few seconds will
not only give the magnitude but also the position of g in respect of accelerometer:

d ¼
Pi¼nþN

i¼n ai
N

ð3:6Þ

where i is sample index, N—number of samples to be used, n—index of first sample
that is included, ai—actual sampled vectors.

Having steady state samples is important because calculated average d is used by
space transformation—rotation around some axis—as a reference vector. Then
vector of length 1 on rotation axis is defined as:

x
y

z

'

y'

z'

g

Fig. 3.3 Accelerometer’s
position in relation to global
coordinate system
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ô ¼ n̂� d
n̂� dj j ð3:7Þ

here n̂ ¼ 0; 0; 1ð Þ.
Rotation angle cosine can be calculated from following equation:

cosu ¼ dz
dj j ð3:8Þ

Every subsequent sample that is measured after the window that was used to get
steady average is transformed using the space rotation formula to gain a trans-
formed data set a�i

� �
:

a�i ¼ ô ô � aið Þþ ai � ô ô � aið Þð Þ cosuþ ai � ô sinu ð3:9Þ

here i ¼ 0; S� 1 where S is the number of data samples.
The equation is rearranged to remove all trigonometry functions:

a�i ¼ ô ô � aið Þþ ai � ô ô � aið Þð Þ cosuþ ai � n̂� d
n̂� dj j sinu

a�i ¼ ô ô � aið Þþ ai � ô ô � aið Þð Þ cosuþ ai � n̂� dð Þ
dj j

a�i ¼ ô ô � aið Þþ ai � ô ô � aið Þð Þ cosuþ n̂ ai � dð Þ � d ai � n̂ð Þ
dj j

a�i ¼ ô ô � aið Þþ ai � ô ô � aið Þð Þ dz
dj j þ

n̂ ai � dð Þ � d ai � n̂ð Þ
dj j

ð3:10Þ

Given transformation yields data transformed in the space where the plane X′Y′
of the accelerometer matches global XY plane. It is pointed out that this only
matches the planes, but not the axes themselves. Such transformation is possible
due to the fact that the accelerometer’s coordinate system’s relation to global
coordinate system regarding angles does not change.

Now it is possible to remove influence of vector g from the transformed data. To
achieve this, g is simply subtracted from all samples in the set (as g and
accelerometer’s Z axis are parallel or in one line):

a��i ¼ a�i � g ð3:11Þ

Now data must be transformed back to its original reference system. To achieve
this one needs to use this formula:
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a���i ¼ ô ô � a��i
� �� a��i � ô ô � a��i

� �� �
cosu� ai � ô sinu

a�i ¼ ô ô � aið Þþ ai � ô ô � aið Þð Þ dz
dj j �

n̂ ai � dð Þ � d ai � n̂ð Þ
dj j

ð3:12Þ

The MATLAB routines transform measurement data so that accelerometer’s Z
axis would be aligned with global axis Z.

Given methodology allows removing the interference of the acceleration due to
gravity and does not require aligning stand movement axis with one of the
accelerometer axes that is required for the data to be comparable. What is more,
such alignment is nearly impossible, because the accelerometer is soldered on the
printed circuit board which is screwed in the enclosure which is put on the stand.
Geometrical relations between each of the mentioned elements are not defined. This
means that relation between accelerometer’s axes and stand movement axis is not
known no matter what. Thus, different approach is needed to make this irrelevant
for comparison.

Such approach would require mounting the acceleration measurement device
without trying to align the axis of the stand movement with one of the
accelerometer’s axis, but rather make them clearly misaligned and use collected
data to obtain that axis from the experimental results. The axis of the stand
movement can be defined as:

x ¼ bx þ kxt
y ¼ by þ kyt
z ¼ bz þ kzt
t 2 R

8>><
>>:

ð3:13Þ

where kx, ky, kz, bx, by and bz are coefficients and t is any real number.
Because the acceleration measurement device is firmly attached to the stand, and

the stand movement is uniaxial, it means that the relation between global coordinate
system and accelerometer’s coordinate system has only one degree of freedom—
distance change between each along the axis of stand movement. This means that
all data samples which are measured by the accelerometer will lie along the same
stand movement axis (assuming no measurement errors are present). However,
measurement errors are unavoidable thus the measured data samples will make sort
of a cloud around the axis of the stand movement. Here, a well-known least square
method can be used to calculate the axis of the stand movement [which equals to
finding all the coefficients for Eq. (3.13)] by obtaining the line that best fits the
experimental data.

To sum up everything that was presented it is concluded that acceleration
measurements must be transformed to match references with stand movement axis
so both data sets would have the same reference and can be compared. This is
achieved by such process:
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1. Acceleration measurements at steady state (when stand is not moving) can be
used to extract accelerometers position in relation to acceleration vector due to
gravity g.

2. Extracted position data is used to transform all acceleration measurement in
space so accelerometer’s Z axis would match vector g. Then g is subtracted from
every measurement and all measurement data is transformed back to its original
position. This way, acceleration measurements which are not affected by pres-
ence of acceleration due to gravity are acquired. Acquired measurements are
used to extract stand movement axis data by applying least square method.

3. All acceleration data samples are rotated in space so accelerometer’s Z axis
would match stand movement axis.

4. Measured acceleration data is compared to stand acceleration data to evaluate
accelerometer’s operation reliability.

The final step would be to draw conclusions about the reliability of the tested
acceleration measurement device and state whether it can be used.

3.1.5 Accelerometer Model and Its Validation

A system with automatic, human physical activity classification capabilities is of
high demand, for applications in fields of healthcare monitoring and advanced
human-machine interface development. Human physical activity data is invaluable
when assessing biomechanical and physiological, variables and parameters on a
long-term basis. Significant deviations in estimation may emerge when employing
composite, wearable sensor systems (i.e. accelerometers) without consideration of
actual nature of subjects activities [14].

To cover the acceleration signal range, observed throughout the daily physical
activities of the subject, with considerations to signal bandwidth and amplitude, an
experiment, observing the human walk cycle, with intensity varying from normal to
highest bearable threshold, would suffice. Human body acceleration signal analysis
results could provide guidelines for the choice of the accelerometer. An essential
motion component in daily physical exertions is the vertical movement. Among
these exertions, the most commonly encountered are: running, sitting up and down,
walking. Tracking of the body areas (as per their definition in Fig. 3.1), was per-
formed through employment of six cameras from ProReflex (MCU 500, type 170
241), using Track Manager Software (from Qualisys), the walking cycles them-
selves were conducted on a Vision Fitness Premier treadmill (model—T9450
HRT). The cameras employ a CCD image sensor with 680 � 500 pixel resolution.
Use of CCD sensors, allows for considerable reduction of low noise when com-
paring to CMOS sensors of higher resolution. Through the use of a patented
algorithm, for sub-pixel interpolation, the effective resolution of the camera
becomes 20,000 � 15,000 subpixels, under normal operation settings, under some
circumstances enabling the ProReflex MCU cameras to discern movements on the
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order of 50 µm [15]. Experiments were initiated with a slow 0.8 km/h walk, which
incrementally increased up until peaking at an intensive run, at speed of 13 km/h,
followed by a gradual return to the initial 0.8 km/h walk. The speed variation was
performed in steps of 0.1 km/h, delaying each step by 5 s. Each test subject
underwent three acceleration/deceleration cycles. All motion information, in all
three axes, was recorded at sampling rate of 500 Hz, in order to maintain maximum
allowable data resolution. Filtering of all the recorded data, was performed using a
low pass, 20 Hz filter, with 80 dB attenuation at 25 Hz as bandwidth of 20 Hz—in
which human movements naturally occur.

A routine was developed in MATLAB, to perform residual analysis, for each
data set in the 20 Hz bandwidth. Residual analysis yields calculation of error ef, for
each frequency in the range of 1–20 Hz:

ef ¼ max xi � yij jð Þ ð3:14Þ

In this case, xi is the sample that was measured, yi is the filtered sample, using f
passband frequency.

Monitoring of ef values was performed with f gradually decreasing from 20 Hz,
at 1 Hz increments.

A value of frequency f is considered to be the safe passband value, at the point,
where ef begins to increase non-linearly, with the decrease of f. According to the
analysis (Table 3.1), safe passband frequency value is equal to 16 Hz.

In order to obtain values of acceleration for each tracked marker, the differen-
tiator filter was applied two times. The maxima of accelerations yielded during the
experiments are provided in Table 3.2. Research [16] yielded tarsus (talus) area
accelerations, at peak-to-peak values of 6.75 g. Results acquired during current
experiments were in good agreement with [16], however, in current case, the scope
of analysis, involved running at speeds of up to 13 km/h, in addition to walking.
The difference in the obtained maxima values is likely due to data filtering, as high
frequencies would be left out in such case.

Table 3.1 Residual analysis
results for walking/running
task data samples

Data set Suggested pass band frequency, Hz

Chest 10

Back 10

Right biceps 11

Left biceps 11

Left hip 11

Right hip 10

Left wrist 10

Right wrist 10

Left thigh 16

Right thigh 16

Left tarsus 16

Right tarsus 16
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As stated in [17], the typical acceleration amplitude of a body can reach up to
12 g. Since availability of accelerometers, commonly used in industry is limited to
ranges of ±2 g, ±4 g, ±6 g, ±8 g, ±16 g—±16 g acceleration data was chosen
by default as it is closest to the ±12 g value.

According to [14], the sensing part of MEMS accelerometers tends to fit into
areas of *1 mm2. Hence, the initial condition for the model is to fit the sensing
element into an area of 1–1.3 mm2. Another common trend in manufacturing of
MEMS accelerometers is usage of silicon as the primary material [18]. Even
though, the common manufacturing process develops the sensing part as a 2D
structure, the requirement for the measurements to be available, at equal sensitivity,
on all three axes (since it is a 3D accelerometer), must be taken into account. Hence,
lumped models for the main components of the proof-mass support are not to be
defined. Based on observed acceleration values, and resultant guidelines, the
accelerometer should have a measuring range of ±16 g. The overall non-linearity
from the sensing element and other sources such as electronics, should not exceed
1% full scale output. The bandwidth (±3 dB) of the accelerometer should be above
100 Hz, while the cross-axis sensitivity, should not exceed 1% of FSO. The values
for hysteresis and bias stability of the accelerometer are each defined as 0.15% of
FSO. The required response time for the accelerometer, should be lower than 1 ms
and performance should be stable at temperature range between −20 and 80 °C.
The capacitive accelerometer should be configured in such a manner, so that the
proof-mass would avoid squeeze damping effect and would be supported on four
sides by beams, shaped in a way, to enable, piston like movement, while main-
taining it parallel to the electrodes at all accelerations. Additionally, any kind of
longitudinal change in geometry of the beam, due to temperature fluctuations,
should only limit the in-plane rotation of the proof-mass, without introducing any
out of plane bending. Such configuration enables reduction of the overall chip size,
thereby increasing the yield per wafer, while reducing non-linearity related to
support structures, at the same time. L-shaped cantilever beams (Fig. 3.4), in this
case, are the most favorable configuration. Beams of such configuration tend to
provide higher sensitivity [19]. Hence, usage of the L-shaped beams as the primary
structure with internal damping capability, for the sensing part model, has been
added to the model requirement list.

Table 3.2 Maximum
accelerations observed in
three directions

Position Max (|ax|),
m/s2

Max (|ay|),
m/s2

Max(|az|),
m/s2

Chest 15.879 38.277 35.708

Back 22.437 38.587 18.750

Biceps 23.812 19.476 39.375

Hip 28.145 37.636 45.645

Wrist 31.656 32.347 71.700

Thigh 35.736 36.232 39.749

Tarsus 66.873 24.016 56.383
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Taking into consideration all of the requirements, the initial accelerometer model
geometry is defined and provided in Fig. 3.4 and Table 3.3.

A 3D, finite element model of the accelerometer (Fig. 3.4) was developed using
Comsol and MATLAB, to enable investigation of optimization technique appli-
cability to identifying MEMS accelerometer structure parameters [20, 21]. Since,
MEMS operation requirements state, that measurement of the sensing part should
be available on all three axes at equal sensitivities, the cross-section of the beam
and, proof-mass material mass density were defined as the structure parameters.

Model’s sensitivity equality requirement is defined in a following manner:

uð1;AÞ ¼ uð2;AÞ ¼ uð3;AÞ
uði;AÞ 6¼ 0
A 2 ð�160; 0Þ [ ð0; 160Þ

8<
: ð3:15Þ

here u(i, A) is the value of displacement along axes x, y and z (i = 1, 2, 3
accordingly) at acceleration of magnitude A, being applied to the model along the
aforementioned axis.

Fig. 3.4 Computational
scheme of MEMS
accelerometer

Table 3.3 Initial
accelerometer model
properties

Property Value

Material Si

Overall size (top) 1 mm2

L-shaped beam cross section size 50 � 50 µm

Proof mass size 100 � 100 µm
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To describe the error function, the following definition is used:

eði; tÞ ¼ €umði; tÞ � aði; tÞj j ð3:16Þ

In this case i = 1, 2, 3 again, stands for the axes x, y and z accordingly;
€umði; tÞ—is the acceleration exhibited by the model at certain moment t. It is
assumed that governance of the dynamic excitation is defined by a (i, t) = sin(2pft),
with f representing the excitation frequency.

Beam cross-section height and mass density of proof-mass material are obtained
by solving the following problem:

min
t� 0

€umði; t; h;qÞ � d2ðsinð2pftÞÞ
dt2

����
���� ð3:17Þ

in this case €umði; t; h; qÞ—defines the acceleration of proof-mass at specific moment
t at cross section height h, of the accelerometer beam and mass density q, of
proof-mass material and f as the excitation frequency.

The optimization problem outlined above must conform to the following
constraints:

f 2 ð0; 20Þ
uði;A; h; qÞ ¼ uðj;A; h; qÞ; i 6¼ j
uði;A; h; qÞ 6¼ 0
A 2 ð�160; 0Þ [ ð0; 160Þ
i; j ¼ 1; 2; 3
h 2 ð0; 10�4Þ
q 2 ð0; 104Þ

8>>>>>>>><
>>>>>>>>:

ð3:18Þ

These constraints are a result of both, earlier described requirements and real
world conditions:

f 2 ð0; 20Þ limit of frequency (e.g. to 20 Hz);
uði;A; h; qÞ ¼ uðj;A; h; qÞ; i 6¼ j requirement for axis sensitivity;
uði;A; h; qÞ 6¼ 0 a boundary, for avoiding zero displacement

value, at which, formally, the equal sensitivity
across the axes would still be met;

A 2 ð�160; 0Þ [ ð0; 160Þ limit of acceleration in both directions, to
160 m/s2, due to range limit of ±16 g, of chosen
accelerometer;

h 2 ð0; 10�4Þ constraint on the height of the beam cross-
section, representing real world manufacturing
process boundary;

q 2 ð0; 104Þ constraint on mass density
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According to general practice of mechanical spring usage for accelerometer
design [15], the width w of the cross-section of the accelerometer is explicitly
defined to be 4 µm.

Based on the origin of the problem it is determined, that a single value of A will
suffice. This is because; all other values would yield identical result due to sensi-
tivity equality across the axes requirement. Thus A is set to 10 m/s2.

Therefore, the problem (3.18) can be redefined as:

min
t� 0

€umði; t; h;qÞ � d2ðsinð2pftÞÞ
dt2

����
���� ð3:19Þ

KðhÞuþCðhÞ _u ¼ �Mðh; qÞ€u
uð0Þ ¼ _uð0Þ ¼ 0

FxðtÞ ¼ FyðtÞ ¼ FzðtÞ ¼ Ama sinð2pftÞ
ð3:20Þ

With constraints taking the following form:

f 2 ð0; 20Þ
uði; h; qÞ ¼ uðj; h; qÞ; i 6¼ j
uði; h; qÞ 6¼ 0
i; j ¼ 1; 2; 3
h 2 ð0; 10�4Þ
q 2 ð0; 104Þ

8>>>>>><
>>>>>>:

ð3:21Þ

Equation (3.20) governs motion, there C, K, M—damping, structure stiffness
and mass matrices u, u ̇, ü—displacement, velocity and acceleration vectors. Fx, Fy,
Fz are body loads that are prescribed as external force/volume for all directions at
acceleration A multiplied by a mass ma of MEMS accelerometer.

To solve the problem, a hill climbing technique (belongs to local search family)
was chosen. Initial values of the optimization problem variables were h = 1
10−5 m, q = 2000 kg/m3. Minimum of error function was achieved when sensi-
tivity equality was satisfied at h = 8.25 � 10−6 m and mass density of proof-mass
material of q = 9083.2 kg/m3 while yielding minimal error function value of
5.06 � 10−10 m. The closest density value of a corresponding real life material is
q = 8960 kg/m3, which is copper, hence, it was chosen as proof-mass material.

The final properties of the model are outlined in Table 3.4.

Table 3.4 Final
accelerometer model
properties

Property Value

L-shaped beam material Si

Proof mass material Cu

Overall size (top) 1.23 mm2

L-shaped beam cross section size 4 � 8.25 µm

Proof mass size 100 � 100 � 100 µm
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Model is of isotropic material. Silicon’s (Si) Young’s modulus is 170 GPa,
Poisson’s ratio—0.28 and density—2329 kg/m3. Copper’s (Cu) Young’s modulus
is 120 GPa, Poisson’s ratio—0.34 and density—8960 kg/m3. According to
geometry specifications outlined in Table 3.4, final model (Fig. 3.5) was con-
structed using Comsol Multiphysics.

In order to verify that first resonant frequencies on every axis are outside the
20 Hz frequency range first three Eigen frequencies were computed. Results are
given in Table 3.5. The response when acceleration of 10 m/s2 was applied to the
model the displacement in z direction was 50.49 nm (Fig. 3.6), displacement in y
direction was 50.55 nm (Fig. 3.7) and displacement in x direction was 50.54 nm
(Fig. 3.8). Difference of displacement in x direction from z direction is 0.090 and
0.006% from displacement in y direction, while displacement in y direction differs
by 0.092%. According to the results it can be stated that equal sensitivity for all
axes was achieved in the model.

Accelerometer model was validated using experimental data obtained by mon-
itoring uniaxial vibration stand movement. The displacement data of vibration stand
was used as an input for the model for observing base excitation law and model’s
response. Acceleration data obtained from the model output was compared with
experimental data to evaluate the adequacy of the model.

Proof-mass displacements were analyzed for the entire acceleration range
obtained from the optimization problem constraints (Eq. 3.21). Results suggest that
dependence between displacement and acceleration is linear, which entails that
conversion of acceleration into digital signal is possible through measurement of
the capacitance between two plates, with one plate placed on the bounding box and
other on the proof mass. Electrical capacity of the two plates is inversely dependent
on the size of the gap between the two plates and linearly depends on the area of
overlap between the plates.

Fig. 3.5 Final accelerometer model geometry

Table 3.5 Accelerometer
model eigen frequencies

First three eigen frequencies Value, Hz

In x direction 2238.81

In y direction 2239.11

In z direction 2244.52
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Output of the model was compared to experimental data for all excitation fre-
quencies employed during the experiment. Table 3.6 shows the results.

According to the results, the model follows experimental data with a significant
accuracy. Even though relative errors exceed 9% of the acceleration amplitude,
absolute errors do not exceed 0.12 m/s2. This shows that the model is valid and
stable throughout the bandwidth of 20 Hz.

Fig. 3.6 Displacements field in z direction when acceleration of 10 m/s2 along z axis is applied

Fig. 3.7 Displacement field in y direction when acceleration of 10 m/s2 along y axis is applied
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3.2 Identification of Human Body Rheological Properties
for Evaluation of the Obesity Level

3.2.1 Obesity as the 21st Century Catastrophy

Obesity causes a variety of physical disabilities and physiologic problems and
overweight significantly increases a person’s risk of developing a number of
non-communicable diseases such as cardiovascular disease, cancer and diabetes.
The risk of having some of these diseases (comorbidities) also increases with
increasing body weight. Obesity is already responsible for 2–8% of health care
costs—in accordance with [22], they can reach 10.4 billion euros—and 10 to 13%
of deaths in different parts of the European region. WHO estimates that in 2020
inappropriate lifestyle lacking physical activities will be the main factor of over

Fig. 3.8 Displacement field in x direction when acceleration of 10 m/s2 along x axis is applied

Table 3.6 Accelerometer’s model output comparison with vibration stand accelerations

Frequency,
Hz

Excitation
amplitude, mm

Acceleration
amplitude, m/s2

Model acceleration
amplitude, m/s2

Error,
%

Error,
|m/s2|

1 0.8813 0.3480 0.3169 9.82 0.0311

4 0.9517 0.6772 0.6296 7.56 0.0476

7 0.9510 1.8397 1.7461 5.36 0.0936

10 1.0822 4.2725 4.1853 2.08 0.0872

14 1.0335 7.9967 7.8770 1.52 0.1197

17 0.9891 11.2849 11.1665 1.06 0.1184

20 0.9241 14.5920 14.4876 0.72 0.1044
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70% of all diseases [23]. Relationships between physical activity and mortality,
cardiovascular diseases and 2nd type diabetes spread are also well established.
Scientific research results provoked a new term—sitting lifestyle death syndrome—
whose indications are lower bone density, higher sugar levels in blood and urine,
obesity, bad aerobic stamina, tachycardia in calm state, all of the mentioned being
the source of disturbance for body organs and systems.

Unfortunately, as a result, today’s generation of adolescents who are less than
25 years old, and make nearly half of the world’s population, face far more com-
plex challenges to their health and development than their parents did. It is thus
important for people to become motivated regarding the importance of physical
activity and nutrition for their health and wellbeing and be encouraged to practice a
healthy lifestyle. Perception of healthcare should be based upon the fact that health
starts with prevention, by carefully considering nutrition patterns, activity schedules
and predisposition to several diseases, thus about our complete lifestyle.

3.2.2 Methodology for Qualitative Analysis of Human Body
Surface Tissue Movement

Vertical movement is a major component in human daily physical activity.
Walking, running, sitting up and down among them are the most common. Human
body because of its properties can be treated as a skeleton with various tissues
attached put into the “skin bag”. Surface tissue, or “skin bag”, is viscoelastic
material that has different mechanical properties when deformed in direction per-
pendicular to and tangential to the surface. When vertical body movement is present
mostly tangential surface deformation is present. Is it big enough even to be con-
sidered? Maybe human body surface tissue movement related to the skeleton is so
small that it can be completely neglected?

A qualitative analysis can be a quick way to determine whether human body
surface tissue can possibly induce errors big enough to be considered a problem.
High speed camera might be used to capture vertical jump for example as such
activity would exaggerate human body surface tissue vertical movement. Four dots
can be drawn on the naked body to form an irregular shape. The size of the dots
should be small enough—2 to 3 mm in diameter—and clearly visible. The size of
the irregular shape should be big enough so the surface deformation could be
captured (if it’s present).

Some weight should be also attached to the same area to represent the accel-
eration measurement device so its impact could be taken into account as well. It’s
enough to make one jump to answer the questions that were raised earlier. The form
of the irregular shape that is formed by given four dots can be compared in different
jump stages. At least three stages should be analyzed: when human body is in
steady state, when it’s in upmost position and when it’s in down most position. By
comparing the shape of the defined form we can qualitatively conclude whether
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human body surface tissue deformations during vertical human body movement can
be considered a problem.

3.2.3 Methodology for Quantitative Analysis of Human
Body Surface Tissue Impact Towards Acceleration
Measurements

If qualitative analysis of human body surface tissue movement during vertical jump
shows that it may impact acceleration measurements, one would need to perform
qualitative vertical jump analysis to identify how big that impact might be.

Taking into consideration that:

Acceleration measurement device is already developed and might be used;
Its attachment location is defined as chest area;

A methodology to quantitatively evaluate human body surface tissue impact
towards acceleration measurements might be defined.

The goal of the experiment would be to measure movement of the skeleton of
the human body during vertical jumping, to measure movement of the device that is
attached to the chest area during the same jumping, and to compare acquired data
by means of displacement and acceleration differences to conclude on the severity
of the impact of human body surface tissue. The problem is, however, that mea-
suring human body skeleton movement directly is impossible without intervention
into the body itself. Thus the way to measure it indirectly must be defined. First, an
area where soft tissue quantity on the bone is the lowest must be identified. It must
be convenient to track and cannot restrict making a jump. Such area is the forehead
because it satisfies all just mentioned requirements. Second, the way to remove all
degrees of freedom from that area relative to the chest bone structure where the
device is attached must be identified. The only loose area between the head and
spine/ribs is neck. Thus, to achieve the required head and spine/ribs relation
rigidity, neck ability to move the head must be completely removed so no nodding,
head turning and everything in between would be possible. To achieve this, fol-
lowing measures can be used:

Neck support collar, similar to the one that is given in Fig. 3.9, tightly put on the
subject’s neck to remove its ability to move the head;
Rigid board with non-stretchable straps. The board would be put on the back with
straps used to attach head, shoulders and pelvis so full torso rigidity could be
achieved.

Test subject with neck collar, rigid board and acceleration measurement device
attached is presented in Fig. 3.10.

With given setup in action full rigidity of head and spine/ribs is achieved. This
way the forehead would completely resemble human spine/ribs movement during
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vertical jump. This setup, on the other hand, does not restrict surface tissue
movement in the chest area.

Again, photogrammetry can be used to track the movement of the forehead and
the device that is attached on the chest. Four markers should be attached for the
cameras to track. One marker should be put on the forehead as a reference, and
three more should be put on the acceleration measurement device to form two
perpendicular virtual axes. The configuration of the markers is given in Fig. 3.11.

Fig. 3.9 Neck support collar [24]

Fig. 3.10 Test subject with rigid board, neck support collar and acceleration measurement device
attached
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Marker on the forehead will be further referred as marker A, markers on the device
will be further referred as B, Bx and By.

Test subject should make multiple jumps with different heights in the described
setup. Cameras would track markers A, B, Bx and By yielding 4 data sets. Each data
set would then be filtered by using developed data filtering technique. Vertical
displacement and acceleration data would be compared afterwards to conclude on
the impact of human body surface soft tissue impact (how the device moves dif-
ferently compared to the spine/ribs) towards the acceleration measurements.

Accelerometer measurement device was developed with digital acceleration
signal bandwidth and amplitude characteristics in mind. However, the device must
be validated and its operation analyzed before further use. Experiments to test
developed acceleration measurement device (it will be simply referred as device)
operation were conducted (Fig. 3.12).

Developed device was mounted on the vibration stand in such way that none of
three accelerometer’s axes would be aligned with vibration axis as required by the
defined methodology (Fig. 3.13). Acceleration signal analysis revealed that the
bandwidth of interest is 16 Hz. However, its worth expanding the bandwidth of
interest up to 20 Hz for developed devices validation purposes. This will guarantee
that no bad things might happen near the edge of bandwidth of interest (16 Hz). To
analyze frequency range up to 20 Hz, 7 runs were made. Vibration stand was
excited at the frequencies of 1, 4, 7, 10, 14, 17 and 20 Hz. Vibration stand
movement was monitored while at least 10 oscillation periods were captured for
each excitation frequency. An example of captured data is given in Fig. 3.14.

One should notice that vibration stand is able to produce oscillations of almost
perfect sine wave as it is seen in Fig. 3.14. This shows that experimental equipment

Fig. 3.11 Configuration of the markers
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is adequately chosen and is up for a task. All collected vibration stand displacement
data (seven data sets total) is subject for data filtering according to developed data
filtering technique.

Frequency analysis was performed on each data set to identify frequency limit
for the residual analysis. Frequency analysis results for the displacement data that
was collected when vibration stand excitation frequency was set to 10 Hz, are given
in Figs. 3.15 and 3.16.

Frequency analysis showed that the bandwidth of 100 Hz must be analyzed to
identify safe pass band frequency for the low pass filter. Residual analysis plot of
the displacement data that has been collected when vibration stand excitation

Fig. 3.12 Developed device
validation experimental
setup. 1 Frequencies
generator Tabor Electronics
WW5064 50 Ms/s; 2 Power
amplifier VPA2100MN;
3VibrationstandVebRobotron
Type 11077 with developed
device mounted on top;
4 Displacement measurement
unit laser Keyence LK-G82
with controller Keyence
LK-GD500; 5 ADC
Picoscope 3424

Fig. 3.13 Device mounting
on the vibration stand. X,
Y and Z denotes global
coordinate system; XD, YD
and ZD accelerometer’s
coordinate system in the
device
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frequency was 10 Hz is given in Fig. 3.17. As can be seen in the plot, average
residual increases linearly with decreasing filtering pass band frequency until the
point when signal information starts to get lost. Then average residual starts
increasing nonlinearly. In the given plot this point is around 11 Hz.

Complete residual analysis that was carried on all seven data sets showed that
pass band should be set to 50 Hz (with a little reserve) to safely keep all signal
information.

Fig. 3.14 Sampled vibration stand displacement data for excitation frequency of 10 Hz

Fig. 3.15 Normalized power plot of the displacement data that has been collected when vibration
stand excitation frequency was 10 Hz
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Low pass filter was designed to have pass band of 50 Hz and full attenuation of
80 dB at 250 Hz (so the filter order would be acceptable). Filter characteristics are
given in Table 3.7, magnitude response is given in Fig. 3.18 and phase response is
given in Fig. 3.19.

Fig. 3.16 Normalized power (dB) plot of the displacement data that has been collected when
vibration stand excitation frequency was 10 Hz

Fig. 3.17 Residual analysis plot of the displacement data that has been collected when vibration
stand excitation frequency was 10 Hz
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Table 3.7 Characteristics of designed 50 Hz low pass filter

Characteristic Value

Filter length 167 coefficients

Pass band edge 50 Hz

Stop band edge 250 Hz

Stop band attenuation 80.26 dB

Pass band ripple 0.09 dB

Fig. 3.18 Magnitude response of designed 50 Hz low pass filter

Fig. 3.19 Phase response of designed 50 Hz low pass filter
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After the data was lowpass filtered using designed lowpass filter, each data set
was safely downsampled 20 times to final sampling frequency of 500 Hz (instead
of 10 kHz) in order to lower computational load during analysis while still keeping
undistorted signal. At this point all vibration stand displacement data sets are fil-
tered and downsampled to 500 Hz. However, accelerations are needed as they will
be compared to the output of the device. In order to acquire vibration stand
movement accelerations 30 Hz differentiating filter was designed and applied twice
on each set of data. Differentiating filter characteristics are given in Table 3.8,
magnitude response is given in Fig. 3.20 and phase response is given in Fig. 3.21.
Notice how magnitude and phase responses are linear in all required frequency
bandwidth.

Designed differentiating filter was applied twice to obtain vibration stand
movement accelerations which can be compared to the data from the device.
Calculated vibration stand movement accelerations when vibration stand was
excited at the frequency of 10 Hz is given in Fig. 3.22. Up scaled displacement
curve is also given in the same plot for reference as a dotted curve.

Table 3.8 Characteristics of the designed 30 Hz differentiator filter

Characteristic Value

Filter length 123 coefficients

Pass band edge 30 Hz

Stop band edge 50 Hz

Stop band attenuation 90.2 dB

Pass band ripple 0.00016 dB

Fig. 3.20 Magnitude response of the designed 30 Hz differentiator filter
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As described in the experiment setup, the device was mounted on top of the
vibration stand. Acceleration measurements were sampled in parallel with vibration
stand displacement data sampling for all used excitation frequencies. The device
was set to sample acceleration data at the frequency of 400 Hz. An example of
acceleration measurements that were collected by the device on each of
accelerometer’s axes when the vibration stand excitation frequency was set to

Fig. 3.21 Phase response of the designed 30 Hz differentiator filter

Fig. 3.22 Calculated vibration stand movement accelerations when excitation frequency was set
to 10 Hz
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10 Hz, is given in Figs. 3.23, 3.24, and 3.25. Plotted accelerations already have the
influence of acceleration due to removed gravity. That is why they oscillate around
0 but not around 9.8 m/s2 (magnitude of vector of acceleration due to gravity) for
all three axes.

Frequency analysis was performed on collected data samples. It suggested
bandwidth of 50 Hz for residual analysis. After conducting residual analysis it was
evident that pass band of 40 Hz must be set for lowpass filter. Thus lowpass filter
was designed to have 40 Hz pass band frequency and 80 dB attenuation at fre-
quency of 50 Hz. Then all data sets were filtered using designed low pass filter. An
example of filtered acceleration data on each of accelerometer’s axes when vibra-
tion stand excitation frequency was set to 10 Hz, is given in Figs. 3.26, 3.27, and
3.28. By comparing these three figures with the ones where unfiltered data is
presented (Figs. 3.22, 3.23, 3.24, and 3.25), one can notice that high frequency
noise that was present in unfiltered data and seen as curve disturbances in given
plots, are removed after filtering resulting in smooth acceleration curves.

At this point vibration stand acceleration data and acceleration data that was
acquired by the device are both filtered and ready for further steps. However, these
two data sources cannot be yet compared to evaluate the operation of the device.
Vibration stand accelerations are one dimensional data that lies on the vibration axis
while accelerometer measurements by design are given as projections to
accelerometer’s axes and are three dimensional.

By employing least square method in 3D space the information on vibration axis
is obtained from the acceleration data sets that were acquired with the device.
Coefficient kx, ky, kz, bx, by, bz (Eq. 3.13) values that fully describe vibration axis
were extracted from experimental data and are shown in Table 3.9.

Fig. 3.23 Accelerations that were collected by the device on accelerometer X axis when vibration
stand excitation was set to 10 Hz
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An example of the acceleration data cloud plot with vibration axis identified
when vibration stand excitation frequency was set to 10 Hz is given in Fig. 3.29.

Vibration stand position was not changed during the experiment. However,
results in Table 3.9 show that vibration axis that was obtained from different data
sets, is different. This situation is the consequence of all instrumental errors in the
system. Still, data shows that with increasing excitation frequency the variance of

Fig. 3.24 Accelerations that were collected by the device on accelerometer Y axis when vibration
stand excitation was set to 10 Hz

Fig. 3.25 Accelerations that were collected by the device on accelerometer Z axis when vibration
stand excitation was set to 10 Hz
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the data cloud in 3D space decreases. It is clearly seen by comparing the distri-
bution of the data points in the cloud in Figs. 3.29 and 3.30.

Therefore, the axis of vibration, which has been obtained from the last set of data
when vibration stand excitation frequency was set to 20 Hz is selected as the true
axis. Furthermore, the least square method resulted with the lowest error compared
to other data sets. Coefficients for that axis are given in Table 3.10.

Fig. 3.26 Filtered accelerations that were collected by the device on accelerometer X axis when
vibration stand excitation was set to 10 Hz

Fig. 3.27 Filtered accelerations that were collected by the device on accelerometer Y axis when
vibration stand excitation was set to 10 Hz
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After obtaining vibration axis information, all acceleration data that was cap-
tured with the device, was transformed in space so accelerometer’s Z axis would be
aligned with obtained vibration axis. This alignment is required so data would have
the same reference and could be compared. Again, MATLAB routines were used
for this task. An example of in a described way aligned data for every accelerometer
axis is given in Figs. 3.31, 3.32, and 3.33. Excitation frequency of vibration stand
was 10 Hz.

It is important to state that after described alignment accelerations on
accelerometer’s X and Y axes became practically zero which was the desired
outcome. Small accelerations are still present but they are explained by
accelerometer cross axis sensitivity, which means that acceleration on one axis can
be “seen” on other axis although with much lower magnitude.

Fig. 3.28 Filtered accelerations that were collected by the device on accelerometer Y axis when
vibration stand excitation was set to 10 Hz

Table 3.9 Coefficient values that fully describe vibration axis for each excitation frequency

Excitation frequency, Hz kx ky kz bx by bz
1 0.5310 0.4330 −0.7284 0.0001 0.0228 0.0037

4 0.4016 0.4639 −0.7897 0.0002 0.0182 0.0197

7 0.4155 0.4491 −0.7910 0.0056 0.0306 −0.0048

10 0.4072 0.4514 −0.7940 0.0114 0.0449 −0.0674

14 0.4062 0.4447 −0.7983 −0.0040 0.0242 −0.0579

17 0.4039 0.4360 −0.8042 −0.0212 0.0072 −0.0461

20 0.4068 0.4259 −0.8081 −0.0176 0.0265 −0.0708
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Fig. 3.29 Acceleration data cloud with identified vibration axis when vibration stand excitation
frequency was set to 10 Hz

Fig. 3.30 Acceleration data cloud with identified vibration axis when vibration stand excitation
frequency was set to 20 Hz

Table 3.10 Final vibration axis coefficient values

kx ky kz bx by bz
0.4068 0.4259 −0.8081 −0.0176 0.0265 −0.0708
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Now it is possible to compare designed device measurements with vibration
stand accelerations to conclude on the device applicability in further research.
Table 3.11 summarizes comparison results.

Fig. 3.31 Accelerations that were collected by the device on accelerometer X axis when vibration
stand excitation was set to 10 Hz and accelerometer’s Z axis was aligned with vibration axis

Fig. 3.32 Accelerations that were collected by the device on accelerometer Y axis when vibration
stand excitation was set to 10 Hz and accelerometer’s Z axis was aligned with vibration axis
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Experimental results show that the measurement error for frequencies over 7 Hz
gives an error of 11%. Lower frequencies tend to produce large errors because of
low values of acceleration, so the device operates near its signal-to-noise ratio limit.
It must be said that the actual movement of the different places on the human body
has a much greater amplitude in the range of tens of centimeters. This means that
low frequency movements still result in higher levels of acceleration, and further
the device can operate on its signal to noise ratio. These levels are a way to reduce
errors to acceptable limits in real-life measurements even with a frequency of up to
7 Hz.

Fig. 3.33 Accelerations that were collected by the device on accelerometer Z axis when vibration
stand excitation was set to 10 Hz and accelerometer’s Z axis was aligned with vibration axis

Table 3.11 Acceleration measurement errors for each excitation frequency

Frequency,
Hz

Excitation
amplitude, mm

Acceleration
amplitude, m/s2

Measured acceleration
amplitude, m/s2

Error,
%

1 0.8813 0.3480 0.4018 15.46

4 0.9517 0.6772 0.7668 13.22

7 0.9510 1.8397 2.0435 11.07

10 1.0822 4.2725 4.5236 5.88

14 1.0335 7.9967 8.1595 2.04

17 0.9891 11.2849 11.0833 1.79

20 0.9241 14.5920 13.8016 5.42
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3.2.4 Qualitative Analysis of Human Body Surface Tissue
Movement During Vertical Jump

By following the methodology that is given in Sect. 3.2.3, qualitative vertical jump
assessment was made during the experiment. Video was captured by Phantom ir 300
high speed camera that is capable to deliver up to 100,000 fps. During vertical jump
video capture the camera was set to 4000 fps at the resolution of 800 � 600 pixels.
2 m distance was set between the camera and the subject. Two 500 W halogen
spotlights were set up for adequate lightning for the camera to operate efficiently.
Video of the jump was digitally recorded into the camera memory, downloaded to
personal computer and analyzed using video player with more sophisticated features
like ability to set play speed and to capture video frames into the images.

A small end user device (weight of approx 50 g) was attached to the belly using
leather belt (not stretchable). Four dots were painted on the skin (Fig. 3.34) to form
irregular shape as reference. The size of the shape fits into the area of 8 � 15 cm.
Initial steady state position is given in Fig. 3.35.

Video of the jump was captured using super high frame rate camera. Irregular
shapes at two extremities—upmost body position (Fig. 3.35, left) and down most
position (Fig. 3.35, right) during jump—were comparedwith a shape in a steady state.

These three frameswere put together (Fig. 3.36)with one top of each shape aligned
to see actual differences between the shapes during various vertical jump phases. As
expected, soft tissue stretched during take-off phase as lower points were a little bit
‘behind’ the top ones. Soft tissue compressed during hard landing as the top points
were still moving downwhile the bottom one already reached it’s downmost position.

One of the side’s length was measured in steady state and was 15 cm. The same
side was approximately measured with indirect tool—images editing software. In
the upmost position side’s length was *17.7 cm while in down most position it
was *13.9 cm. This equals to 18% length change in upmost position and −7.3%
length change in down most position.

15 cm

8 cm

Fig. 3.34 Four dots forming
irregular shape for tracking.
Image shows a steady state
with end user device attached
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This qualitative assessment shows that skin surface moves differently during dif-
ferent vertical jump stages. Relative shape side length change was observed to reach
approximately 18%when comparedwith a steady state. Thismeans that surface tissue
movement during vertical human body motion cannot be neglected and the impact
towards acceleration measurements must be quantitatively evaluated.

3.2.5 Quantitative Analysis of Human Body Surface Tissue
Impact Towards Acceleration Measurements

In the previous section it was concluded that human body surface tissue movement
cannot be neglected during vertical human bodymovement. Thus, qualitative analysis
of the impact for the acceleration measurements is needed. To analyze the size of the
impact, a number of jumps were recorded with a described experimental setup using
sampling frequency of 100 Hz. Data was collected by tracking four points A, B, Bx

and By (Fig. 3.11). Measurements reference is given in Fig. 3.37. An example of data
that was captured by tracking marker A is given in Figs. 3.38, 3.39, and 3.40.

All acquired data sets were filtered using designed filtering technique. Frequency
analysis was performed on collected data and showed that 20 Hz bandwidth is
sufficient for further analysis as normalized logarithmic power spectra plots showed

Fig. 3.35 Two jump process extremities: left upmost position; right down most position

Fig. 3.36 Comparison of
formed irregular shapes
during vertical jump: 1 steady
state; 2 upmost jump position;
3 down most position
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stable signal level over 20 Hz. Residual analysis was performed and suggested a
pass band frequency of 8 Hz. Lowpass filter was constructed with pass band of
8 Hz as provided by signal residual analysis, stop band at 10 Hz and stop band
attenuation of 80 dB. Filter characteristics are given in Table 3.12.

Fig. 3.37 Measurements reference coordinate system

Fig. 3.38 X coordinates acquired by tracking marker A
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In order to quantitatively assess vertical jumping three distances variations in
time were analyzed throughout the jumping process:

Distance between markers A and B;
Distance between markers B and Bx;
Distance between markers B and By.

Refering to Fig. 3.11 for the configuration of the markers.
All three distance variations in time are given in Fig. 3.41.

Fig. 3.39 Y coordinates acquired by tracking marker A

Fig. 3.40 Z coordinates acquired by tracking marker A
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As expected distances between markers on the device (pairs B and Bx, B and By)
were stable as the device is rigid body (obviously). However, distance between
markers A and B varied from jump to jump. A direct comparison of jump height
that was measured by tracking marker A and height that was measured by tracking
marker B is given in Table 3.13 and Fig. 3.42.

Average jump height that was measured by tracking marker A was 137 mm,
while jump height that was measured by tracking marker B was 154 mm, giving
average difference of 17 mm or 11% higher values. Jumping was periodic signal
with average frequency of 1.9 Hz.

Close comparison between Z axis data for markers A and B is given in Fig. 3.43.
One can clearly see how the jumping curve is different because of human body
surface tissue rheology. Forehead point (marker A, or the point that corresponds to
bone fixed point movement) has lower oscillation amplitude than the device
(marker B, corresponds to the point whose movement is dependent on soft tissue
properties), although the frequency and the phase are the same because of the low
movement frequency.

Acceleration on Z axis for marker B was 34% higher on average (Fig. 3.42)
compared to acceleration of the marker A for the accelerations up to 27 m/s2.

Distance between A and B

Distance between B and Bx Distance between B and By

Fig. 3.41 Three distances variation in time

Table 3.12 Characteristics of designed 8 Hz lowpass filter

Characteristic Value

Filter length 181 coefficients

Pass band edge 8 Hz

Stop band edge 10 Hz

Stop band attenuation 79.95 dB
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This gives rise to a very important conclusion: because of the surface of the body
tissue rheological properties of the human chest device movement relative to the
spine/ribs (according to described methodology marker A corresponds to that)
movement is not identical and human body surface tissue rheological properties
strongly impacts acceleration measurements (Fig. 3.44).

Qualitative vertical jump assessment which was performed on vertical jumping
proved that human body surface tissue is the source of errors when analyzing
human body motion. Collected data was the subject for frequency and residual
analysis which showed that jumping acceleration data falls into bandwidth of 8 Hz.
Vertical jumping data analysis also revealed that average jump height measured by
forehead point (marker A) was 137 mm, while jump height measured by point on

Fig. 3.42 Vertical jump heights measured by tracking markers A and B

Table 3.13 Vertical jumping data

Jump height measured by tracking
marker A, mm

Jump height measured by tracking
marker B, mm

Difference,
mm

127 143 16

134 151 17

133 150 17

136 152 16

140 157 17

140 159 19

147 166 19

144 161 17

144 161 17

128 143 15
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the device (marker B) was only 154 mm, giving average difference of 17 mm or
11% higher values. Acceleration values with human body surface tissue present and
without it were compared. It was observed that acceleration on Z axis of the device
was 34% higher on average compared to acceleration of the forehead point for the
accelerations up to 27 m/s2.

Fig. 3.44 Acceleration on Z axis differences between markers A (dotted line) and B (solid line)

Fig. 3.43 Z distances of markers A (solid line) and B (dotted line)
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3.2.6 Multi-level Computational Model

The main goal of this work is the introduction of a tool that can be applied directly
to the surface of the process which is measured and by the acceleration of the
human body tissue induced errors in this way can be reduced. The surface of the
human body tissues induced inaccuracies, as it was presented in 3.2.3, can increase
the value of the measured accelerations up to 35% when the acceleration value of
up to 27 m/s2 is measured. Although the time frames of these interruptions are
short—up to 0.2 s—they still lead to an increase in the total measurement error.
In order to address this issue, a computational model must be developed. This
model would serve as a tool to model and predict resulting errors, and as a result,
reduce these errors up to a tangible margin.

The area of chest with the acceleration measurement device attached by the belt
is the primary area of interest. Let’s take the experimental setup that is described in
Sect. 3.2.3. Closer look is given in Fig. 3.45.

First step would be to develop a reduced human body surface tissue rheological
model that corresponds to the area A that is given in Fig. 3.45. A developed reduced
model can be introducedwith vertical jump data that was collected during quantitative
analysis of human body surface tissue impact towards acceleration measurements.
That data would serve as the excitation law for the model, and the movement of the
device that is attached on the chest would be observed. By comparing that output with
the device movement data that was captured with cameras and markers during the
same experiment developed model could be validated.

Fig. 3.45 Area of interest (A) for the reduced human surface tissue rheological model
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Once themodel is validated and corresponds to the experiment data, it is possible to
go deeper into the acceleration measurement device and develop an accelerometer
model that would yield the same output as accelerometer would (Fig. 3.46).

Developed accelerometer model could be validated by using the data that was
collected during the validation of the developed acceleration measurement device
operation. Vibration stand movement data could be used as an excitation law for the
model, and the output of the model would be compared with the actual measure-
ments that were taken by the device itself.

Both of mentioned models are part of one system and thus should be analyzed as
such. For this reason it is important to determine whether those models can be
combined into complex multi-level computational model that would allow mod-
eling the accelerometer’s output based on external excitation of the whole system.
The scheme of such approach is given in Fig. 3.47.

Developed multi-level computational model then would serve as the main tool to
lay the base for the error reduction algorithm.

3.2.7 Reduced Human Body Surface Tissue Rheological
Model and Its Validation

Human body is a complex system that is made up from very different materials with
very different purposes ant properties. All cardiovascular system; bio viscoelastic
fluids; skeletal, heart and smooth muscles; bones and cartilages are among them and

Fig. 3.46 Accelerometer that is present inside acceleration measurement device
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represent huge fields of biomechanics by themselves. These topics can be further
split and analyzed until full human body decomposition is achieved. Usual (com-
mon) approach, when these materials are analyzed, is divided into the steps given
below:

1. Study of the morphology of the organism, organ anatomy, histology tissue as
well as the structure and ultrastructure of the material in order to know the
geometric configuration of the object of interest.

2. Determine the mechanical properties of a material or tissue that are involved in
the problem. In biomechanics, this step is often very difficult, either because it is
impossible to isolate the tissue for testing, or because the amount of available
tissue samples is too small, or because it is difficult to keep the tissue in a normal
living condition. In addition, the soft tissue is often exposed to great strain and
the stress-strain relationship is usually nonlinear and depends on history.

3. Obtain governing differential or integral equations on the basis of the funda-
mental laws of physics and constitutive material equations, understand the
environment in which the body works to get meaningful boundary conditions.

4. Solve the boundary value problems analytically or numerically, or by means of
experiments.

5. Follow the physiological experiments, which will be tested for solving boundary
value problems mentioned above.

6. Compare the experimental results with the corresponding theoretical knowledge.
Through comparison, it is determined whether the hypothesis made are justified
in theory, and if they have, find the numerical values of undetermined coeffi-
cients in constitutive equations.

7. Use the confirmed theory to predict the outcome of the other boundary value
problems connected with the same basic equations. Then the method to study
the practical application of the theory and experiments could be used.

Steps #1 and #2 were left aside because the objective is to develop a reduced
human body surface tissue rheological model that would have properties not related

Experiment data

Reduced human body surface tissue 
rheological model

Excitation
law

Accelerometer model

Response

Accelerations
Response

Fig. 3.47 Reduced human body surface tissue rheological and accelerometer models combined
into one multi-level computational model
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to the specific soft tissue or material but to the combination of all related materials
in area of interest (see Fig. 3.45). This is the only approach possible when ana-
lyzing human body or its part as a complex system as a combination of complex
subsystems which are also a combination of other systems or materials and so on.
The most serious disorder usually lack of information about living tissue the
constitutive equations. Without the foundation of laws, no analysis can not be done.
Thus, one finds oneself in a situation in which serious analyzes (as a rule, is difficult
because of the nonlinearity) should be made for the hypothetical material, in the
hope that the experiments will yield the desired agreement.

When the problem is to determine body surface movement that is the outcome of
“chain reaction” of several different biomechanical materials and their interaction
(bones, different types of muscles, internal organs, blood and other fluids as well as
fat and skin), it is impractical at least, and impossible at most to follow the path
mentioned above.

That is why a reduced human body surface tissue rheological model is proposed
[25] to be developed so practical application of surface soft tissue artifacts reduction
can be explored. The chest area, that is the area of interest (Fig. 3.45), is “cut” from
the body to form the model that consists of two different parts:

1. An acceleration measurement device with initial pre-stress which corresponds to
the belt that is used to attach the device;

2. Reduced human body surface tissue rheological model where the acceleration
measurement device is attached.

Model scheme is presented in Fig. 3.48.

Fig. 3.48 Model scheme showing its location and parts
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The acceleration measurement device (Fig. 3.48) with micro accelerometer
designed in previous subchapter is selected to be isotropic elastic material. Its
physical geometrical size is 80 � 40 � 16 mm. Its mass is 42 g. This way its
density can be said to be 806 kg/m3.

Initial pre-stress is described as:

K � u ¼ F ð3:22Þ

where K is stiffness matrix, u is displacement vector and F is force vector.
Reduced human body surface tissue rheological model (Fig. 3.8) is selected to

be hyper elastic Neo-Hookean material. Its geometrical size is selected
300 � 200 � 20 mm. Given size completely covers the area where the accelera-
tion measurement device movement mismatch exists. Initial shear modulus is
chosen to be 100 Pa [26], and initial bulk modulus is chosen to be 0.1 GPa [27, 28].
Density was set to 1000 kg/m3 that is the density of the water (human body is over
2/3 of water).

Given parameters were used to make a FE model in Comsol multiphysics.
Meshed model is given in Fig. 3.49. Contact between acceleration measurement
device and reduced human body surface tissue rheological model is taken into
account.

This finite element formulation of the dynamics of the reduced model of the
human body is described by the following equation of motion in the form of a
block, taking into account that the law of motion of the base is known and deter-
mined the nodal displacement vector uK(t):

Fig. 3.49 Meshed FE model in the COMSOL with excitation axis presented
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where nodal displacement vectors uN(t) and uK(t) correspond to displacement of
free and kinematically excited nodes, respectively; M, C and K mass, damping and
stiffness matrices, respectively; r is a vector representing the reaction force kine-
matically excited nodes.

Displacement vector of unconstrained nodes is expressed as:

uN ¼ uNrel þ uNk ð3:24Þ

where uNrel denotes a component of relative displacement with respect to moving
base displacement uNk.

Vectors uNk and uK define corresponding movement of a rigid body, which do
not cause internal elastic forces in the structure. Proportional damping approach is
adopted in the form of:

C ¼ a �Mþ b �K ð3:25Þ

with a and b as Rayleigh damping constants.
Consequently, the following matrix equation is obtained after algebraic rear-

rangements of previous equations and contains a matrix structure in the constrained
nodes imposed by kinematic excitation:

MNN � u00Nrel þCNN � u0Nrel þKNN � uNrel ¼ M
_ ð3:26Þ

Here M
_

represents a vector of inertial forces that act on each node of the
structure as a result of applied kinematic excitation and is expressed as:

M
_ ¼ MNN �K�1

NN �KNK �MNK : ð3:27Þ

The kinematic excitation was imposed on the boundary in terms of displacement
vector uK(t).

Model validation is performed by utilizing experimental vertical jump data that
was acquired during quantitative analysis of human body surface tissue impact
towards acceleration measurements. Model validation is achieved by doing the
following:

1. The vertical movement of the marker A (Fig. 3.11) that corresponds to the
vertical movement when no surface tissue impact is presented is used as an
excitation law for the reduced human body surface tissue rheological model.

120 3 MEMS Applications for Obesity Prevention



2. The response of the model is observed in COMSOL environment by monitoring
the movement of the acceleration measurement device that is attached
(Fig. 3.49). Resulting device movement is extracted into separate data files.

3. Modeled movement of the acceleration measurement device is compared to the
experimental device movement data to see how well the model fits the
experiment.

4. Conclusions are drawn based on the comparison results.

Experimental vertical jump data that corresponds to the movement when no
surface tissue impact is present was used as an excitation law and is given in
Fig. 3.50. Experimental movement of the attached acceleration measurement device
is also given in Fig. 3.50.

To compare the output of the model with experimental data all curves where
plotted in one figure (Fig. 3.51). Three curves are given. Solid curve represents the
vertical movement of the underlying spine/ribs entity when no surface tissue impact
is present. Dotted line represents the experimentally acquired acceleration mea-
surement device movement. The device was attached to the chest with a belt and
represents the movement with soft tissue impact present. Finally, dashed curve
represents modeled movement of the acceleration measurement device. The mod-
eled output was acquired from the developed reduced human body surface tissue
model when the data that the solid curve represents was used as an excitation law.

As can be seen in Fig. 3.51 modeling results fit the experiment data. However,
one fitment is not enough to validate that the model corresponds to the real world
object. Figure 3.52 shows that modeling results fit also another experiment data.
Three curves are given in the same manner as in Fig. 3.51. Solid curve represents
the vertical movement of the underlying spine/ribs entity when no surface tissue

Fig. 3.50 Experimental vertical jump data (solid line) and movement of the acceleration
measurement device (dashed line)
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impact is present. Dotted line represents the experimentally acquired acceleration
measurement device movement. Finally, dashed curve represents modeled move-
ment of the acceleration measurement device.

Fig. 3.51 Experimental vertical jump data when no surface tissue impact is present (solid line);
acceleration measurement device movement during experiment (dotted line); modeled acceleration
measurement device movement (dashed line)

Fig. 3.52 Experimental vertical jump data when no surface tissue impact is present (solid line);
acceleration measurement device movement during experiment (dotted line); modeled acceleration
measurement device movement (dashed line)
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Average error is defined as:

e ¼
PN

i¼1 yi � y_i

�� ��
N

ð3:28Þ

where yi is experiment data point; y_i is modeled data point; N is number of data
points.

For the first experiment data set average error was 0.0034, maximum error was
0.0136; for the second experiment data set average was 0.0023, maximum error was
0.0132.

This means that the average difference between experiment data point and model
output data point was 0.0034 m (3.4 mm) for the first experiment and 0.0023 m
(2.3 mm) for the second experiment.

Average jump height measured by tracking marker A (Fig. 3.11), was 154.3 mm
(Table 3.13). If this average is taken as a base, it can be said that model has average
relative error of 2.2% for the first experiment data and relative error of 1.5% for the
second experiment data. Maximum relative error for both experiments was lower
than 8.9%.

It can be concluded that the model corresponds well to the real world object – the
model was developed using one experimental data, and successfully matched
another experimental data with low errors.

3.2.8 Reduced Human Body Surface Tissue Rheological
Model Analysis

Reduced human body surface tissue rheological model was developed and validated
in the previous section. Validated model is further analyzed to get deeper insight in
its behavior. Axes of reference used during the analysis are given in Fig. 3.53.
Axis X corresponds to the vertical body movement.

Figure 3.54 shows how the displacement on the skin surface is different through
the area reaching its maximums just under the attached device. During jump whole
soft tissue is moving differently from underlying bones, however attached device
impacts surrounding area and introduces additional tissue displacement that
increases gradually in magnitude when going towards the device.

As the device is a 3D body it not only affects the surrounding soft tissue area
along jump axis (axis X) but also introduces small displacement on axis that is
perpendicular to the jump axis, as well as surface traction forces around the device.
This is also expected behavior because during jump the device’s top tends to flip off
the body while pressing the area at the device bottom. This effect is clearly visu-
alized in Figs. 3.55 and 3.56.

Interesting behavior is observed when comparing two stages of the jump: the
upper position when the speed is 0 and speed maximum during landing. At the most
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upper point when the body has already stopped going up the attached device still
has kinetic energy and tries to go up further. As it is attached to the body it cannot
do so thus it creates soft tissue surface traction forces around it. This situation is

Fig. 3.54 Reduced human body surface tissue rheological model displacement on X axis

Fig. 3.53 Axes of reference used during analysis of the model
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Fig. 3.55 Reduced human body surface tissue rheological model displacement on Z axis

Fig. 3.56 Reduced human body surface tissue rheological model surface traction
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visualized in Figs. 3.57 and 3.58. On the contrary, when the body is landing and the
movement speed is at its maximum, surface traction forces are only induced by the
mass of the device. This is visualized in Figs. 3.59 and 3.60.

It is very interesting to observe model’s cross sections during the process. One of
such cross section figure is given in Fig. 3.61 where one can see how the dis-
placement changes in different depth of the model. As the figure is given in the
jump phase when the speed is the highest it is interesting to see the response of
non-linear models.

As mentioned in the previous section, the confirmed model can be used to
predict the outcome of the other problems associated with the same model. Then the
method to study the practical application of the theory and experiments could be
used. One such practical task is to identify what is the relationship between initial
pre-stress which corresponds to the tightness of the belt that is used to attach the
device and the response of the model which corresponds to the movement of the
device. Such relationship would describe how the attachment belt tightening
impacts device movement (thus, soft tissue movement as well) on the chest during
vertical movement of the body (that is the most common movement during daily
activities).

Reduced human body surface tissue rheological model was used to acquire the
applied pressure needed to reach different device’s displacement into the body. The
relationship between the displacement and the pressure applied is given in
Fig. 3.62. As can be seen in given figure, the relationship is almost linear in the

Fig. 3.57 Reduced human body surface tissue rheological model surface traction in X direction
when the speed is 0
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Fig. 3.59 Reduced human body surface tissue rheological model surface traction in X direction
when the speed is maximum during landing

Fig. 3.58 Reduced human body surface tissue rheological model surface traction in Z direction
when the speed is 0
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Fig. 3.61 Reduced human body surface tissue rheological model displacement in X direction just
before take-off cross section

Fig. 3.60 Reduced human body surface tissue rheological model surface traction in Z direction
when the speed is maximum during landing
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displacement range of 0 to 5 mm. An example of the displacement variations inside
the model is given in Fig. 3.63.

To acquire model’s response dependence on initial pre-stress (pressure applied
to the device to push it into the surface tissue), four different device’s displacements
into the body were analyzed: 0, 1, 2 and 3 mm.

Developed reduced human surface tissue was provided with different displace-
ments of the device into the body. Then, the model was excited using the

Fig. 3.62 On the device applied pressure relationship with its displacement into soft tissue

Fig. 3.63 Reduced human body surface tissue rheological model displacement on axis Z when
the device is pushed 3 mm into the body
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experimental data that was acquired during quantitative analysis of human body
surface tissue impact towards acceleration measurements. Finally the modeled
movement of the device was observed and compared in between when different
device’s initial displacements into the body were used. The plot off all outputs is
given in Fig. 3.64.

Modeling results show that reduced human body surface tissue rheological
model response does not depend on initial device displacement into the body. This
means that the belt tightening force that is used to attach the device is not a factor
for the vertical surface tissue movement during vertical movement of underlying
bones. Although it might seem strange at first, it is logical conclusion as the belt
moves together with tissue surface (skin) and thus its movement depends only on
the properties of the tissue rather than the tightening force. This conclusion is
important in practice too allowing neglecting belt tightening as a factor.

Another two factors of interest are jumping height and jumping frequency. From
physics it is known that vertical movement of point obeys this equation:

s ¼ v0 � tþ g � t2
2

ð3:29Þ

where s is path travelled, v0 is initial velocity, g is the acceleration due to gravity,
and t is time.

In a vertical jump, half of the path travelled is up and half is down. In the upper
jump point velocity of the spine/ribs is 0. If we take upper point as initial process
condition than the process of landing can be defined as:

Fig. 3.64 Combined plot of modeled device movements when different device displacement into
the body were set
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h ¼ g � t
2

� �2
2

¼ g � t2
8

ð3:30Þ

where h is jump height, t is full jump duration (both up and down).
Jumping observation revealed that in a continuous jumping scenario the time

between hitting the ground and going up again takes approximately 40% of the
actual jump time. This way full jump period is T = 1.4�t and jumping frequency is
f = 1/T. The relationship between continuous jumping frequency and jumping
height can be expressed as:

h ¼
g � 1

1:4�f
� �2

8
¼ g

15:68 � f 2 ð3:31Þ

where h is jump height and f is continuous jumping frequency.
Taking into account the relationship given in Eq. (3.31) numerical analysis was

performed. Because jumping frequency and jumping height is related it is pur-
poseful to analyze only jump height impact towards the acceleration measurements
as it is related to the jumping frequency and the relation is known.

Numerical analysis was performed on developed model to see what the impact
of the jumping height and frequency is towards the measured accelerations.
Analysis results are given in Table 3.14.

As results show relative differences for different jumping heights and frequencies
are very similar. This implies the conclusion that jumping height and jumping
frequency also are not main factors that influence acceleration measurement errors.
It was showed before that belt tightening is not a factor also, meaning that only
tissue rheological properties are the only important factor that influences the
measurements. This conclusion has important practical value. It means that error
reduction can be achieved only by having reduced human body surface tissue
rheological model’s properties.

Table 3.14 Jumping height and frequency impact towards acceleration difference resulting from
soft tissue impact

Jump
height,
cm

Jumping
frequency,
Hz

Acceleration
amplitude, m/s2 (no
soft tissue impact)

Modeled acceleration
amplitude, m/s2 (soft tissue
impact is present)

Relative
error, %

5 3.6 8.079 9.035 11.83

5 3.6 15.970 17.830 11.65

13 2.2 9.681 11.170 15.38

13 2.2 19.370 21.990 13.53

20 1.8 8.065 9.040 12.09

20 1.8 17.440 19.410 11.30
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Chapter 4
MOEMS-Assisted Radial Pulse
Measurement System Development

Abstract Blood pressure is the first assessment of blood flow and still is the easiest
parameter to measure. Examination of wrist radial pulse is non-invasive diagnostic
method, which takes a very important place in traditional Chinese medicine. Hence,
it lacks the consistency and reliability, which limits practical application in
clinical medicine. Thus, the quantitative characteristics of the method of the wrist
pulse diagnosis is a prerequisite for its further development and wide use.
Noninvasive CCD sensor based on a hybrid measurement systems for the analysis
of the radial pulse signals is developed. Various input pressure and fluids of dif-
ferent viscosity are used in the assembled artificial circulation system to test the
effectiveness of laser triangulation technology to improve the detection sensitivity
by a microfabricated MOEMS placed on a synthetic vascular graft and on the
human wrist. MOEMS design methodology is presented. The simulation results
provide the right to choose the form of the membrane. Technological process of
formation of MOEMS is performed using advanced microfabrication technology. In
“in vitro” and “in vivo” measurement results are adequate and suggest practical
relevance of the proposed methodology.

4.1 Validation of Noninvasive MOEMS-Assisted
Radial Pulse Analysis System

4.1.1 Importance of Blood Pressure
and Radial Pulse Diagnosis

Measurement of blood pressure is one of the most important measurements of
health [1]. Blood pressure is the first assessment of blood flow and still is the easiest
parameter to measure. Thus, it is a convenient measure of the patient’s health, as
well as one of the most important vital functions. The importance of measuring
blood pressure is that it is firmly connected, via the variable impedance of human
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organs, with the physiology of the human body, and nearly all physiological pro-
cesses that are carried in blood pressure signals, either arterial or venous.
Additionally, some features of arterial blood pressure, such as mean arterial pres-
sure, systolic and diastolic pressure, are epidemiologically associated with
numerous circulatory system diseases such as hypertension, obesity, epilepsy and
cancer, myocardial infarction, stroke, congestive heart valve failure, atherosclerosis,
and as it regards the problems associated with kidney disease and diabetes [2].

The significance of blood pressure measurements can be soundly stressed by
epidemiological data. In the whole world extremely big number of people suffers
from arterial hypertension, just in USA 56 million of patients have hypertension
problems [1]. The biggest advantage in the field of MOEMS MEMS-devices open
up entirely new possibilities for more accurate, permanent and blood pressure in
real-time measurements.

4.1.2 Metrology of Arterial Blood Pressure

The arterial blood pressure signal originates in the left ventricle and propagates
through the systemic arteries, changing its static and dynamic parameters. The
position of the heart is considered to be the reference point in which the static
component (hydrostatic pressure) is assumed to be zero. Blood pressure parameters
vary from subject to subject and undergo changes according to the physiological
state as well as a wide range of diseases. Nevertheless, some average numbers
measured on the healthy population can be given. The arterial blood pressure
amplitude for a healthy person, measured in the aorta, varies from 40 to 80 mmHg;
which corresponds to 120–140 mmHg at the maximum of the pulse waveform, the
so-called systolic pressure, and to 80–90 mmHg at the minimum, the so-called
diastolic pressure. The frequency of the signal varies from 40 to 200 beats per
minute [2]. Thus, the period is in the range from 1.5 to 0.3 s. The average period for
a resting healthy subject is about 0.85 s. The generic shape of the typical signal,
recorded in a main artery, is depicted in Fig. 4.1. The first rising portion of the pulse
has an average dP(t)/dt around 200 mmHg/s, and the falling part dP(t)/dt is around
130 mmHg/s, where P(t) is the blood pressure in time domain. The typical range of
amplitudes does not cover the pressure values that can be generated by a hydrostatic
pressure. Body position can significantly shift the blood pressure in the aorta arch
by as much as 40 mmHg in a standing position, or even 80 mmHg in a reversed
position, with head down [1]. Also, body movements or exercise such as running
can add to the amplitude by 60 mmHg [2]. Aging also increases the average sys-
temic pressure, shifting it by about 1 mmHg per year and slightly increasing the
peak-to-peak amplitude of the pulse.

Many authors treat the blood pressure signal as a periodic one and analyze it by
using the Fourier transform:
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FðxÞ ¼ 1
2p

Z1

�1
BPðtÞ expð�jxtÞdt; ð4:1Þ

where F(x) is a Fourier transform, BP(t) is blood pressure function in time domain,
j is an imaginary number, and x is angular frequency. This approach offers a very
convenient set of tools allowing analysis of the signal for specific frequencies—
harmonics, by using only two numbers: amplitude of the harmonic and its phase. If
the system is assumed to be linear and periodic, the Fourier analysis can provide the
complete description of the system dynamics. The fundamental period is often
assumed to be the heart cycle or the multiplication of it. Many researches use the
Fourier methodology, such as spectrum analysis, to express the blood signal
pressure features [1, 2]. Typical blood pressure spectral content is shown in
Fig. 4.2. In fact, blood pressure is not a pure periodic signal. The long-term
extensive studies on Heart Rate Variability (HRV) showed the short- and long-term
fluctuations in the HR fundamental frequency. Also, the spectral content of the

Fig. 4.1 Generic arterial blood pressure cycle in time domain [1]

Fig. 4.2 Arterial blood pressure in frequency domain (Spectrum)
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blood pressure signal undergoes changes due to physiological responses of the
cardiovascular system. In addition, many types of artifacts are involved, introducing
stochastic or rather chaotic components. The situation is made worse with the
technical limitations to the digital signal analysis such as a finite period of collecting
data, and a finite period of sampling (sampling frequency) data or quantization
effect. In a real experiment, the “ideal” continuous Eq. 4.2 has to be supplemented
by a discrete one [1]:

FðkÞ ¼ 1
N

XN�1

n

BPðnÞ exp �j
2pnk
N

� �
; ð4:2Þ

where F(k) is a Fourier transform, BP(n) is blood pressure function in a discrete
time domain, j is an imaginary number, k is an angular frequency, n is the number
of sample, and N is the total number of samples.

Thus, the conversion from time domain to frequency domain utilizing the
formula will introduce an error due to sampling and an energy leakage. The
energy leakage is related to the finite size of the analyzing window—NDt where
N is number of samples and 1/Dt is sampling frequency [1]. Because the ana-
lyzing time window has a finite size, by definition it cannot cover all low fre-
quencies. Also, the analyzing window can generate some high frequency artifacts
by unmatched signal levels at the ends of the window. The sampling rate limits
the frequency range to be analyzed unless the Nyquist criterion is met: 1/Dt > 2
fmax. Where 1/Dt is sampling frequency and fmax is the maximum frequency
present in the signal spectrum.

In the arterial measurements pressure pulse contains from 6 to 20 harmonics [1].

4.1.3 Radial Pulse Diagnosis

Chinese pulse diagnosis in traditional Chinese medicine (TCM) has been practiced
for over 2000 years [3]. Without any technological equipment of Chinese medicine
employed the fingertips to feel the wrist pulses patients to determine their health
status. Depending on the hand and wrist pulse sensing, doctor can determine the
status of the various organs of the patient (Fig. 4.3).

Wrist pulse was seen as the most fundamental of life signals, containing basic
information about the health of the individual. In traditional Chinese pulse diag-
nosis theory (TCPD) pulse signals, which is caused by fluctuations in the flow of
the radial artery, contain a rich and important information that can reflect the state
of human organs, i.e., gallbladder, kidney, stomach, lung, and so on. This patho-
logical change of internal organs may be reflected by variations in the rhythm, the
speed, the radial pulse power, by which experienced practitioners can tell the state
of human health [3]. Furthermore, TCPD is non-invasive and convenient for effi-
cient diagnosis. Clinical studies demonstrate that in patients with hypertension,
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hypercholesterolemia, cardiovascular disease and diabetes exhibit premature loss of
elasticity of arteries and endothelial dysfunction, which eventually led to a decrease
in flexibility and an increased load on the vascular circulatory system. The shape of
the wrist pulse, amplitude and rhythm also changed according to the hemodynamic
characteristics of blood flow [3–8].

4.1.4 Radial Pulse Characteristics

The beating heart creates pressure and flow of waves, which spread throughout the
arterial system. The shapes of wrist pulse signals change by their continuous
interaction with irregular arterial system. The pressure waves are expanding the
arterial wall while traveling, and decompositions are recognized as the wrist pulse.
Each gap reflects incident waves into mechanical and geometrical properties of the
arterial tree, such as the bifurcation and stenosis. Sensible wrist pulses can thus be
understood in terms of a forward traveling wave component, collective waves
coming from the heart to the periphery and containing information of the heart; and
one backward traveling wave component, the collective waves containing infor-
mation about the places of reflection, i.e. kidneys, stomach, spleen, liver, lungs, etc.
In addition, the reflected pressure waves tend to increase the load on the heart and

Fig. 4.3 Different hand represents different human organ
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play a major role in determining the pattern of wrist pulse waveforms.
Consequently, wrist pulse signals can be expressed in terms of its forward and
backward components running with a phase shift in time as shown in Fig. 4.4 [4].

Normal wrist pulse waveform has a sharp enough, to move up to the moment of
peak steady, high speed down stroke and decay. The reflected wave is also similar
to the original wave shape, but smaller in amplitude. Young healthy people tend to
have a pulse patterns as shown in Fig. 4.5 [5]. Following a traditional Chinese

Fig. 4.4 Forward wave is higher in amplitude, and backward wave is lower in amplitude, with a
phase shift [4]

Fig. 4.5 Radial pulse patterns: top-left taut pulse pattern; top-right slippery pulse pattern;
bottom-left moderate pulse pattern; bottom-right abnormal pulse pattern with BAD Notch [5]
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medicine terminology graphs clearly show the presence of the dicrotic notch and
dicrotic wave and impulses that can be identified as a tight, slippery or moderate.

The abnormal pulse pattern shows formation of a unique ‘V’ shaped notch
identified as BAD Notch (Fig. 4.5 bottom-right).

Such non-invasive, biocompatible and portable MOEMS device could easily
find the place in up to date market and would be extremely helpful in ambulance
medicine, not to mention athletes, older persons and patients which need to have
real-time health monitoring.

4.2 Micro Membrane Design

4.2.1 Evaluation of Residual Stresses

All micro-machined elements tend to have residual stresses that can be vital for the
operation of the micro sensor. Especially, if the signal is registered using optical
sensor, like in the presented case, there is a need to examine the surface of
micro-element in details. Even small part of membrane bow can lead to the dis-
tortion of signal registration, leaving micro sensor totally inoperable. It is often
observed that stresses develop in films during deposition or growth at elevated
temperatures. These stresses arise, because generally films are deposited under
non-equilibrium conditions.

4.2.1.1 Stresses in Thin Polysilicon Film Formed
During Vapor Deposition

For thin coating, misfit strain is usually assumed to be dealt with fully in it, so that
the stress level is easily obtained by multiplying by two-axis module [9]. For all
types of coating, the main sources of residual stresses are differential thermal
contraction and the phenomena occurring during the deposition. It is common for
them to be called respectively as external and internal stresses. Other processes such
as phase transformations, plastic flow, creep, etc., can effectively generate a strain
mismatch. They can, in principle, be handled in basically the same manner as the
thermal stress. In the simulation, significant attention has been paid to differential
thermal contraction stresses.

4.2.1.2 Differential Thermal Contraction Stresses

Thermal stresses can readily be calculated from knowledge of the thermal expan-
sivities of the constituent materials. The associated misfit strain can be written as
[10]:
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De ¼
ZT0
T1

ðas � af ÞdT ; ð4:3Þ

where DT is the temperature change between temperature in which deposition
process took place and ambient temperature, as-coefficient of thermal expansion of
substrate, af -coefficient of thermal expansion of thin film. This strain, and the
associated stress level in the coating at room temperature will obviously be more
when deposition occurs at high temperatures and when large expansivity mismatch.
While this equation is commonly used, it should be noted that the neglect of the
temperature dependence of expansivities may be inaccurate. Misfit strain at an
ambient temperature T0 after cooling from deposition temperature T1 to be obtained
from:

De ¼
ZT0
T1

ðas � af ÞdT: ð4:4Þ

4.2.1.3 Deposition (Intrinsic) Stresses

This type of stress can occur in several ways, during the molecular vapor deposi-
tion. For example, molecular species entering with high energies can become
implanted within the field, where they may occupy interstices (or free crystal lattice
sites that are thermodynamically stable) and thus generate a compressive load. The
bombardment of energetic, non-depositing species may also contribute to such a
site of employment and therefore have the same effect, which is often called
“atomic peening”. On the other hand, the processes can also take place during the
deposition, which generates excess vacancies and hence tensile stress. For example,
preferential removal of deposited molecular species by etching immediately after
the deposition may lead to such an effect. Another point should be noted that there
is a tendency to excess vacancies and interstitials/vacancies depletion to be removed
by short-range (surface) diffusion in the presence of a sufficient amount of heat
energy available. Both substrate temperature and a short duration of thermal energy
injected or implanted by species bombardment are important in determining the
extent to which annealing processes occur.

In all cases, stresses arise mainly as a result the material is deposited at first in a
non-equilibrium state and the differential thermal contraction occurring between the
coating and the substrate during temperature changes after deposition. Both
mechanisms may generate either tensile or compressive stress in the coating. While
the differential thermal expansion stress is fairly easy to predict the mechanisms that
determine the deposition voltage may be more complex.

This is the reason why during modeling step thermal expansion stresses are
chosen, since the problem could be described by the tools of finite element
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(FE) modeling in not significantly difficult way. In order to predict and explain the
fabrication and modeling results typical behavior of the average film stress as a
function of film thickness shown in Fig. 4.6 was chosen as a reference.

As this work started with the fabrication of micro-membranes as basic sensing
elements of MOEMS, it was essential to examine why fabrication process was not
successful in some cases and employing capabilities of finite element modeling
programs to find out what would be the best parameters and best geometric shape of
micro-elements in order to avoid or reduce unwanted phenomenon.

4.2.2 Three Dimensional Finite Element Model
of Micro-membrane

Micro-membrane, micro-membrane matrixes or micro mirror arrays are generally
found as the main structural elements in the sensors, MOEMS, actuators, filters, etc.
Structural element usually consists of silicon dioxide, silicon nitride, polycrystalline
silicon thin film deposited on a thick silicon wafer. In particular, the final process of
manufacturing a structural element should be uniform and even composed only of
silicon dioxide/polysilicon connection. But because of the possible not uniform
etching process, some impurities or silicon dust may be present in the structure.
However, in the simulation it is approximated that the micro-membrane consists of
pure silica/polysilicon connection.

4.2.2.1 Modelling Steps

The goal of finite element analysis is to recreate the mathematical behavior of the
real technical system. This means that the mathematical model of a physical pro-
totype will be generated. Currently, there are various software Fe (Adina, ANSYS,

Fig. 4.6 Average film stress as a function of film thickness [10]
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COMSOL Multiphysics, Nastran, SIMULIA, etc.), which are capable of division of
the object into a plurality of elements and components, assigning materials, change
their properties, the use of the boundary conditions. All these features help to create
a realistic model and simulate the behavior under the influence of ambient condi-
tions. Nevertheless, it must be emphasized that the general and special FE modeling
includes the following stages:

(1) Geometry development;
(2) Material and its properties assignment;
(3) Mesh generation;
(4) Imposition of boundary and loading conditions;
(5) Run analysis;
(6) Plotting the static or dynamic solution.

Geometric modeling silica/polysilicon micro-membranes was performed using
COMSOL Multiphysics. Various geometric patterns were obtained for different
sizes and shapes of the structures. The square structure of the membrane after the
micro-fabrication process, and the one introduced for the simulation are shown in
Fig. 4.7.

As significant interest has been received by micro membrane and its behavior
due to thermal stresses, thus simplifying the square object diagram with typical
parameters used for numerical simulation are shown in Fig. 4.8 (the same material
properties for a circular membrane, a). Mechanical model of square and round
micro-membrane has been created using the same finite element (FE) simulation
software COMSOL Multiphysics [11]. Here, the IP model describes the dynamics
of the microstructure and follows the classical equation of motion represented in the
general form of a matrix:

Silicon layer
Formed 
SiO2/polySi
membrane

SiO2 film
Mask 
opening

Fig. 4.7 Geometric model of SiO2/polySi membrane (darksquare at the centre)
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½M�f€Ugþ ½C�f _Ugþ ½K�fUg ¼ Qðt;U; _UÞ� �
; ð4:5Þ

where ½M�; ½C�; ½K� the mass, damping and stiffness matrices, respectively; f€Ug,
f _Ug, {U} displacement, acceleration and velocity vectors, respectively;
Qðt;U; _UÞ� �

-vector representing the sum of the forces acting on the
micro-membrane.

Table 4.1 defines exact parameters and boundary conditions.
Analyzing figure presented above should be understood that the simulated

micro-membrane was fixed around the perimeter just leaving free translational
movement in the direction Z., i.e. free translational movement was possible in only
one direction.

It should be understood that this part of numerical modeling is based on fabri-
cation peculiarities of micro objects. The application for biomedical application of
such micro membranes as basic parts of optical sensor will be discussed in com-
putational fluid dynamics section.

4.2.3 Square Membrane Modeling

Usually, square elements are preferable for the pressure sensor geometry, because
the high stress is generated by the applied pressure load resulting in high sensitivity.
Furthermore, in the particular case of a square geometry it is desirable for a better
and easier target light and reflection. Nevertheless, as this chapter discusses the
residual stresses the essential question to be answered: is the shape of
micro-fabricated object essential to the residual stress point of view? Should no
only a square membrane be modeled and analyzed? Using numerical simulation
software COMSOL first step is to find the natural frequencies of the known

Fig. 4.8 Schematic representation of a micro-membrane
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geometry of square membranes. Are the natural frequencies or the eigenfrequency
are frequencies at which the oscillating system can vibrate?

Here, the side lengths of membranes were chosen to be 0.4, 1 and 5 mm.
Thickness of them 20 lm. Table 4.2 represents all the values of eigenfrequencies
resulting from simulation.

Figure 4.9 represents the shapes of eigenmodes of 5 mm side length membrane
for interest. The remaining dimension membranes has very similar characteristics of
eigenmodes, thus it was no need to present it in details.

Further, modeling continued taking into account the phenomenon of differential
thermal stresses. Here, when the assembly is cooled to room temperature, the
substrate film shrank differently and caused strain in the film. Thus, this analysis
shows how the thermal residual stress changes the resonance frequency of the
structure. Assuming that the material is isotropic, the stress is constant throughout
the film thickness and the stress component in a direction normal to the substrate is
zero. Then, relationship between stress-strain is:

rrð1� mÞ=E; ð4:6Þ

Table 4.1 Physical, mechanical properties and boundary conditions of micro-membrane

Description and symbol Value Unit

Length l 0.4, 1, 5 mm

Width w 0.4, 1, 5 mm

Thickness t 20 lm

Young’s modulus E 155, 130 GPa

Density q 2330, 2200 kg/m3

Poisson’s ratio m 0.16, 0.23 –

Room temperature T0 20 °C

Deposition temperature T1 600 °C

Residual stress rr 50 MPa

Residual strain e rrð1� mÞ=E –

Coefficient of thermal expansion (1/K) e=ðT1� T0Þ –

Boundary conditions 1,2,5,6—fixed planes
3,4—free planes

–

Table 4.2 Simulated natural frequencies of square membranes

Side length, (mm), 20lm thickness Natural frequency values (kHz), 6 eigenmodes

0.4 1080 2058 2058 3896 5689 6175

1 177 365 384 758 856 1034

5 7.3 23.9 23.9 36.4 43.3 43.5
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where in the Young’s modulus E, Poisson’s ratio m, strain e is given by:

e ¼ DaDT ; ð4:7Þ

where Da the difference between the coefficients of thermal expansion, and DT the
difference between the deposition temperature and the normal operating
temperature.

To evaluate the residual thermal stresses in the temperature differences in par-
ticular case were 600 °C (usual deposition temperature present during polysilicon
vapor deposition) and ambient room temperature of 20 °C. Static analysis and
von-misses stress distribution is presented as well.

Tables 4.3, 4.4 and 4.5 represent the three different dimension square membrane
simulation. Comparison of natural frequencies of the thermally stressed structure
and disregarding them is presented.

Fig. 4.9 Eigenmodes of 5 mm side length membrane from: top-left to bottom-right—six
eigenmodes respectively
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Table 4.3 0.16 mm2 area membrane

Natural frequencies without thermal stresses Natural frequencies with thermal stresses

Table 4.4 1 mm2 area membrane

Natural frequencies without thermal stresses Natural frequencies with thermal stresses

Table 4.5 25 mm2 area membrane

Natural frequencies without thermal stress Natural frequencies with thermal stress

Eigenfrequency is 7.3 kHz Eigenfrequency is 146 kHz

The deformed shape of the geometry of the
membrane under thermal stress

Von misses stress distribution passing
through the center of the membrane
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4.2.4 Circular Membrane Modeling

Circular membrane has the lowest load at its edges when applying the same
pressure than a square diaphragm, but the largest center of deflection can be seen in
the circular diaphragm. Thus, in applications, the maximum deviation is paramount
to the circular diaphragm offered. Circular diaphragm is most favored from the
design engineering point of view.

As it was mentioned above the essence of this section is to discover if shape of
micro object has some effect on thermal stresses, therefore modeling of circular
membranes took place.

Employing mathematical formulation of circle area A ¼ pR2, radius of mem-
branes was found for further numerical simulation and comparison.

In order to have the same area of a circular object as square ones, there was a
need to solve simple equation.

R2 ¼ A
p
; ð4:8Þ

where R is radius of membrane, A is area of square membrane, p is mathematical
constant. Substituting values of the area of square membranes radius of circular
membranes were found to be 0.225, 0.564, and 2.822 mm from smallest to biggest
respectively. Table 4.6 represents the six values of eigenfrequencies resulting from
simulation.

Tables 4.7, 4.8 and 4.9 represent the three different area circular membrane
simulations. Comparison of natural frequencies of the structure with thermal
stresses and disregarding them is presented. Moreover, static analysis of the
deformed shape of the membrane under the thermal influence and von-misses stress
distribution is delivered.

After employing numerical simulation of micro membranes of different shapes
under the influence of thermal stresses and disregarding them, it became obvious
that the shape shouldn’t be the concern for this type of analysis. Tables 4.10 and
4.11 represent resonant frequencies with and without residual stress of square and
circular membranes respectively.

Based on simulation results, it can be seen that with a smaller diaphragm and the
same thickness the impact of residual stresses on the membrane decreases as the
membrane area is reduced. Comparing the resonant frequency of small membranes,

Table 4.6 Simulated natural frequencies of circular membranes

Radius (mm), 20lm thickness Natural frequency values (kHz), 6 eigenmodes

0.225 498 958 959 1401 5157 5183

0.564 80.3 180.2 180.2 356 458 589

2.822 3.26 8.8 8.8 15.5 17.6 20.5
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Table 4.7 0.16 mm2 area membrane

Natural frequencies without thermal stresses Natural frequencies with thermal stresses

Eigenfrequency is 498 kHz Eigenfrequency is 802 kHz

The deformed shape of geometry of the
membrane under thermal stresses

Von misses stress distribution passing
through the center of the membrane

Table 4.8 1 mm2 area membrane

Natural frequencies without thermal stresses Natural frequencies with thermal stresses

Eigenfrequency is 80.3 kHz Eigenfrequency is 260 kHz

Deformed shape of geometry of the
membrane under thermal stresses

Von misses stress distribution going through
the center of membrane
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it can be seen that the solution of problems, including residual stresses resonant
frequencies differ less than twofold in both cases. Thus, the thermal load on the
square millimeter membrane even more than 3–5 times make a difference to
eigenmodes of structure for circular and square membrane, respectively. The res-
onant frequency of 25 mm membrane area, including the thermal load is already
given rise even 14–20 times. Von misses stress distribution is most noticeable near
the point of attachment of micro-devices. Thus it is clear that in order to properly
micro-fabricate operable membrane area ratio, width and the micro-device should

Table 4.9 25 mm2 area membrane

Natural frequencies without thermal stresses Natural frequencies with thermal stresses

Eigenfrequency is 3.26 kHz Eigenfrequency is 48.48 kHz

The deformed shape of the geometry of the
membrane under the thermal stresses

Von misses stress distribution passing
through the center of membrane

Table 4.10 Resonant frequencies with and without residual stresses of square micro-membrane
of different side lengths

Area of membrane 0.16 mm2 1 mm2 25 mm2

Resonant frequency without stress (kHz) 1080 177 7.3

Resonant frequency with stress (kHz) 2160 764 146

Table 4.11 Resonant frequencies with and without residual stresses of circular micro-membrane
of different areas

Area of membrane 0.16 mm2 1 mm2 25 mm2

Resonant frequency without stress (kHz) 498 80.35 3.26

Resonant frequency with stress (kHz) 802 260 48.48
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be as small as possible. Such ratio will also serve as an advantage for better
sensitivity of the micro element.

4.3 Micro Membrane Fabrication and Experimentation

MOEMS are commonly fabricated from silicon and its compounds, silicon
(di) oxide, and silicon nitride [12–14]. MOEMS typically require optical surfaces
with high flatness and low roughness to be combined with high quality mechanical
parts and low power [15].

In the specific case flatness and mirror finish surface are most important aspects
for device operation, since the displacement of the point of interest will be regis-
tered using laser triangulation displacement sensor. Therefore, polysilicon layer was
used as reflective coating and micro membrane.

From the application point of view following tasks for manufacturing micro-
objects were formulated:

Fabricate micro-membranes with mirror finish surface.
Fabricate micro-membranes of different dimensions.
Fabricate micro-membranes of different geometries.
Fabricate micro-membranes with smallest possible residual stresses.

Following tasks step by step it was obvious that in order to obtain desired result
quite complex process should take place. Primary assumption of process was cre-
ated that freely hanging polysilicon micro membranes with optical grating will be
obtained by surface and bulk micromachining technologies. Procedure of formation
of micro membrane and optical grating is presented in Fig. 4.10.

For the Si3N4 deposition layer surface micromachining technology was used. To
form the optical grating, bulk micromachining technology used. During the etching
process, the upper side of the plate is covered with low stress transparent Si3N4,
where using the RIE (reactive ion etching) of the diffraction grating techniques must
be formed (also transparent to infrared radiation). The principle is simple membrane
formation. With a silicon substrate/silicon dioxide thickness of 300 lm, a thin film
(20 lm) is deposited on the polysilicon wafer by pyrolysis (thermal decomposition)
silane, SiH4, a low pressure inside the reactor 25–130 Pa at a temperature of 580–
650 °C. This pyrolysis process includes the following basic reaction: SiH4 !
Si + 2H2. Polysilicon deposition rate increases rapidly with increasing temperature,
since it follows the Arrhenius equation:

Rar ¼ Ae�qEa=kT ; ð4:9Þ

where Rar the deposition rate, Ea is the activation energy in electron volts, T is the
absolute temperature in degrees Kelvin, k is Boltzmann constant, q is the electron
charge, and A is a constant. The activation energy for the deposition of polycrys-
talline silicon is about 1.7 eV.
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4.3.1 Determination of Primary Data for Analyzed Objects

While starting the determination of primary data it was quite tricky to find out
optimal geometries for micro-membrane, since the overall production process
should become cost effective with minimum possible discrepancies. Nevertheless,
decision was made to fabricate micro membranes of different geometrical param-
eters and different shapes (square and circular). Shortly, the dimensions of
micro-membranes were chosen: square membranes with side lengths 0.4, 1 and
5 mm and circular membranes with radiuses 0.225, 0.564, and 2.822 mm respec-
tively. For the consistency reasons thickness of the membranes there chosen to be
constant in all the cases, namely 20 lm. It should be noted that finite element
modeling of microstructure is practically impossible with used multiphysical
modeling programs as COMSOL if area to thickness ratio is too big.

Fig. 4.10 Schematics of process for the formation of a micro-membrane
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4.3.2 Deposition of Silicon Dioxide and Polysilicon

Silicon dioxide usually can be employed as structural or sacrificial layer in various
microelectromechanical devices. In particular case it is used as sacrificial layer in
order to obtain polysilicon membranes. SiO2 can be obtained by the following
methods: thermal oxidation, anodizing in liquid, chemical vapour deposition or
plasma oxidation. Nevertheless, thermal oxidation is the most frequently applied
[13]. In this case silicon oxidises easily when reacting with oxygen or water steam
(at 1 atm) at elevated temperatures (600 � 1250) °C. Chemical reactions of outer
Si wafer layer conversion into high quality SiO2 can be written as [13]:

SiþO2 ! SiO2 ðDryÞ; ð4:10Þ

Siþ 2H2O ! SiO2 þ 2H2O ðWetÞ: ð4:11Þ

SiO2 has desired properties of thermal and electric insulation as well as chemical
stability. In addition, this oxide has extremely small coefficient of thermal expan-
sion (comparing with other MOEMS technological materials) and is capable of
forming an almost perfect electrical interface with its substrate. Finally, analyzed
compound is stable in water and at elevated temperatures giving opportunity to
manipulate with it in terms of processing and application. Due to its familiarity,
versatility and reliability SiO2 is so widely-spread in microfabrication.

Main mechanical, material and thermal characteristics of silicon, silicon dioxide
among other significant technological materials are presented in Table 4.12.

Table 4.12 Main mechanical, material and thermal characteristics of significant technological
materials [13]

Material Yield
strength
(GPa)

Young‘s
modulus
(GPa)

Density
(103 kg/m3)

Thermal
conductivity at
300 K (W/cm K)

Thermal
expansion
(10−6/°C)

Diamond 53 10.35 3.5 20 1.0

Si (SC) 2.6 � 6.8 190 111h i 2.32 1.56 2.616

GaAs (SC) 2.0 0.75 5.3 0.81 6.0

Si3N4 14 323 3.1 0.19 2.8

SiO2 (fibers) 8.4 73 2.5 0.014 0.4 � 0.55

SiC 21 448 3.2 5.0 4.2

Al 0.17 70.0 2.7 2.36 25.0

AlN 16.0 340 3.26 1.6 4.0

Al2O3 15.4 275 4.0 0.5 5.4 � 8.7

Stain. steel 0.5 � 1.5 206 � 235 7.9 � 8.2 0.329 17.3

SC Single crystal, 111h i—crystallographic plane orientation
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In our particular case fabrication sequence starts with deposition of silicon
dioxide layer (300 lm thick) on silicon palette to improve adhesion and afterwards
using surface micromachining polysilicon thin film (20 lm thick) is deposited on
the silicon dioxide sacrificial layer (Fig. 4.11). In contrast to bulk micromachining,
in which microstructures are formed by etching a bulk substrate surface micro-
machining creates patterns by adding materials, layer by layer, on the substrate
surface. The thin film layers are deposited, typically 15–25 lm thick, serving as
some of the structural layer and the other layer being removed. Dry etching is used
to define layers of structure and the final wet etching step frees them from the
supporting substrate by removing the sacrificial layer.

Before any deposition process the specimens should be properly prepared in
order to reduce the amount of dirt on it (dust, oxides). In particular case silicon
palettes was cleaned immersing wafers into boiling acetone and keeping it inside
acetone for 120 s (see Fig. 4.12).

Furthermore, in order to make the surface of palettes as clean as possible all
specimens are to be cleaned using the help of plasma cleaning techniques.

Typically, plasma treatment includes removal of impurities and contaminants
from surfaces through the use of an energetic plasma generated from gaseous

Fig. 4.11 Deposition of silicon dioxide and thin film polysilicon layers

Fig. 4.12 Cleaning of silicon
palettes using boiling acetone
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species. Gases such as argon and oxygen, and mixtures such as air and
hydrogen/nitrogen are used.

Figure 4.13 represents plasma cleaning equipment chamber with specimens used
for the process. The parameters and main constituents of interest of this process
were as follows: pressure in vacuum chamber 5 � 10−2 torr (here 1 torr = 133 Pa),
high frequency generator which produces frequency 13.56 MHz, relative power
0.3 W/cm2, the gas we used was oxygen, aluminum palette to put our specimens
was used in order to avoid oxidation, voltage was 1.5 kV and lastly the time of the
process was 240–300 s.

As it was mentioned previously having all the specimens cleaned, i.e. with least
possible amount of impurities and dirt the deposition of silicon dioxide and
polysilicon on wafers took place. Here the procedure was longer more complex and
solemn than the ones introduced before. The equipment and sequence used for this
procedure is presented in Fig. 4.14.

Having done all the steps mentioned above pallets was nicely covered with
uniform polysilicon layer (Fig. 4.15). Nevertheless, not all prepared surfaces were
smoothly covered, since dust present in micro fabrication process may have
influenced the results.

4.3.3 Formation of Micro Membranes

Although deposition of silicon dioxide and polysilicon is clear it comes the most
difficult part of the micro-fabrication. Here the important question should be
answered: What techniques should be used in order to form micro-membranes of
desired thickness and area? According to the tasks generated the area to thickness
ratio of membranes is quite big, thus it could lead to fragile and vulnerable

Fig. 4.13 Silicon palettes in
plasma cleaning vacuum
chamber
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Silicon palettes are fixed on a tray 
The tray with silicon palettes is fixed to 
the rotating disk 

Polysilicon is being deposited on pal-
ettes using help of tungsten evaporizer 
(heated) 

Lastly prepared specimens are closed 
inside vacuum chamber and the deposi-
tion process starts after 4 hours when 
needed vacuum is reached, i.e. 5x10-2 
mBa 

Piece of
polysilicon

Fig. 4.14 Equipment used for the polysilicon deposition

Fig. 4.15 Smooth mirror
finish polysilicon layer
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structures. Nevertheless, photolithography, photoresist application and various
etching processes were used in order to obtain final micro sensing element.

4.3.3.1 Photolitography

Photolithography is a process used in microfabrication to selectively remove parts
of a thin film (or basic weight of the substrate). It uses light to transfer a geometric
pattern from a photography chemical photosensitive (photoresist, or simply the
“resist”) mask on the substrate. A number of chemical treatments then are used to
engrave the exposure pattern into the material underneath the photoresist.

Usually and in particular case the process of photolithography starts by covering
our already polysilicon covered specimens with photo resist.

Speaking about particular case Shipley Microposit S1805 photoresist, delivered
by Rohm and Hass Electronic Materials Europe, was used. The composition and
main chemical characteristics of it are presented in Table 4.13.

In order to be more informative and thorough photolithography process is
divided in 4 sub processes, namely: photoresist application, exposure, development,
etching, photoresist removal and present those using visual aids (pictures) in
sequential order.

First of all, photoresist application takes place. Therefore, Fig. 4.16 with pictures
and clear explanation of photoresist application is presented. The pictures are

Table 4.13 Composition and main chemical characteristics of photoresist used

Composition Cas-No. Einecs. No Concentration Classification

2-Methoxy-1-methyletyl
acetate

108-65-6 203-603-9 80.0–<90% XI, R10, R36

2-Methoxypropyl acetate 70657-70-4 274-724-2 0.25–<0.5% T R61, R10, R37

Cresol 1319-77-3 215-293-2 0.1–<0.2% T R24/25, R34

Fig. 4.16 Photoresist application process

158 4 MOEMS-Assisted Radial Pulse Measurement …



presented correspondingly to the steps of the process. The substrate is coated with
photoresist by spin coating. Viscous liquid photoresist solution is dispensed onto
the plate and the plate was centrifuged quickly to obtain a uniformly thick layer of
photoresist. The spin coating ran at 4200 rpm for 22 s, and produced a layer of
photoresist 1.5 lm thick.

4.3.3.2 Soft Baking

The photoresist-coated wafer was “soft-baked” to drive off excess solvent (in order
to obtain more viscous photoresist). Soft baking was accomplished by infrared rays
drying/heating furnace “LADA” (Fig. 4.17). The temperature was gradually
increased till 100 °C. The process took 7 min.

4.3.3.3 Photoresist Application and Soft Baking (II Time)

Photoresist application and soft baking were performed one more time (II time)
having exactly the same parameters, but with photosensitive material to be
deposited on another side of the wafer. Soft baking was carried with corresponding
specimen side upwards too.

4.3.3.4 Mask Alignment and Exposure

After the wafer was baked softly for the second time superpositioning and exposure
process was executed. It was achieved by the means of mask alignment and
exposure system “JUB 76G” (see Fig. 4.18). The top side of the wafer was exposed
by UV light (k = 365 nm) for about 17 s.

Fig. 4.17 “LADA” desiccation system: left-inlet part; right-outlet part (with wafer coming out)
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4.3.3.5 Thermal Hardening and Si Etching

Following theory, used photoresist after exposure became chemically more stable.
This chemical change allowed removing the parts of photoresist, which were not
covered by photo-mask. The photoresist had to be removed with a special solution,
called “developer” by analogy with the developer. Here the “developer” used
consisted of clean dionized water and 0.8% of sodium hydroxide (NaOH), which
formed a strong alkaline solution when dissolved in a solvent such as water. Before
developer was applied post-exposure “hard-bake” was performed, to help reduce
standing wave phenomena caused by constructive and destructive interference
patterns of the incident light to secure the remaining photoresist and make more
durable protective layer in the future. This was done using equipment shown in
Fig. 4.19. The process took 22 min and the temperature was 120 °C.

Mask alignment and exposure system “JUB 76G“ 

Wafer fixed on the movable table of 
optical lithography equipment 

Photo-mask of micro-membranes of 
desired dimensions put on top of the 
wafer. Note: the same procedure is re-
peated in order to obtain different di-
mensions andsquare shape membranes 

Fig. 4.18 Optical lithography equipment, process in action
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After having done the second sub process (exposure and developing) used in
photolithography etching of Si layer took place. For anisotropic wet etching to be
executed, tetramethylammonium hydroxide (TMAH) was used. This composition
(molecular formula—(CH3)4NOH) is liquid ammonium salt capable of etching
single-crystal Si but leaving SiO2 layer undamaged. It is particularly important that
the TMAH (as well as other anisotropic etchants) provide a unique form of Si
during its bulk micromachining. In our case the wafer was placed into special quartz
vessel containing a bit of concentrated (25%) TMAH. At last the transparent vessel
was heated using a hot plate up to 85 °C. The total Si dissolution time was
approximately 18 h.

Despite the fact that all theoretical rules were followed very precisely and
thoroughly during etching process one of wafers was hardly damaged (see
Fig. 4.20). The possible reasons for this, in practice well known as peeling, might
have been: some contaminations left during cleaning process of silicon palette,
some shortcomings during deposition process, bad timing of etching process or too
much pressure exerted while drying the wafer with N2 gun.

4.3.3.6 SiO2 Layer Etching and Photoresist Removal

In this stage reactive ion etching (RIE) technology was used. In physical stage
strong radio frequency of 13.56 MHz initiated by generator is applied to the wafer
platter (cathode) and provides electromagnetic field between electrodes. The
oscillating field ionizes gas molecules by making them get rid of electrons, and in
such a way plasma is created. Within each field, the electrons are accelerated
electrically cycle up and down in the chamber and sometimes strike the wall of the
chamber and the electrode. When the electrons are absorbed in the walls of the
chamber, they simply serve to the ground and do not change the electronic state of
the system. However, electrons are absorbed into the cathode, causing the platter to

Fig. 4.19 Hard-baking
equipment
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create a charge which is developing a large negative voltage (self-bias voltage) due
to its DC isolation. Significant voltage difference leads to migration of positive ions
towards negative cathode. The specimen placed on the platter is bombarded by very
reactive ions resulting in the etching of necessary areas of the wafer. If the ions have
sufficient amount of energy, they can sputter atoms out of material without chemical
reaction. Process of reactive ion etching is shown in Fig. 4.21.

Fig. 4.21 Reactive ion etching process [16]

Fig. 4.20 Peeling of thin polysilicon layer
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In order to obtain freely hanging micro-membranes of required thickness and
just of polysilicon above described reactive ion etching of remaining silicon dioxide
layer was applied. Here “PK-2420RI” equipment (Fig. 4.22) was used, which is
capable of achieving reactions necessary to produce a constant physical and
chemical etching environment in the immediate vicinity of the wafer surface. Dry
etching techniques can be implemented for many different process steps when
manufacturing semiconductor devices. System controlled parameters include
plasma watt density, voltage potentials, fixture temperature, process gas flow and
reactor pressure.

Basic data of the system is given below.
Base vacuum in chamber: 10−3 Pa, Etching pressure of microstructures: 0.13 �

70 Pa, RF generator power: 0 � 3 kW, Frequency: 13.56 MHz, Bias voltage of
electrode: 0 � 800 V, Temperature of substrate: 15 � 50 °C, Gas: SF6, N2, O2, Ar,
He.

The simplified structural scheme of the system is shown in Fig. 4.23 [17]. Note
that supplied gases are shown for general circumstances. In specific case only SF6,
O2 (for etching) and Ar (for system cleaning) were used.

4.3.3.7 RIE Etching Procedure

Constant mixture stream of oxygen and sulfur hexafluoride (10 cm3 of SF6 and
2 cm3 of O2) helped to generate a plasma power that varied from 0.5 to 2.0 kW
(power density of the plasma (N), ranged from 0.25 to 1.0 W/cm2) with a pressure
(pch) in the cell being 40 Pa. Cathode. Bias voltage (Ub), ranged from 200 to

Fig. 4.22 RIE equipment PK-2420RIE
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300 V. So as to get this a strong radio frequency (f = 13.56 MHz) was initiated by
generator resulting in bias voltage of cathode (Up) being 200 or 300 V.
Temperature (Tbody) of the wafer was constant (20 °C). The specimen was kept in
the chamber for about 10 min. The silicon dioxide was etched by liquid mordant
(solution of NH4F:HF:H2O). It took approximately 65 min for the etchant to reach
polysilicon thin film and stop. Once the open SiO2 areas were vanished photoresist
remover “mr-Rem 660” was applied submerging the specimen into the vessel with
remover for 3 min only.

4.3.4 Results of Fabrication, Micro Hardness and Surface
Morphology Tests

4.3.4.1 Results of Fabrication

In order to determine if the fabrication process has been successful several indi-
vidual photographs of micro-membrane were performed using a scanning electron
microscope. Analyzing images presented below, it can be observed that the man-
ufacturing process has been specifically unsuccessful with the largest dimension
membranes. Figure 4.24 represents fabrication cracks of micro-fabricated
micro-membranes. Referring to the theoretical and practical knowledge, most
likely causes of the micro-membrane failure and fracture can be:

Fig. 4.23 Simplified structural scheme of PK-2420RIE. Parts: 1—vacuum chamber, 2—
diffusional pump, 3—mechanical pump, 4—double-stage mechanical pump, 5—control block, 6
—automatic control, 7—gas flow regulator, 8—vacuum measurement and regulation block, 9—
electrode temperature measurement and regulation block, 10—high frequency generator
(13,56 MHz), 11—vacuum chamber electrode, 12—wafers
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(1) residual stresses are too great;
(2) a quantity of dust during the manufacturing process appeared on the surface;
(3) etchant concentration was too high leaving the structure is extremely thin and

vulnerable.

Formed membrane of 1 mm side lengths is presented in Fig. 4.25. Comparing
with previous case this one provides a view of almost suitably fabricated
microstructure. Etched surface is quite uniform and even. Nevertheless, several
inaccuracies can be seen too. Firstly, various dots, small holes and valleys are
present in membrane surface. This can be explained referring to possible
micro-sized particles deposited on membrane and so acting as contaminants in the
manufacturing stage. Secondly, edges of top polysilicon are not absolutely straight
at mask opening boundaries. Conversely, corrugated shape of the film is seen so
underetching phenomenon is not avoided completely.

Fig. 4.24 Fabrication cracks

Fig. 4.25 Membrane with 1 mm side lengths
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The most successful fabrication process result is shown in Fig. 4.26. Smooth
surface and side walls, clearly seen edges, angles and intersections between sur-
faces. In addition, no contamination or unnecessary particles, which could enhance
distortion or deformation of thin polysilicon are observed. On the other hand,
already described corrugated edges of top polysilicon are valid for this case as well.

4.3.4.2 Micro Hardness Test

Microhardness term widely used to describe the testing hardness of materials with
low loads. A more accurate term is “test Microindentation hardness.” When tested
for microindentation hardness, diamond indenter impression on the specific
geometry of the test surface of the sample using the known applied force (typically
referred to as “load” or “load test”) from 1 to 1000 gf (gram force) was identified.
Microindentation tests usually have 1–2 mN force and produce a pair of recesses
microns. Due to their specificity, the microhardness testing can be used to monitor
changes in the hardness at the microscopic level. Unfortunately, it is difficult to
standardize the measurement of micro-hardness; it was found that virtually any
material microhardness is higher than its macrohardness [18]. In addition, the
microhardness changes with the load and the hardening material effects. Three of
the most commonly used microhardness tests, are tests which can also be applied
with heavier load as macroindentation tests: Vickers hardness (HV), Test Knoop
Hardness (HK), Martens Hardness (HM).

Computer-controlled measurement system FISCHERSCOPE® HM2000 (see
Fig. 4.27) was used for microhardness testing and determining the polysilicon thin

Fig. 4.26 Membrane with 0.4 mm side lengths
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film material in accordance with the parameters of ISO 14577. In general, the
Martens hardness (HM) is measured with FISCHERSCOPE® HM2000, and it is
determined from the area of the indenter displacement under load. The depth of the
indentation and a constant, specific to each indenter are used for calculating the
displacement of the indenter area.

Advantage Martens hardness measurement as compared with the conventional
Vickers measurement is that it is free of subjective factors, such as optical mea-
surement indentation diagonal. Nevertheless, FISCHERSCOPE® HM2000 is also
suitable for measuring the hardness or using Berkovich or a spherical indentor.

The procedure of measurement is that specimen is placed directly on a mea-
suring head and is held to the measuring head with an anvil. The indenter, the load
generator unit and the indenter displacement measuring system for measuring the
indentation depth are incorporated in the measuring head of the device. The stan-
dard and default indenter is a diamond pyramid according to Vickers with a 136°
face angle. When executing a measurement, the indenter is placed softly and slowly
on the specimen (v � lm/s) to avoid impacting. The gradually applied load in
particular case was up to 1 mN with the step of 0.1 mN. The indenter displacement
measurement system for determining the indentation depth has a resolution in the
nanometer range.

Micro-hardness results of 0.4 and 1 mm side lengths micro-membranes are
presented in the following graphs (see Fig. 4.28). Examining the results and per-
forming additional calculations it can be concluded that micro-hardness value is
strongly acceptable, because it differs slightly from a pure silicon.

The average numerical value of the Martens hardness of fabricated objects was
HM = 12,543.83 N/mm2 and HM = 10,458.85 N/mm2 for 0.4 mm and 1 mm side
length membranes respectively. Invoking theoretical knowledge Martens hardness

Fig. 4.27 Microhardness test: left microhardness measuring equipment Fisherscope HM2000;
right principle scheme
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of pure silicon is 13,476.89 N/mm2 under 1 mN load. Comparing the results it is
obvious that fabricated micro-membranes, especially the smallest ones, are hard
enough for further applications and experiments.

4.3.4.3 Surface Morphology of Micro-membrane

As far as fabricated micro objects will be used for optical applications as basic
sensing elements or element matrices as it was mentioned before the surface of
them should be as smooth as possible to have perfect reflective characteristics. Here
atomic force microscope was employed in order to measure and analyse substance
surface characteristics (surface free energy, surface morphology, surface adhesion
force, surface roughness). Surface mean height, average roughness, root mean
square roughness, valley depth, peak height, peak-valley height, skewness, was
measured in order to evaluate various microirregularities of surfaces of interest
[18–20].

Atomic force microscope Nanosurf EasyScan 2 (Fig. 4.29) [21] was used to
investigate manufactured micro-membranes. The device consists of scanner, con-
troller and connection cables. Scanner is designed for work in open air, and it gives
convenient access for sample installation and change of scanning probe. Unlike in
most AFMs, where piezotubes are used to move the sample, this scanner is based
on electromagnetic movable measuring structure having installed probe, video
camera and being supported by 3 levelling screws. Controller serves as a link
between the host computer and the scanning unit. Basically it indicates the status of
Z-feedback loop and shows it by means of certain colour flashing lights. In addi-
tion, software “Nanosurf Easyscan 2” was applied for data processing, visualization
and analysis. All measurements were performed in dynamic mode (scanning res-
olution: 256 � 256, the oscillation frequency of the sensor: 166 kHz, the amplitude
of the probe oscillations: 0.2 V, applied probe: NCLR).

Fig. 4.28 Micro test results: left 0.4 mm side length membrane; right 1 mm side length
membrane
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Despite the fact that biggest dimension micro object was hardly damaged, there
was scientifically important to find out why such phenomenon occurred.
Figure 4.30 represents surface morphology of damaged micro-membrane.

Fig. 4.29 AFM Nanosurf easyScan 2 Parts: 1—scanner, 2—sample holder, 3—sample stage, 4—
scan head and video camera cables, 5—controller

Fig. 4.30 Surface morphology of damaged micro-membrane: top-left measurement of spikes;
top-right minimal and maximal spike dimensions; bottom-left; 3D view of micro-membrane
surface; bottom-right histogram and surface roughness
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Analyzing performed test results and surface morphology graphs it can be
assumed that fabrication process was unsuccessful, because of etchant concentra-
tion level, causing chemical reaction which can be seen in 3D view of micro object.
Or, most common area to thickness ratio problem appeared, which led to critical
high thermal stresses distribution level on thin polysilicon membrane surface.

Nevertheless, in order to continue experiment and to adapt fabricated micro
object to optical sensor it was clear that only the smallest, i.e. 0.16 mm2 area
membranes can be used. Thus, AFM analysis of them was performed as well to find
out needed surface morphology characteristics (Fig. 4.31).

4.3.5 Radial Pulse Analysis Through Application
of Fabricated Micro-objects

Introduction of micro-sensors and signal processes into radial pulse analysis, would
allow elimination of human error possibility in oriental medicine practice of pulse
recognition. A wrist-mountable, watch like device is mounted to maintain the
sensor position significantly above radial artery. The pulse waveforms are recorded
employing an analog-to-digital converter and a personal computer. To investigate
the valuability of performed experiments and obtained pulse forms, it was necessary
to examine radial pulse medical characteristic theory in greater detail.

Fig. 4.31 Surface morphology of 0.16 mm2 area membrane: left 3D view of micro-membrane
surface; right area of investigation. Surface roughness parameters: average roughness, nm (Ra)—
0.451, root mean square roughness, nm (Rq)—0.568, peak-valley height, nm (Ry)—4.158
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4.3.5.1 In-depth Characteristics of Radial Pulse

The use of radial pulse signal, has aided contemporary medicine in examination of
systolic-diastolic blood pressure, stiffness of the arteries and heart rate. These are
essential parameters to treatment of subjects with conditions, such as hypertension
or atherosclerosis. Utilization of pulsations, recorded at three separate pulse points
is not limited to assessment of heart function, but also for the body organs like
stomach, small and large intestine, bladder, kidney, liver, spleen and gall bladder.
Illustration below (Fig. 4.32) [8] identifies the pulse points as Proximal, Middle and
Distal (P, D, M respectively) pulse points, with their relative location from the
heart. Generally, a practitioner would observe and analyze the palpations using
fingertips. Such approach is highly subjective and is highly dependant on the
experience and competence of the practitioner.

Ventricular ejection from heart and subsequent forward wave generation in the
arterial structure are the basic phenomena behind pulse signal establishment.
Arterial channel possesses several branches which reach completion at the
periphery, in the form of several organs. Overall radial pulse morphology is
established by a combination of the forward pulse wave and it’s reflection from
various peripheral organs like kidney, small intestine, large intestine, stomach etc.,
[4, 5]. In addition, the reflected pressure waves tend to play a major role in
determining the patterns of wrist-pulse waveform, by increasing the load to the
heart. Pulse wave velocity is identified by the velocity at which the reflected wave
travels. Key factors establishing the overall arterial pulse morphology are the nature
of wave reflection from peripheral organs and the pulse wave velocity.

From general medical knowledge, it is known that blood pulse comes in the form
of a normal wave with resemblance of a sine or a bell curve, located between the
organ and the energy (qi) depths. Different qualities such as the hollow
full-overflowing, flooding-excess, and flooding-deficient qualities, the suppressed
quality, and the hesitant quality result in unusual wave forms. The hollow full
overflowing quality exceeds the qi depth, yet is of the correct shape (see Fig. 4.33)

Fig. 4.32 Traditional
approach of radial pulse
analysis [8]
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[22]. Assessment is performed on each side separately when identifying uniform
qualities in large segments.

Tense, tight, yielding, spreading, diffuse, reduced substance, vibration, deep,
feeble, hollow, hollow full-overflowing, slippery, change in intensity, and cotton
are uniform qualities most common to the left side. If the “nervous system” affects
the “organ system”, the most superficial aspect of the pulse features a slightly feeble
deep quality with a thing right quality. When the etiology is persistent, moderate
worry, a smooth, superficial vibration can be observed over the entire left side.
Parenchymal damage to vital organs manifests itself through rough vibration lim-
ited to the left side only.

Tense, tight, yielding, reduced substance, deep, feeble, and cotton are uniform
qualities most common to the right side. Also, but much less often a uniform
slippery quality can be encountered. A too quick consumption of food results in a
thin tight quality located at the pulse’s most superficial aspect. Generally the system
possesses eight depths (Fig. 4.34). The above-the-qi depth is located between the
skin and the qi depth; additionally there is the qi depth and organ depth possessing
three additional sub-divisions: bone depth, just above the bone and between the
organ depth. While the qi and blood depths include contributions of a particular
organ to the qi and blood of the entire organism, the organ depth possesses three
more subdivisions of qi, blood and organ that inform of respective states of qi,
blood and parenchyma of that organ [22].

Tangibly, the most substantial part of the pulse is the organ depth. The pulse
tends to lose width and substance as the pressure gets released on surface-bound
pulse. The level of sensation, from light to heavy is directly related to the closeness

Fig. 4.33 Qualities of radial pulse waveforms [22]
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to the qi depth (for light sensation) and to the organ depth (for heavy sensation).
Verbal description of the exact positions is insufficient as the positions are very
subtle and can only be conveyed through direct demonstration. The increments
between the depths are on the order of tenths of a millimeter, and can only be
accessed by observing feedback to incremental changes in pressure (usually applied
through practitioner‘s fingertips). The movement is fully confined to the wrists. The
distance from the skin depth to the qi depth when compared to the distances
between qi to blood and blood to organ depths, is a about a third of the distance
greater. The location of the qi depth is a precise point below the surface, while the
organ depth is located at another precise point a significant distance from the bone
depth. Located half way between the two is the blood depth. To sum up, the
precision of practitioner‘s wrist is the defining factor in locating each depth and not
simply the location of initially encountered vessels by the practitioner.

Even though deeper and more superficial sensations can be discerned at these
positions, they hold no correspondence to the qi, blood and organ depths. Quality or
intensity variations influence all the depths over the entire pulse or at an individual
position.

This particular thesis puts main stress on the modelling, experimental and fab-
rication activities of computerized noninvasive blood pulse analysis system.
Nevertheless, Table 4.14 presents information from the point of view of medicine,
regarding types of pulses and their meaning, for comparison to obtained experi-
mental data.

From stand point of mathematical functions, the wrist-pulse curves are in close
resemblance to Gamma density function. Wrist-pulse waveforms can be represented
as the sum of forward and backward waves, without losing generality, as the
following function [24]:

Fðtja; b;D;Aw;BÞ ¼ Awf ðtja; b; 0ÞþBf ðtja; b;DÞ
¼ Awt

ae�bt=10 þBtae�bðt�DÞ=10;
ð4:12Þ

Fig. 4.34 The eight depths [22]
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Here, Gamma density function is used as the base function, which is made up by
the product of one power and one exponential function:

f ðtja;b;DÞ ¼ tae�bðt�DÞ=10; ð4:13Þ

In this case t�D, f ðtja; b; 0Þ is the function of the forward wave and backward
wave—f ðtja; b;DÞ, a and b are parameters of the shape and rate respectively. Aw

and B are forward and backward wave amplitudes, respectively, D delay in time
between backward and forward waves. According to estimations, such parameters
should provide the best correspondence between the pulse waveforms from Oriental
medicine and the collective Gamma density functions.

4.3.5.2 Experimental Setup

Outlined below are the main components introduce for assembly of the experi-
mental stand. For simulation of heart pulsation and blood flow in radial artery, a
simplified closed loop system with a valve for input and a pressurized chamber for
output (to imitate variable fluid throughput) were installed. Controller of flow speed
enabled control of fluid speed, from 50 to 600 ml/h. Different pulse waves could be
produced as a result of possession of different velocity and resultant pressure val-
ues. Presented below are the closed loop system and the flow speed controller
(Figs. 4.35 and 4.36 respectively).

The requirements for artificial vascular graft are not limited to just being a
flexible elastic tube. A U.S. company GORE supplied a specifically produced
vascular graft. The hybrid vascular graft from GORE consists of expanded poly-
tetrafluoroethylene (ePTFE) prosthesis, with a reinforced nitinol section. The latter,
possesses a partial constrain for purposes of easier insertion and deployment in the
body. The graft features a continuous lumen with the CARMEDA BioActive
surface that consists of covalently bonded, stable heparin of porcine origin, with

Variable pressure, 
speed input chamber 

Variable pressure, speed 
output chamber 

Artificial vascular 
graft 

Fig. 4.35 Closed loop simplified artificial radial artery system
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reduced molecular weight. Figure 4.37 and Table 4.15 present main physical and
mechanical properties, characteristics of the GORE vascular grafts [25].

Exact material properties of the graft are not described here, as that is proprietary
knowledge of GORE company. The prosthesis of choice was meant to imitate the
real radial artery, originating from elbow brachial artery and traveling till human
wrist, ultimately dividing into smaller arteries and capillaries found in hand, hence,
it’s length was chosen to be 40 cm.

Fluid flow 
speed adjustment 

Fig. 4.36 Fluid flow speed controller used in the experiment

Fig. 4.37 Vascular graft characteristic [25]
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4.3.5.3 Experimental Analysis with Artificial Vascular Graft

The computerized MOEMS pulse signal diagnosis procedure, proposed in this
thesis consists of three stages: the collection of data, extraction of features and
classification of patterns. During the initial stage, micro-fabricated objects attached
to the artificial vascular graft of diameter 2.4 mm, are used to collect the pulse
signals. To record the displacements of the object, high speed laser triangulation
using, high-accuracy KEYENCE LK-G CCD displacement sensor is performed.
Presented in Fig. 4.38 are basic structural components and main characteristics of
the laser triangulation displacement sensor employed throughout the experiment.

Commonly, laser triangulation sensors consist of a solid-state laser light source
and a PSD or CMOS/CCD detector. A part of the laser beam that is projected on the
target is reflected onto detector, through focusing optics. The beam moves pro-
portionally with the movement of the target, on the detector (Fig. 4.39) [27]. There
are also possibilities, to use laser triangulation sensors on specular surfaces. Typical
triangulation sensor, as shown in Fig. 4.39, would not be effective on specular
surfaces, due to light being reflected directly, back to the laser. In such cases, the
beam needs to be directed towards the target at an angle. The reflected beam will
travel from the target at an angle, opposite to the incidence angle and will be
focused onto the detector (Fig. 4.39).

The detector signal determines the relative distance from the target. This data is
typically available through analog output or digital (binary) and digital display
interfaces. CCD and CMOS types of sensors, detect the light distribution at the peak
on a sensors array of pixels, to identify the position of the target, while PSD type
sensors compute the beam centroid relying on the entire spot reflected on an array.

The analog signal of pulse wave forms, for further examination is obtained
during the second stage, using PC Oscilloscope 3000. The oscilloscopes in the
PicoScope 3000 series, have sampling rates in real-time, of up to 500 MS/s,
bandwidths—of up to 200 MHz and a buffer memory of 128 MS. Due to

Table 4.15 Physical and mechanical properties of expanded polytetrafluoroethylene [25]

Physical properties Metric Mechanical properties Metric

Density 0.700–2.30 g/cc Ball indentation hardness 27.0–37.0 MPa

Apparent bulk
density

0.360–0.950 g/cc Tensile strength, ultimate 10.0–45.0 MPa

Water absorption 0.000–0.100% Tensile strength, yield 0.862–41.4 MPa

pH 9.5 Modulus of elasticity 0.392–2.25 GPa

Viscosity 19.0–25.0 cP Flexural modulus 0.490–3.36 GPa

1.00e+13–1.00e+15 cP Flexural yield strength 14.0–27.6 MPa

Temperature
340–380 °C

Compressive yield
strength

1.50–23.4 MPa

Deformation 0.200–14.0% Shear strength 9.31–25.5 MPa
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availability of a repetitive sampling rate of up to 10 GS/s, detailed display of
repetitive pulse signals was possible.

Principal scheme along with the overall experimental model of the initially
carried out experiment is presented in Figs. 4.40 and 4.41 respectively. To enable
quantitative study of each pulse waveform characteristics, two different pressures
were applied to the system—120 mmHg (15,998 Pa, N/m2) and 140 mmHg
(18,665 Pa, N/m2). It is apparent, that the first one is meant to represent normal
systolic pressure of a healthy person and in the latter case, possibility of
hypertension.

Subsequent experiments, focused on variation of fluid viscosity in the system.
Artificial blood flow system was introduced to fluids of two different viscosities

Fig. 4.38 Laser triangulation displacement sensor used in the experiment, basic structural
components and main technical characteristics [26]
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Fig. 4.39 Laser triangulation sensor principle: left diffuse case; right specular case [27]

Fig. 4.40 Principle scheme of the experiment
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(8.90 � 10−4 and 3.2 � 10−3 Pa s)—the displacements of investigated points were
recorded. Figure 4.42 (top) and 4.42 (bottom) display the recorded data. Presented
in Fig. 4.42 (bottom) is the case, when solution with similar specifications to blood
was employed. Figure 4.43 demonstrates the case, that employed simple water
solution, but under different pressure inputs.

Through analysis of the graphs it becomes apparent, that some misalignments
may be encountered when comparing artificial system impulse wave generation
with theoretical background. General reasoning for this is the difference in the
elasticity modula of artificial graft and human radial arteries. Hence, the resultant
displacement values are greater. Regardless, “in vitro” experiments have proven the
efficacy of using signal filtering and pattern matching sensitive system for pulse
analysis. In addition, it should be noted, that recorded displacement values differ
significantly, for different fluid viscosities and input pressures. At fluid viscosity of
8.90 � 10−4 Pa s, while under the input pressure of 15,998 Pa the recorded dis-
placements were 31 lm for forward pulse wave and 16 lm for the backward one.
With the increase of the pressure value to 18,665 Pa, the displacements were
observed to be 39 and 30 lm for forward and backward pulse waves respectively.
In fluids with lower viscosity values (e.g. 3.2 � 10−3 Pa s) while under pressure of
15,998 Pa, the recorded displacements were significantly smaller, 19 lm for for-
ward pulse wave and 11 lm for backward pulse wave, 28 and 20 lm under input

Fig. 4.41 Experimental model of the artificial blood flow system [28]
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pressure of 18,665 Pa for forward and backward pulse waves respectively. It was
observed, that with the increase in the viscosity of the fluid, the displacements
increased as well.

4.3.5.4 Blood Flow Velocity Analysis

Blood flow velocity is to measure the rate at which blood moves through a par-
ticular vessel. Examining the blood velocity many characteristics about artery wall
clearance, cholesterol levels can be extracted. Just numerous medical experiments
should be performed and a lot of medical practice should be gained in order to

Fig. 4.42 Displacement of vascular graft: top impulse pressure is 120 mmHg; bottom impulse
pressure is 140 mmHg. Blood like fluid
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classify illnesses according blood flow velocity. Principle scheme of proposed
techniques working principle was presented in Fig. 4.40 [28].

The rate of blood flow in the experiment was chosen to be 600 ml/h. The
clamping point was situated 25 cm from the measurement point. Figure 4.44 rep-
resents the ideal case, when the pure and perfect artificial graft artificial blood was
used in the experiment represents ideal case when clean artificial graft and perfect
artificial blood was used in the experiment.

In a particular case, the liquid has traveled in 25 cm 5.2 s. Using the
Hagen-Poiseuille equation, which gives a pressure drop in the fluid flowing through
the long flexible pipe, it is possible to find the relationship between speed and fluid
viscosity. Only equation assumption is that a laminar flow through a tube of

Water in the system 

38mV=19 

22mV=11 

56mV=28 

36mV=18 

Fig. 4.43 Displacement of vascular graft: top impulse pressure is 120 mmHg; bottom impulse
pressure is 140 mmHg. Water like fluid
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constant circular cross-section which is substantially greater than its diameter; there
is no acceleration and no fluid in the pipe. For a compressible fluid like blood
volume flow in a tube, and the linear speed is not constant along the tube. The flow
is usually expressed in outlet pressure. Since the fluid is compressed or extended,
the work is done, and the liquid is heated and cooled.

This means that the flow rate depends on the heat transfer to and from the fluid.
Thus, the volumetric flow rate at the pipe is given by:

U ¼ dV
dt

¼ vpR2 ¼ pR4ðPi � PoÞ
8gL

� Pi þPo

2Po
¼ pR4

16gL
P2
i � P2

o

Po

� �
; ð4:14Þ

wherein Pi the inlet pressure, Po outlet pressure, L is the length of the tube, g is
viscosity, R is the radius, V is the volume of fluid at outlet pressure, v is the fluid
velocity at the pressure outlet.

4.3.5.5 Investigation of Displacements of Vascular Graft
by Holographic Interferometry

Holographic interferometry technique is known as live holographic interferometry.
The hologram contains all the information on the deformation of the object surface
[29, 30]. Temperature conditions may affect the optical path length of the object and
reference beams at the time of exposure, and thus affects the phase difference and
the quality of the hologram [31, 32].

For visual comparison of experiments executed with artificial vascular grafts,
there was a need to check if the obtained results by laser triangulation displacement
sensor are valid for further experimentation. Thus, the holographic method was
used to analyze the stability of the optical scheme. The tests used the PRISM

Point of clamping Point of pulse wave 

5.2 sec-

Fig. 4.44 Registering blood velocity
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system. Figure 4.45 represents experimental stand used for particular
measurements.

Figure 4.46 shows a holographic interference pattern on the fixed surface by
adjusting the holder. White areas in the hologram and a small number of inter-
ference lines correspond to a very small field of pressure deformation of the vas-
cular graft.

In order to find out dominating displacements of place under investigation
displacement spectral analysis is generated. Characteristic graph is obtained using
the values of displacements going across the center of prosthesis through all the

Fig. 4.45 Holographic interferometry stand used in the experiment

Fig. 4.46 Hologram of
vascular graft under pulse
wave
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length under investigation. Figure 4.47 represents displacement spectra and char-
acteristic graph respectively.

Comparing obtained displacements using laser triangulation displacement sensor
and the ones obtained employing holographic interference techniques it was noticed
that maximal displacement values under same conditions (same liquid viscosity and
same inlet pressure) differs slightly just about 4 lm. Following the analysis pre-
sented above it is observed that using triangulation sensor maximal vascular graft
displacement is 31 lm and in holographic interferometry case displacement is
35 lm under the same 15,998 Pa inlet pressure. Such a little difference can be
neglected and it can be proved that chosen laser triangulation techniques can be
used for further analysis and prototyping for novel MOEMS pulse analysis sensor.

4.3.5.6 “In Vivo” Experiments with Patient

Numerous experiments have been carried out with the 28-year-old man. The
analysis shows extremely desirable results, since without any pressure applied on
the wrist, pulsation of points of interest were recorded. “In vivo” experiment
executed is presented in Fig. 4.48.

Figure 4.49 shows the obtained results and characteristical blood pulse peaks
obtained executing the experiment.

Analyzing case (Fig. 4.49 right) it is obvious that the obtained pulsation signal in
this case has a lot of similarities to the pulse wave characteristics presented in
theoretical chapter of the thesis. Forward pulse wave and backward pulse wave can
be easily distinguished from the graph. It is worth repeating that the measurements

Fig. 4.47 Displacement measurement of vascular graph under pressure: left displacement spectra;
right characteristic graph
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were taken from micro objects, which were freely attached on the pulsation point
without any pressure applied on the radial artery. If micro fabricated membranes
could reach the radial artery closer (under pressure) the obtained displacement field
would be bigger in values and the MOEMS would be more sensitive. Nevertheless,
analyzing particular experiment it is evident that filtering from possible noise is
needed in order to examine the obtained characteristics more thoroughly and assign
them to one of the possible models of traditional oriental medicine pulse patterns.

All the experiments were performed with single micro fabricated membrane and
just single point displacements were measured. In order to obtain more sensitive
MOEMS there is a need to have matrix of micro membranes, incident laser light
splitter, CCD able to read numerous of reflected laser beams and programmed

Membrane 
attached to 
radial artery 

Fig. 4.48 “In vivo” experiment

Fig. 4.49 “In vivo” experimental results of blood pulse: left typical pulse peaks in 4 s interval;
right 8 times zoomed view of pulse wave present in third second
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software able to process the signals obtained. Such proposed system is presented in
Fig. 4.50.

Here, laser beam splitter (diffraction grating with spacing of 12 µm and slightly
trapezoidal shape grooves with a height of 500 nm) was made from a fused silica
substrate using conventional optical lithography and reactive ion etching. Reactive
ion etching was performed to the quartz substrate CF4/O2 plasma at 0.6 W/cm2 RF
power density using a mask made of aluminum. After etching, the latter was
removed in Cr2O3:NH4F:H2O solution.

4.4 Modeling and Simulation of Radial Artery
Under Influence of Pulse

Continuing the research there was a need to employ computer numerical analysis in
order to simulate the experiment which was executed in the dissertation. Performing
modeling it could be checked if the described problem is formulated correctly. If the
experimental results coincide with the numerical simulation it could be proved that
such programmed numerical analysis is suitable for such type of problem solution.
Therefore, treating obtained numerical modeling as basis, considerably more

Fig. 4.50 Proposed system for sensitive MOEMS: top-left experimental stand; top-right laser
beam diffraction grating; bottom-left process in action; bottom-right diffraction grating structure,
period 12 µm
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experiments can be done changing radial artery wall thickness, blood like fluid
viscosity, inlet pressure, geometry and mechanical parameters of radial artery, etc.
For solution of such problem commercial numerical program ANSYS CFX was
applied. Complex Computational Fluid Dynamic (CFD) analysis was used.

4.4.1 Computational Fluid Dynamics (CFD)

CFD is popular modeling idiom to study fluid flows in variety of applications. This
method uses a numerical simulation to solve the mathematical equations involved
in the flow of liquid. Usually, such kinds of equations are in the partial differential
equations form. Such problems can deal with simple flow characteristics or taking
into account complex factors like turbulence and heat flow. CFD has a number of
advantages over experimental fluid dynamics (EFD) investigations. The first
advantage that CFD has over EFD is in terms of feasibility of design and devel-
opment. Collecting values of flow data at more than one location requires the
construction of a movable sampler data or multiple data-probes arranged so as to
cover the area of interest. It is not easy to design conditions when the good sample
results can be obtained without subjecting the beyond accuracy preventing mea-
suring devices interfere with the fluid flow [33].

A second advantage that gives the CFD a lead is that extensive simulations at the
present time are quite cost-effective compared to the experimental alternative. The
programming codes which are used to solve the fluid dynamics equations are
commonly available and even basic computers are capable of providing accurate
results for complex simulations. Comparatively, the cost required to run the
experiments is significantly higher even for simple experiments. That is why the
CFD is cost effective and accurate and hence has become a widely-used approach in
fluid dynamics calculations. In spite of all advantages of the CFD discussed above,
it should be noted that the experimental methods still play a vital role in research. In
a CFD technique there will be a small degree of inaccuracy due to round-off errors,
which should preferably be kept to an extremely small value.

4.4.1.1 Principles of CFD

CFD breaks the geometry in small cells, and therefore, is aimed at solving the basic
equations for each cell. These equations describe the physical aspects of fluid flow,
and for ordinary flow they are:

Conservation of mass,
Conservation of momentum,
Conservation of energy if heat is transferred from one point in space to another.
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For this study, the basic governing equations of flow are the Navier-Stokes
equations that determine the conservation of mass and momentum. Particular
process of CFD can be divided into three different phases. The first is the
pre-processing stage, in which the domain of calculation is determined and it is
decomposed into discrete cells to form a mesh or network of cells. A finer mesh will
provide the best results, but require more processing power. After the fluid and the
equations to be solved have been determined appropriate boundary conditions are
applied to the model. This is done by constraining the nodes of cells along the
domain boundary with known or controlled parameters. The solution for the rest of
the flow field is determined from these boundary values.

In the second stage of CFD, the mesh generated in the previous stage is solved.
The solution starts by assigning the cells with an initial value which provides initial
estimates for the solution methods. There are several numerical solution techniques
like finite difference, finite element and finite volume methods for this purpose. In
this work we use methods based on the finite element solvers.

The third stage is post-processing stage which is the final stage in the CFD
method in which the data generated from the preceding step is extracted and
analyzed.

4.4.2 Characteristics of Arteries

Most of the biological tissues generally exhibit an isotropic property, which is they
have geometrically uniform dimensions [34–37]. For calculations the assumption is
made that tissue of artery is isotropic.

Biological materials in the human body, as the arteries have the character of
being deformed in stressful situations. If an artery is exposed to pressure in the form
of the mechanical load or compressive force, the deformation occurs and the
stresses developed within this arterial wall. The amount of deformation and stress
depend on the history and the speed of the applied load, temperature, etc., when the
deformation is very small and adiabatic (i.e. no heat is gained or lost), then most
likely, that the condition that the stress and strain are independent on loading rate,
and that the material is likely to return to its original configuration once the com-
pressive force is removed.

If the deformation is the only stress factor in the elastic body (in this case an
artery), it can be described by the Hooke’s law.

4.4.3 Characteristics of Blood

Blood is formed of erythrocytes commonly known as “Red Blood Cells”, leuko-
cytes known as “White Blood Cells”, and platelets that are suspended in the plasma.
From physical point of view, since blood is a fluid which consists of different
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constituents, it is viscous due to the friction of a two different layers pass over each
other. In contrast to simple fluids as water, blood is a suspension of particles,
therefore the viscous properties of blood are complex and therefore blood is a non-
Newtonian fluid [38, 39]. Viscosity of blood at normal physiological conditions for
an average human being is in the range of 3 � 10−3 Pa s (Pascal seconds) to
4 � 10−3 Pa s (Pascal seconds) with a density of 1060 kg/m3.

A fluid flowing in a vessel exhibits motion which is classified into two types:
laminar or turbulent. In laminar flow the fluid particles move along smooth paths in
the layers with each layer of sliding smoothly over its neighbor. It is also called
streamline flow. As the velocity of flow increases, the different layers start inter-
fering in each other’s motion due to different inertia and friction at some point and
eventually the laminar flow becomes unstable, vortices start to form, and ultimately
the fluid flow becomes turbulent. Hence turbulent flow is one in which different
layers collide with one another and cause non-uniformity. When flow is turbulent
fluid particle velocity vectors for each point, change rapidly over time, both in
magnitude and direction. Laminar and turbulent flows have different designs
developed as shown in Fig. 4.51.

For each fluid to achieve turbulent flow, there is a threshold value dependent on
the average liquid flow rate, density, viscosity, and vessel diameter (for internal
flows). This characteristic quantity that depends on all of these values is called the
Reynolds number, as shown in Eq. 4.16.

Re ¼ quD
l

; ð4:15Þ

where u the average velocity of the liquid, D is the diameter of the vessel, q the
fluid density, l is the dynamic viscosity of the fluid. It has been found through

Fig. 4.51 Flow profiles for laminar (a), turbulent (b) and uniform (c) flow [40]
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experiments that the blood flow tends to be turbulent at a Reynolds number of about
2000 for the internal flow [39, 41, 42].

4.4.4 Computational Fluid Structure Interaction
(FSI) Modeling for Blood Flow in Radial Artery

This section aims to provide a description of the governing mathematical equations
and the algorithm developed for the computational FSI modeling of blood flow in
radial artery. Moreover, performing numerical simulation of experiment the
mathematical equations used for the solution process and the boundary conditions
has also been incorporated. Methods used to attain the solution, as well as a
discussion on the FSI coupling method are also included in this subchapter.

4.4.4.1 Blood Flow Modeling

The Navier-Stokes equations are the principal equations to model fluid flow. Under
the conditions of an incompressible material, the flow was assumed to be steady so
that the time derivative is neglected, qf g denotes the gravitational external force
which is assumed to be zero. Thus, general Navier-Stokes equation is simplified to
the continuity equation (the conservation of mass) Eq. 4.16 and the conservation of
momentum Eq. 4.17 [43].

@ui
@xi

¼ 0; ð4:16Þ

quj
@uj
@xj

¼ � @P
@xi

þ l
@2ui
@xj@xj

; ð4:17Þ

where ui = (u, v, w) is the local velocity, xi = (x, y, z) is the length coordinate, p is
the fluid pressure, l is the dynamic viscosity. The expression in Eq. 4.18 denotes
the surface force eij and is the strain rate tensor, which generated the stress in the
elastic material. The blood like fluid was modeled in isothermal, incompressible
and Newtonian (constant viscosity) conditions, and the stress tensor is generated in
the blood defined by the constitutive equations is given by:

rij ¼ �pdij þ 2leij; ð4:18Þ

where rij is the stress tensor, and l = 3.3 � 10−3 Pa s is the fluid viscosity, and dij
is the knockers delta.
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4.4.4.2 Radial Artery Wall Modeling

The governing equations for the motion of an elastic solid are mathematically
described by the following equation [44]:

qw
@2eij
@t2

¼ @rij
@xj

þ qwFi; for i; j ¼ 1; 2; 3; ð4:19Þ

where eij and rij are the components of the displacements and stress tensor in a solid
respectively, qw is the solid density, Fi are the components of body force acting on
solid. Solid material deformation is produced as a result of flow, and according to
the law of conservation of energy, the energy will store inside the material.

A single-layered arterial wall was assumed throughout the entire model. The
artery was modeled as a hyper-elastic material or Neo-Hookean elastic solid
material which shows nonlinear dependence of stress-strain behavior of materials
undergoing large deformations [45]. The artery was modeled as an incompressible
material since the incompressibility is a reasonable assumption, because biological
tissues contain mostly water, which is incompressible at physiologic pressures. The
material is incompressible in the sense that its resistance to volume changes in
orders of magnitude greater than its resistance to shape changes.

4.4.4.3 Modeling Steps

Aim of particular numerical analysis is fluid pulse propagation through flexible
vessel (radial artery) and its numerical modeling. Therefore (FSI) problem was
solved. As previously mentioned numerical analysis was performed using com-
mercial software ANSYS CFX and the geometry of the structure was completed in
ANSYS Workbench environment.

Firstly, artificial radial artery and fluid models were created. For the mechanical,
physical and material properties refer to Table 4.6. Here, length of artery was
40 cm; outside radius 2.4 mm and wall thickness 0.35 mm. Geometric parameters
correspond to ones used in the experiment. Here, vascular graft is clamped at both
ends. Under normal operating conditions arteries already are under pressure and
ambient pressure is as well present. Therefore, in order obtain dynamic fluid pulse
propagation solution, FSI steady state solution was solved first. Figure 4.52a rep-
resents artery finite element model consisting of 1340 elements having 1360 node
points and Fig. 4.52b represents model of fluid present in the artery, which consists
of 7571 rectangular finite elements having 8432 node points. Creating the model
finite elements is fined in the artery border.

For static analysis pressure drop in the system was chosen to be 50 Pa.
Figure 4.53 a represents the pressure field of the artery and (b) Von Misses stress
distribution on artery wall under internal pressure of 50 Pa.
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After solving the steady state FSI problem the artery then was subject to a
pressure pulse at the inlet, with peak pressures of 15,998 Pa and duration of 0.5 s
(see Fig. 4.54). The transient FSI response of the artery was simulated.

For reference fluid in the system was chosen to be blood like fluid with viscosity
l = 3.3 � 10−3 Pa s. The emphasize should be made that all the parameters pre-
sent in the experiment were chosen to be the same in the numerical analysis
modeling as well. Displacement registration point was chosen to be 25 cm from the
pulse point. Figure 4.55 represent FSI response of the artificial artery.

Comparing the obtained simulation results with experimental data, it can be
concluded that such FSI numerical algorithm is suitable for further analysis.

Fig. 4.52 Geometry of artery: top finite element model of artery; bottom finite element model of
fluid
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Table 4.16 represent the comparison of experimental and modeled displacements of
artificial artery under inlet pressure of 15,998 Pa.

Following sequence of experiment, modeling continued with numerical simu-
lation of radial artery with parameters usually present in healthy person (see
Table 4.17).

For registering displacements of radial artery points presented in Fig. 4.56 was
chosen. Here displacement registration point 1 is situated 3 cm from the inlet
pressure point and displacement point 2 is situated 30 cm from the inlet pressure
point. The second registration point imitates approximate measuring point present
in the “in vivo” experiment.

Displacement graphs of the chosen radial artery points are presented in
Fig. 4.57.

Analyzing obtained results it is obvious that there is a slight difference with the
results present in experimental case. It can be explained that simulation was done

Fig. 4.53 Static analysis of artery: top pressure field; bottom von misses stress distribution
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Fig. 4.54 Applied impulse pressure (inlet pressure) 15,998 Pa

Fig. 4.55 Displacements of artificial artery, inlet pressure 15,998 Pa

Table 4.16 Experimental
and modeled artificial
vascular graft displacements

Inlet pressure 15,998 Pa,
Fluid viscosity 3.3 � 10−3 Pa s

Experimental displacement results (lm) 37 19

Simulated displacement results (lm) 33 16
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simplifying the problem disregarding rheology of muscles, skin, etc. Nevertheless,
displacement graph of point 2 has similar characteristics to described pulse wave
forms presented in previous experimental sections. Therefore, further analysis can
be continued.

4.5 Moiré Method Application for Artery Surface
Deformations Analysis

The moiré projection techniques enable obtaining of the object relief [46–48]. This
section uses the classical application of the moiré projection method, which mea-
sures the out-of-plane displacements based on the differences between two

Table 4.17 Parameters of radial artery [34]

Control normotensive Hypertensive

Parameters at MAP

Internal diastolic diameter, mm 2.53 ± 0.32 2.50 ± 0.56

Intima-media thickness, mm 0.28 ± 0.05 0.40 ± 0.06***

Wall cross-sectional area, mm2 0.23 ± 0.04 2.45 ± 0.57 3.79 ± 1.14***

Intima-media thickness/internalradius ratio 0.23 ± 0.04 0.33 ± 0.08***

Circumferential stress, kPa 52.6 ± 11.0 50.1 ± 10.5

Distensibility, kPa−1 � 10−3 5.48 ± 4.10 5.03 ± 3.52

Cross-sectional compliance, m2 � kPa � 10−8 2.71 ± 2.09 2.42 ± 1.80

Elastic modulus kPa � 103 2.68 ± 1.81 2.25 ± 2.14

Parameters at 100 mm Hg

Distensibility, kPa−1 � 10−3 4.21 ± 1.83 7.59 ± 6.45*

Cross-sectional compliance, m2 � kPa−1 � 10−8 2.10 ± 1.55 3.46 ± 2.41*

Elastic modulus, kPa � 103 3.28 ± 2.11 1.84 ± 1.65**

MAP indicates mean arterial pressure. Value are mean ± SD
*P < 0.05; **P < 0.01; ***P < 0.001

Fig. 4.56 Displacement registration points
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prompting states. A fringe pattern can be produced through double exposure in both
states, to extract the displacement field.

4.5.1 Mathematical Representation of the Projected Image

The following steps utilize the paraxial model (approximation of such condition is
available through the use of a slide projector and imaging system, placed far away
from the specimen). The issue of depth of focus is an important factor,

Fig. 4.57 Displacement of radial artery: top displacement of point 1; bottom displacement of
point 2
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consideration of which is essential to practical applications. The camera focuses on
one plane at a time, resulting in coordinate error in out-of-plane points. Use of
paraxial model, eliminates the depth of focus issue as well as perspective effects
resulting from the use of a point light source.

An assumption is made, that the x-axis is perpendicular to the direction of
observation, while h is the angle between the illumination and observation direc-
tions. Provided below (Fig. 4.58) is a one-dimensional representation of the optical
projection on a diffuse surface [49].

Defined in the frame y0F is the projected image F(y), the frame is rotated with
respect to the frame x0G by an angle h. The function F(y) defines the level of
greyscale of a white light ray that travels through point y0 along the F-axis.
Consequently, if 0 � F(y) � 1, where 0 is the black colour; 1—the white colour,
and all the values in between represent appropriate greyscale levels. A practical
example of F(y) is provided in Fig. 4.58 making the development of geometrical
relationships less complicated. Equations provided below describe the image con-
struction procedure.

HðzÞ ¼ HðxÞ ¼ FðyÞ cos a; ð4:20Þ

cos a ¼ ~ny �~nG
� � ¼ cos hþG0

xðxÞ sin hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ G0

xðxÞ
� �2q : ð4:21Þ

Fig. 4.58 One-dimensional
geometrical representation of
the optical projection on a
diffuse surface; F(y) is the
projected image, G(x) is a
diffuse deformed surface, and
H(z) is the observed image
[49]
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The below equality is valid for all x and y above 0:

y ¼ x cos h� GðxÞ sin h: ð4:22Þ

Hence, finally:

HðxÞ ¼ F x cos h� GðxÞ sin hð Þ cos hþG0
xðxÞ sin hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ G0
xðxÞ

� �2q ; ð4:23Þ

where F(y) is the image being projected, G(x) is a deformed, diffuse surface, H(z) is
the image being observed, h is the angle between the illumination and observation
directions.

4.5.2 Double-Exposure Projection Moiré

Double-exposure moiré projection technique consists of two steps. In the begin-
ning, the grating is projected oblique, to the viewing direction of the G(x) surface,
with the grating that is observed, being photographed. Subsequently, the specimen
gets deformed (the projection and imaging systems are not affected), which is
followed by another photograph of the grating. Upon superposition of the obtained
images, moiré fringes are produced, which can subsequently be used to identify the
magnitude of the specimen’s deformation.

The deformed specimen surface is described as G(x) + g(x), here g(x) is the
absolute deformation of value in the direction of the observation, after the appli-
cation of the load. In particular, work an assumption is made, that the image being
projected is the harmonic moiré grating. Hence:

FðyÞ ¼ 1
2
þ 1

2
cos

2p
k
y

� �
; ð4:24Þ

where the pitch of the grating is equal to k. Additionally, the function g(x) is a
slowly varying function in this particular case:

cos hþ G0
xðxÞþ g0xðxÞ

� �
sin hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ G0
xðxÞþ g0xðxÞ

� �2q 	 cos hþG0
xðxÞ sin hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ G0
xðxÞ

� �2q : ð4:25Þ

Subsequently, subtractive superposition of the observed grating before and after
the load is performed:
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where H1(x) and H2(x) are, gratings observed before the load and after the load. The
preceding equation is meant to represent the effect of beats; the envelope function is

1
2

 1
2
sin

2p
k
gðxÞ sin h

2

� �
ð4:27Þ

Moiré fringes will be generated at

pgðxÞ sin h
k

¼ pN; N ¼ 0;
1;
2; . . . ð4:28Þ

Finally, the displacement g(x) in terms of fringe order N reads:

gðxÞ ¼ 0:5þNð Þk
sin h

: ð4:29Þ

4.5.3 Two Dimensional Example

Generally, the plane of the image, the plane of the surface and the plane of
observation may be located independently in three-dimensional space. An
assumption is made, that the angle of observation is equal to zero, the H and G
planes are parallel (Fig. 5.60), illumination angle is h; angle between the F and G
planes is also h. The function F(y, v) is used for determining the greyscale levels of
the image being projected; GK (x, v)—the surface shape; HK (x, v)—greyscale
levels of the image being observed. Then, Fig. 4.59

Fðx; yÞ ¼ 1
2
þ 1

2
cos

2p x cos a� v sin að Þ
k

y
� �

; ð4:30Þ

HKðx; vÞ ¼ F x cos h� Gðx; vÞ sin h; vð Þ cos hþ
@GK ðx;vÞ

@x sin hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ @GK ðx;vÞ

@x

	 
2
r : ð4:31Þ
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4.5.4 Application of Whole-Field Projection Moiré
for the Registration of Radial Blood Flow Pulses

An artery goes underneath a skin surface, which is provided below (Fig. 4.60). To
define this surface a function GK(x, v) is used:

GKðx; vÞ ¼ 0:1 exp �0:05 x2 þ v2 � 22
� �2	 


ð4:32Þ

Fig. 4.59 Schematic
representation of the
projection process [49]

Fig. 4.60 Illustration of surface described by function G(x)
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Illumination angle h is equal to 450 at grating pitch k of 0.05. The relief is
initiated by a deformation, resulting from an impulse of pressure applied to the
surface. Provide below (Fig. 4.61, top-left) is a grating projected on a provided
surface G(x) and Fig. 4.61 top-right demonstrates the projected grating on a
deformed the surface G(x). A subtractive superposition of the two surfaces is
provided in Fig. 4.61 bottom-left with Fig. 4.61 bottom-right demonstrating the
deformation contour lines.

4.6 Proposed Prototype of Wrist Watch-like
Radial Pulse Analysis Sensor

4.6.1 Prototype Design

Executing experiments with the equipment thoroughly described in previous sec-
tions idea to create prototype of portable wrist watch-like sensor originated. It

Fig. 4.61 Images (top-left) and (top-right) shows projected grating on a surface G(x) and a
deformed surface. Image (bottom-left) shows subtractive superposition of (top-left) and (top-right).
Image (bottom-left) shows contour lines of a deformation
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started with the understanding of the measuring process and capabilities of it in near
future. The radial pulse analysis experiment roughly consisted of:

Micro-membrane or micro-membrane matrix attached to the place of pulsation;

Laser beam;
Diffraction grating for laser light splitting;
Charge-coupled device (CCD) for registering reflected laser light;
Oscilloscope;
Computer for data representation and analysis.

All the enumerated parts of equipment used in experiment were relatively small
in size. Taking into account that micro sensors or nanotechnologies are becoming
more important in everyday life and invoking statics it is obvious that significant
miniaturizing of various types of sensors is just the question of time. Thus, it can be
understood that all the devices used in the experiment today, in near future easily
can be miniaturized and installed in single piece watch-like optical sensor. Such
process will lead to portable, significantly comfortable, cost effective and easily
usable radial pulse analysis sensor. Moreover, being wrist watch-like shape it could
be used practically all day long, recording the information of pulse and storing it for
further analysis, or in emergency case giving emergency signal.

4.6.1.1 3D Computer Graphics Software

For prototyping Autodesk 3ds Max computer graphic software was used.
Recognizing that such computer software has exclusive characteristics for the

presentation of any idea or reality in professional manner it is clear that it is a must
to master such software from engineering point of view.

4.6.2 Proposed Prototype Geometry

For the particular case the geometrical parameters of proposed radial pulse analysis
sensor case is presented in Fig. 4.62.

Referring to the experiment sensor essential parts is micro-membrane, CCD and
laser. Figure 4.63 illustrates the shape, basic elements and application of sensor
prototype.

To get more sensitive signal membrane matrices can be introduced to the system
(see Fig. 4.64).
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Working principle of proposed sensor is based on laser triangulation described in
previous chapters. The vital parts, i.e. laser, membrane matrices, CCD and
diffraction grating could be obtained in relatively small size fitting the geometrical
dimensions of prototype. Nevertheless, in order to fabricate such sensor basic
obstacle to overcome is packaging of micro-membranes, since being vulnerable
structures they may collapse when pressure is introduced. Moreover, signal

Fig. 4.62 Geometry of prototype radial pulse sensor: a top view; b side view; c bottom view
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Fig. 4.63 Prototype of radial pulse sensor: top basic elements (top, side view); middle basic
elements (undersurface view); bottom sensor in action
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calibration could be a difficult problem to solve. But as innovations are evolving it
is reckoned that in near future such sensor could be introduced in everyday life
giving real time monitoring of persons health registering blood pulse peculiarities.
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Chapter 5
Microsystems for the Effective
Technological Processes

Abstract Piezoelectric composite material whose basic element is PZT is devel-
oped. It allows controlling the optical parameters of the diffraction grating, which is
imprinted in it. In addition, the sensitivity of the designed element is increased
using silver nanoparticles, thus surface plasmon resonance effect appears. The
developed technological route of the production of complex 3D microstructure,
from designing it by the method of computer generated holography till its physical
3D patterning by exploiting the process of electron beam lithography and thermal
replication, is presented. The experimental technology for the better quality of
complex microstructure replicas based on high frequency excitation in the
mechanical hot imprint process was proposed and implemented.

5.1 Periodical Microstructures Based on Novel
Piezoelectric Material for Biomedical Applications

Past few decades biomedical applications have required fast, reliable, miniature and
low-cost methods and tools for recognition of bio-molecules in various fluids. One
of the recent new applications in this area is related to bio-sensing elements based
on cantilever type sensing platforms. These platforms are able to convert biological
responses into electrical signals [1, 2]. Great potential in bio-sensing application
areas have been found not only with cantilever sensors [3–5] but also with film bulk
acoustic resonators (FBAR) [6].

This chapter discusses a design of a cantilever-type sensing element made of a
novel piezoelectric material exhibiting high resonance frequencies, leading to a
faster response time and much higher sensitivity compared to cantilevers made of
silicon [7], silicon oxide [8] and etc. The advantage of the proposed design in this
paper is a periodical microstructure imprinted on top of the piezoelectric layer with
metal nanoparticles precipitated on the grating ridges. Because of incorporation of
noble (in this case silver) nanoparticles, the Surface Plasmon Resonance
(SPR) effect appears. This effect highly influences the efficiency, the structure and
operation itself, i.e. much greater control of optical properties, sensitivity and
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selectivity may be achieved. Moreover, to achieve the maximum optical effect, an
operating wavelength of the sensing element may be tuned to a spectral region
where SPR peak is sharpest. SPR is a powerful tool for investigating biomolecular
interactions with label-free real-time analytical technologies.

Many various materials have a property of piezoelectricity, but only few of them
are most promising in MEMS and NEMS technologies, i.e. zinc oxide (ZnO) films
[9, 10], polyvinylidene fluoride (PVDF) films [11, 12] and lead zirconate titanate
(PZT) [13, 14], so-called, polycrystalline ceramics. These three main materials have
high piezoelectric coefficients, a very good flexibility and a strong electrome-
chanical coupling. Moreover, it is known that nano-sized ceramics are very different
compared to bulk ceramics in their mechanical behavior. This research paper was
concentrated on designing a novel piezoelectric material, working at low fre-
quencies and able to harvest energy or to cause deformations. This novel material
may be integrated in sensing or actuating elements, depending on the purpose of
microsystem. Economical and easy fabrication allows it to use in nowadays tech-
nologies. In this research paper, PZT (exhibiting high piezoelectric coefficient and
permittivity, large dielectric constants and good conversion efficiency) was chosen
as a basic material for creating a novel piezoelectric sensing platform. A mixture of
20% polyvinyl butyral together with PZT powder was synthesized. Since property
of strong binding is essential, a polyvinyl butyral works here as a binding element
with PZT ensuring good adhesion and flexibility. Three concentrations of PZT (40,
60 and 80%) composite materials were produced for profound investigations.
Each PZT material was coated as a thin film and sandwiched between two cooper
electrode layers. Results showed that in the mode configuration of d31, it harvested
energy, i.e. at 50 Hz frequency it generated up to 80 lV. Further, a 4 micron
periodical microstructure was imprinted on thin 80% PZT piezoelectric film and
silver (Ag) nanoparticles deposited on it. A property of piezoelectricity allows
tuning a diffraction grating and results in variation of diffraction efficiencies. It
allows achieving desirable spectral region in which the designed cantilever-type
sensing platform would be of a high-efficiency. To perform certain specialized
sensing functions it must reliably store and convert different forms of energy,
transduce signals, and respond repeatedly to external biological and chemical
environments. The designed cantilever-type sensing platform can alter mechanical
stress within the oscillator and its total mass when target analyte is in contact with
its surface. Here, a signal transduction is achieved by employing a diffraction
grating to measure the mechanical bending or the frequency spectra resulting from
additional loading by the absorbed mass. Since both the resonant frequency shift
and deflection are highly dependent on the position of the absorbed material (an-
alyte) it is difficult to determine the exact amount of additional mass. A diffraction
grating and incorporation of Ag nanoparticles on its surface allow adequate control
of chemical surface functionality for the detection of analytes of interest, i.e. defined
molecules can be absorbed from analyte onto the Ag anchors, creating a strong
interaction between the functional group and the silver nanoparticles. Vibrating
cantilever-based platform offers quantitative assessment of the specific mass when
experimentally monitoring resonant frequency shifts. Advantages of the designed
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novel sensing platform include: easy fabrication; inexpensive materials and
equipment required; ability to make thin, from 400 nm to 1.4 µm, films; wide
application areas (from sensitive diagnostic devices in medicine, pharmacy, to
microsystem devices in wireless sensors and portable electronics). Interesting fact is
that few different components―resonance, piezoelectricity, diffraction efficiency
and silver nanoparticles, all are combined in a single element.

5.1.1 Synthesis and Formation of PZT Coating

An oxalic acid/water based for synthesis nano powders of lead zirconate titanate
(Pb (Zrx, Ti1−x) O3) with x = 0.52, also known as PZT (52/48), was used. The
precursors of PZT (52/48) solution were lead(II) acetate [Pb(NO3)2], titanium
butoxide [Ti(C4H9O)4], and zirconium butoxide (Zr(OC4H9)4). The other reagents
used were oxalic acid, deionized water, acetic acid, and ammonia solution. Lead
(II) acetate [Pb(NO3)2] (8.26 g) was poured into 100 ml of water. Then, acetic acid
was added and the solution was heated to 50 °C and mixed to dissolve. In 500 ml
of water, 32 g of oxalic acid was dissolved, then stirred with the titanium butoxide
(5.1 g) and zirconium butoxide (7.65 g) at a concentration of 80%. Afterwards, the
lead acetate solution was added to the titanium butoxide and zirconium butoxide
solution. The final solution was alkalised with 25% ammonia solution till pH 9–10
and mixed for an hour. The precipitate of the solution was filtered in vacuum and
during filtering it was washed with water and acetone. After filtering, the material
was dried at 100 °C for 12 h. The powder was heated at 1000 °C for 9 h. Finally,
PZT powder was milled and mixed with 20% solution of polyvinyl butyral in
benzyl alcohol mixed under defined conditions. Three material types using different
PZT (40, 60 and 80%) concentration were produced. Finally, the paste was coated
on a copper foil using a screen—printing technique.

Three different types of polyester monofilament screen meshes were used: 32/70,
48/70, 140/34. The coating was then dried in the furnace for 30 min at 100 °C.
Different size of a screen mesh was chosen for controlling the thickness of a PZT
coating. Thus, three coatings of different thickness were formed and investigated:
element 1 with PZT coating of 68 µm thickness, element 2 with 60 µm thickness
and element 3 with 25 µm thickness (see Table 5.1).

Table 5.1 Properties of screen mesh and layer thickness

Meshed
screen
type

Mesh
opening
(µm)

Thread
(µm)

Open
area
(%)

Mesh
thickness
(µm)

Theoretical ink
volume
(cm3/m2)

Formed PZT
layer thickness
(µm)

32/70 245 70 60.5 108 65 68 ± 1

48/70 130 70 42.3 107 46 60 ± 1

140/34 30 34 22 52 11 25 ± 1
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Further, a four micron periodical microstructure was formed on the top of
piezoelectric thin film by hot-embossing technique. Ag nanoparticles were formed
from a solution of 0.05 M AgNO3 in deionized water and dip-coated on the peri-
odical microstructure.

Before measuring the generated voltage, an electrical pole alignment was applied
on a PZT coating. It was accomplished with a high voltage generator and a
custom-made holder, shown in Fig. 5.1. An element with a PZT coating was placed
in the special holder between positive and negative poles. The high voltage gen-
erator was set at 5 kV current and held for 30 min. The poling technique aligns a
positive pole on one side of the PZT coating and a negative pole on the other side.
This process improves voltage characteristics of a piezoelectric coating.

A novel sensing element was made of a cantilever-type (Fig. 5.2).
A cantilever based sensing platform allows precise evaluation of piezoelectric

properties. The elements were investigated in both—direct and indirect piezoelec-
tric effects.

Fig. 5.1 Pole alignment set

Fig. 5.2 Principal scheme of piezoelectric element
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5.1.2 Characterization Methods

Structural and Chemical Composition Measurements
The structure and chemical composition of the designed material was investigated
using Scanning Electron Microscope (SEM) Quanta 200 FEG. Which is also
integrated with the Energy Dispersive X-Ray Spectrometer (EDS) detector X-Flash
4030 from Bruker. Samples were examined under the atmosphere of a water steam
of controlled pressure. A 133 eV (at Mn K) energy resolution at 100.000 cps was
achieved with a 30 mm2 area solid state drift detector, cooled with Peltier element.
The X-Ray spectroscopy method allows analyzing energy distributions. The energy
differences were measured between various quantum states of the system together
with the probabilities that the system jumps between these states.
FTIR—Fourier Transform Infrared Spectroscopy (a system SPECTRUM GX 2000
RAMAN) was used for the investigations of changes in chemical composition
when the coating was poled and not poled. The diapason of FTIR spectrum was—
10,000–200 cm−1. This technique enabled the researchers to identify changes in
chemical compounds of the elements.

For qualitative and quantitative analysis of chemical compounds an X-ray
diffractometer D8 Discover (Bruker) was used. The atomic and molecular structure
of designed PZT was identified.

Evaluation of Surface Morphology
The investigations of surface morphology were performed with Atomic Force
Microscope NT-206 in contact mode. Atomic force microscopy is a surface ana-
lytical technique used to generate very high-resolution topographic images of
surface down to molecular/atomic resolution, the sample deposited on a flat surface
being the only requirement. Depending on the sharpness of the tip it gives spatial
resolutions of 1–20 nm. It can record topographic images as well as providing some
information on nanoscale chemical, mechanical (modulus, stiffness, viscoelastic,
frictional), electrical and magnetic properties when using specialized modes.
Morphology parameters are as follows: Zmean—average height, Ra—arithmetic
average surface roughness, Rq—root mean squared surface roughness.

5.1.3 Dynamic Investigations of PZT Coatings

Harmonic Excitation Measurements
Harmonic excitation measurements were performed using a scheme, depicted in
Fig. 5.3. It consists of a piezoelectric element, excitation measurement systems and
data acquisition. An electromagnetic shaker excites the element fixed in a
custom-made clamp. A harmonic excitation signal is transmitted to the electro-
magnetic shaker and controlled by a function generator AGILENT 33220 A and a
voltage amplifier HQ Power VPA2100MN. For acceleration measurements, at the
top of the clamp a single-axis miniature accelerometer KD-35 (with sensitivity of

5.1 Periodical Microstructures Based on Novel Piezoelectric Material … 215



50 mV/g ±2% and working frequency from 5 Hz to 5 kHz) is attached. Signals
from a voltage amplifier, accelerometer and an element are collected with data
acquisition system, consisting of a 4-channel USB oscilloscope (analog-to-digital
converter) PICO 3424, and forwarded to a computer. Obtained data is then analyzed
with Pico-Scope 6 software.

Impulse Excitation Measurements
The experimental setup of investigations consists of a piezoelectric energy harvester
(PVEH) applying single hits, excitation, and measurement systems and data
acquisition. Data acquisition system consists of a 4-channel USB oscilloscope
(analogous-to-digital converter) PicoScope 6000 series (Fig. 5.4) that collects sig-
nals from the accelerometer and PVEH. Signals from the oscilloscope are for-
warded to the computer and managed with software PicoScope 6000. The system is
based on a mathematical pendulum (Fig. 5.4).
The experimental system was designed as a mathematical pendulum which pro-
vides a single impulse to the clamped element when indicated. Sensor—head
LK-G82 was used (with its accuracy 0.2 mkm). The response of vibrations was
sensed with a laser triangular displacement sensor LK-G3000 (Keyence, Illinois,
USA) and the measured data was collected with data acquisition system PicoScope
(with data reading velocity 5 Gs/s).

Electrical Excitation Measurements
A two beam speckle pattern interferometer, or so-called PRISM system (mea-
surement sensitivity <20 nm, measurement range >100 lm), was used to evaluate a
response of electrical excitation of the investigated piezoelectric element. This
method allows measuring vibration and deformation with minimal sample prepa-
ration and with no contact with the sample surface. PRISM is a rather high-speed
holographic technique, equipped with a computer system and integrated software
(Fig. 5.5).

Fig. 5.3 An experimental setup scheme used to measure harmonic excitations of piezoelectric
elements
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The laser beam directed to the object is an object beam; the beam directed to the
camera―a reference beam (Fig. 5.6). Camera lens collects the scattered laser light
from the object and images the object onto sensors of CCD camera. The reference
beam falls directly to the camera and overlaps the image of the object. The fringes
displayed on the monitor appear because of the shape changes occurring between a
reference and a stressed state of the object. Obtained data allows evaluating the
electrical excitations of the investigated element.

Fig. 5.5 A PRISM
measurement system
consisting of: (1) a control
block, (2) an object
illumination head, (3) a video
camera

Fig. 5.4 Experimental setup
consisting of: (1) a
mathematical pendulum, (2) a
sensor head LK–G82, (3) an
investigated element, (4)
PicoScope oscilloscope, (5)
control block LK–G3001PV
and (6) a power supply block

5.1 Periodical Microstructures Based on Novel Piezoelectric Material … 217



5.1.4 Structure and Chemical Composition of PZT
Composite Material

Dispersive X-Ray Spectrometer was used here for energy distribution analysis.
Figure 5.7 shows the XRD pattern of PZT powder after the final calcinations

process. PZT ceramics crystallises in a tetragonal structure (a = b = 4.006 Å,
c = 4.128 Å, a = b = c = 90°) with space group P 4 mm (noncentrosymmetric)
and the (0 0 1), (1 0 0), (1 0 1), (1 1 0), (1 1 1), (0 0 2), (2 0 0), (1 0 2), (2 1 0),
(1 1 2), (2 1 1), (2 0 2), (2 2 0), (1 0 3), and (3 2 0) crystallographic plane
orientations which correspond to values reported in [14, 15]. XRD pattern of PZT
powder corresponds to Pb(Zr0.52Ti0.48)O3 with R–f of 0.31.

FTIR analysis of a non-poled and poled PZT coating applied using different
screen-printing meshes was carried out. There is no significant influence of poling
and thickness upon the spectrum of PZT; therefore, the typical FTIR absorbance
spectrum at 4000–500 cm−1 of PZT coating is presented in Fig. 5.8.

Fig. 5.6 The PRISM experimental set-up

Fig. 5.7 XRD pattern of PZT powder after the final calcinations process
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In the FTIR spectra, the strong and broad absorption peaks were observed at
3490 cm−1 (O–H stretch), 2969 cm−1 (C–H stretch), 2878 cm−1 (C–H stretch),
1723 cm−1 (C=O stretch), 1627 cm−1 (C=C stretch), 1435 cm−1 (CH2 bend),
1385 cm−1 (CH3 bend), 1273 cm−1 (C–O–C stretch), 1162 cm−1 (C–O–C stretch)
and 1010 cm−1 (C–O stretch). The entire array of these peaks corresponds to the
FTIR absorbance spectra of PVB [15]. A wide and strong peak observed in the
range of 800–550 cm−1 corresponds to the M–O–M bonds (M is metal) of PZT,
e.g. Ti–O, Ti–O–Ti, Zr–O and Zr–O–Zr [16].

Chemical compositions of PZT composite materials of different concentration
were investigated with energy-dispersive (ED) spectrometer. A pulse height anal-
ysis is employed. Ionization is caused by incident X-ray photons, electrical charge
is produced. Energy dispersive spectrum is displayed. The x-axis represents the
X-ray energy in channels 1.5–5 eV wide and the y-axis represents the number of
counts per channel up to 1600 cps/eV. Three main elements were defined in the
samples: Lead (Pb), Zirconium (Zr), and Titanium (Ti). Conventionally, for the Ti
Kb energy resolution peak is specified at about 4.94 keV. For Zr La the peak is
achieved at *2.05 eV and Pb peak is about 2.35 eV (Fig. 5.9).

The peak values of Pb, Zr and Ti of the elements (when PZT 40, 60 and 80%)
for more accurate comparison are presented in Table 5.2.

Each element has its defined positions of characteristic peak. This peak corre-
sponds to the transitions in its electron shell. Chemical analysis shows that Pb, Zr
and Ti concentrations increases proportionally to concentration of PZT. Both Zr and
Ti show a dominant K and L peaks, respectively. The Pb spectrum is more com-
plex. Its dominant peak is observed at*2.35 keV. The intensity value is dependent
on the exciting X-rays intensity, on the energy spectrum, X-ray detector’s efficiency
and on the geometry of the investigated element and the source.

Fig. 5.8 FTIR absorbance spectra with functional groups of PZT coating
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5.1.5 Surface Morphology of Novel Cantilever Type
Piezoelectric Elements

Surface morphology of three different elements with PZT concentrations of 40, 60
and 80%, were investigated using Scanning Electron Microscopy (Fig. 5.10).
Different sizes of grains are observed in samples: surface of the first element PZT
40% was rather smooth with small 5–15 µm diameter pileups observed on top
(Fig. 5.10a). Increased PZT concentration to 60% leads to formation of individual
grains (Fig. 5.10b). The surface of PZT 80% piezoelectric film became granular
with smaller grain size below 4 µm (Fig. 5.10b). PZT particle loaded in a polyvinyl
butyral might be the origin of the irregular shape, nucleation and growth in the
solution, thus forming the smaller grains group. PZT is land structures (Fig. 5.10c)
were formed where the granular grains surround larger grains. It is also seen that a
high density is achieved in PZT 40 and 60% except few pinholes. However, these
micro cracks with the length of micron distribute uniformly in the surface
(Fig. 5.11).

Fig. 5.9 ED spectrum showing peaks of Pb, Zr and Ti of piezoelectric elements with PZT: a 40%;
b 60% and c 80%

Table 5.2 Peak values of Pb, Zr and Ti of designed piezoelectric elements

Concentration (%) Pb 10.5515 keV Zr 2.04236 keV Ti 4.50486 keV

40 34.49 244.44 107.73

60 48.62 359.21 143.94

80 108.05 609.85 256.81
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SEM surface views in scale of 5–10 µm are presented in Fig. 5.11. The element
with PZT concentration of 40% (Fig. 5.11a) has some small structures of about
10–12 nm sizes. The element with PZT 60% concentration has a small net with
cavities formed on the surface (Fig. 5.11b). Higher PZT concentration leads to
formation of three dimensional microstructures with empty cavities of about
6–8 µm diameter (Fig. 5.11c).

SEM views of the different thickness elements are given in Fig. 5.12. Results
show that element 1 has small granular grains on the surface of a diameter
*1.1 µm. Element 2 has a smoother surface with less grains of a diameter
*0.9 µm. Element 3 has three dimensional structures with empty cavities of a
6–8 µm diameter.

Full composition of the elements was defined in Fig. 5.13. The main elements in
the composition are Carbon (C) and Zirconium (Zr);—both are very good con-
ductors defining good piezoelectric properties of designed novel coatings.

Atomic Force Microscopy evaluated the surface morphology of the designed
elements (Fig. 5.14, Table 5.3). 3D views show that element 1 has a rather smooth
surface with roughness Rq = 29 µm (Fig. 5.14a). Elements 2 and 3 have rough sur-
faces with roughness Rq = 189 µm and Rq = 149 µm, respectively (Fig. 5.14b, c).

Fig. 5.10 SEM view of piezoelectric elements with PZT concentration of a 40%, b 60% and
c 80%

Fig. 5.11 Images of SEM of piezoelectric elements when PZT: a 40%; b 60%; c 80%
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Using a different screen-printing mesh allows controlling not only thickness but also
surface morphology of the element.

5.1.6 Piezoelectric Properties

Piezoelectric elements’ response to harmonic excitation was investigated using
system presented in Sect. 5.1.3. Results showed, when exciting periodically (ac-
celeration 0.007g, frequency 50 Hz) the designed cantilever type piezoelectric
elements, they generate up to 50 lV potential (for open circuit) when PZT 40%

Fig. 5.13 Elemental mapping done with SEM of the a element 1 (mesh 32/70); b element 2
(mesh 48/70); c element 3 (mesh 140/34)

Fig. 5.14 AFM 3D view: a 32–70; b 48–70; c 140–34

Fig. 5.12 SEM views of samples: a element 1 (mesh 32/70); b element 2 (mesh 48/70); c element
3 (mesh 140/34)
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(Fig. 5.15a), and up to 40 lV potential when PZT concentration is 60%
(Fig. 5.15b). The element with 80% concentration of PZT generates electrical
potential up to 80 lV. Results were preprocessed by low-pass filter of 500 Hz.

Cantilever-type piezoelectric element with 80% concentration of PZT shows
significant results in power generation as a thin layer at low frequencies. Other
elements had no signs of ability to convert electrical potential into mechanical
energy. The element with PZT 80% was investigated using interferometer PRISM
of electronic speckle pattern (Fig. 5.16).

The designed element (PZT 80%) was excited by a sinusoidal function with an
amplitude of 5 mV at a frequency of 13 Hz (Fig. 5.15). At the first resonant fre-
quency the element vibrates as a clamped-free cantilever resonator in its funda-
mental flexural mode.

Significant advantage of this element is an ability to apply designed novel
piezoelectric composite material at any thickness, form and size on any uniform or
non-uniform vibrating surface.

Pole effect on electrical properties of PZT composite material were investigated
with PVEH based on direct piezoelectric effects. However, the investigations based

Fig. 5.15 Results of electric potential generated by designed elements with PZT: a 40%; b 60%
and c 80%

Table 5.3 AFM values of the surface morphology

Element Mesh Zmean Ra Rq

1 32/70 54 21 ± 1 29 ± 1

2 48/70 396 156 ± 0.5 189 ± 0.5

3 140/34 457 112 ± 0.5 149 ± 0.5
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on the direct piezoelectric effect showed remarkable results, i.e. under impulse force
of 5 N amplitude applied on the poled element, it generated from *1.4 to
*3.5 mV (Fig. 5.17). Poled element 3, the one with the thinnest PZT layer,
generated the highest voltage of 3.6 mV (Fig. 5.17c). It was easy to detect the
difference between poled and not poled elements, i.e. around 61% of a less gen-
erated voltage.

During poling the material is subjected to a very high electric field that orients all
the dipoles in the direction of the field. Upon switching off the electric field most
dipoles do not return back to their original orientation as a result of the pinning
effect, produced by microscopic defects in the crystalline lattice. This gives material
comprising numerous microscopic dipoles that are roughly oriented in the same
direction.

The novelty is in the designed material PZT, i.e. obtained material is not classic
PZT with wider application areas. The designed microresonator may be operated in

Fig. 5.16 Hologram of the cantilever-type piezoelectric element with PZT 80%

(a) 32–70, ∆=1.428mV (b) 48–70, ∆=1.48mV (c) 140–34, ∆=3.42mV

Fig. 5.17 Generated voltage diagram of a element 1 (straight line poled, black square not poled);
b element 2 (straight line poled, black square not poled); c element 3 (straight line poled, black
square not poled)
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a system with an indicated resonant frequency by varying dimensions of the
microresonator’s layers and its geometrical parameters. The aim of this research
was to create a novel microresonator with controllable parameters which could
assure much higher functionality of MEMS. Creation of this novel element will
allow it to integrate in various MEMS systems: high stability electric oscillation
sources (as generators), electric filters, in energy harvesting, sensors for testing
proteins, viruses, chemical species and etc.

5.1.7 Calculation of Module of Elasticity

Using PicoScope oscilloscope the experimental vibrational response curve has been
registered. In order to compare the experimental and theoretical models, the natural
frequency of proposed multilayer specimen had to be calculated. To calculate the
natural frequency formulae (5.1), (5.2), and (5.3) had to be taken into account.

xd ¼ xn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

q
ð5:1Þ

where xd—the damped natural frequency, xn—the natural frequency, n—the
damping coefficient.

n ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2p

d

� �2q ð5:2Þ

where n—the damping ratio, d—the logarithmic decrement.

d ¼ 1
n
ln

xðtÞ
xðtþ nTÞ ð5:3Þ

where d—the logarithmic decrement, n—number of subsequent periods, x(t)—
amplitude at time t, xðtþ nTÞ—amplitude at time t + nT, T—period.

The values of amplitudes were taken from the vibrational response curve of
proposed multilayer structure (Fig. 5.18).

From Fig. 5.18 the damped natural frequency of 186 Hz was calculated.
Measured vibration amplitudes in the measuring interval were 150 lm and after
one period 60 lm. Using formulas stated in previous section the damping coeffi-
cient and natural frequency of proposed multilayer element was estimated. The
natural frequency of the system was 187.056 Hz.

Experimental results were compared with numerical calculations (Fig. 5.19).
Model of multilayer element gave similar results. Figure 5.19 shows the first mode
of vibrations of the modelled structure.

The first form of vibrations in COMSOL Multiphysics model was achieved at
natural frequency of 187.867 Hz. It was only 0.43% difference between theoretical

5.1 Periodical Microstructures Based on Novel Piezoelectric Material … 225



and experimental values. As the natural frequencies of both models were equal, it
could be stated that Young’s modulus of created piezoelectric material of 0.66 MPa
was determined correctly.

Due to the small Young’s modulus, it is possible to create microresonators,
which are able to operate in low frequency range allowing to increase their sen-
sitivity limit11, while high resonant frequencies have several disadvantages as
overshooting and settling time12. Comparing regular PZT material and proposed
composite material the first resonant frequency decreases 2.3 times (from 439.387
to 187.867 Hz).

Experimental results also show that the created multilayer element can be used
for energy harvesting. Multilayer structure oscillated by single mechanical impulse
deforms the piezoelectric layer, which converts the kinetic energy into electrical

Fig. 5.18 Vibrational response of multilayer element into single impulse

Fig. 5.19 First vibration form of multilayer element model in COMSOL Multiphysics
environment
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energy. Piezoelectric layer is able to generate up to 12 mV voltage. Later depen-
dence of generated voltage on different substrates, thickness of piezoelectric layer,
and its polarization and binder polymer will be investigated.

5.1.8 Periodical Microstructure and SPR

A novel cantilever-type piezoelectric element (PZT 80%) works in both, direct and
indirect, piezoelectric regimes. The designed novel piezoelectric composite is a
promising material for future experimentations. This unique property allows a real
time and direct observations of affinity interactions, i.e. sensing elements with
piezoelectric effect employs the active method for measurements in medical or
pharmaceutical fields. Imprint of periodical microstructure enables to use this
platform for studying bio-molecular interactions, to analyze functional information,
i.e. the information related to physiological effect of an analyte on a living system
[15, 16]. It is essential in many important applications: medicine, pharmacy, cell
biology, environmental measurements, etc. For this purpose, a four micron peri-
odical microstructure was imprinted on formed thin film, designed from 80%
concentration of PZT (element, exhibiting best piezoelectric properties). Schematic
view of the designed element is given in Fig. 5.20. The platform consists of a thin
piezoelectric film coated on a copper foil working as an electrode. Opposite elec-
trode is formed on the top of a thin film. Periodical microstructure was formed by
hot-embossing procedure at defined conditions.

Surface morphology of imprinted grating was measured using Atomic Force
Microscopy. As previous researches showed, it is rather hard to imprint periodical
microstructure in piezoelectric layer because of its brittleness and inelasticity. Here,
an additive polyvinyl butyral was chosen to improve these properties. Thus, a
well-defined grating was formed (Fig. 5.21). Average grating depth was *580 nm
with an average period of 3.8 µm and rather smooth surface–surface roughness
Rq = 129.8 nm.

Main drawbacks of such a sensing platform arise because of the interaction of
biomaterials in the investigated analyte and are strongly influenced by the

Fig. 5.20 A principal
scheme of a cantilever-type
piezoelectric sensing platform
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adsorption of bio-molecules, their diameter size and viscosity of the analyte. To
overcome these drawbacks, silver nanoparticles were precipitated on the grating.
The SPR enhances the absorption (optical signal); and nanoparticles are used as
biological tags for quantitative detection of bio-molecules in analyte. Moreover, a
combination of piezoelectric and SPR properties in a single element is an effective
way to expand the working range of the element. To prove the relevance of Ag
nanoparticles in the designed cantilever-type sensing platform diffraction efficiency
measurements were taken (Fig. 5.22a). AFM surface view of the grating
(Fig. 5.22b) showed that approximate size of Ag was *17 nm diameter.

Diffraction efficiency measurements were performed using a laser diffractometer
(Fig. 5.22a). A He–Ne red laser light was incident to the grating imprinted on a

Fig. 5.21 AFM view of a four micron periodical microstructure imprinted on a novel
piezoelectric element a 3D grating view; b topography cross section of the grating

Fig. 5.22 Top diffraction
efficiency measurement
results, bottom AFM view of
a grating top coated with Ag
nanoparticles
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designed element (PZT 80%). Most of the diffraction energy was concentrated on
its zero order (*54%) and in its first orders (*33%). For a periodical
microstructure with silver nanoparticles, diffracted energy in its zero order has
dramatically decreased to*28% and in its first orders of its maximum increased up
to 35%. In second orders of maximum it increased up to 29%. Thus, results imply
that silver nanoparticles significantly improve the optical response of a novel
sensing platform.

A future perspective of the designed novel cantilever-type piezoelectric element
is related to its integration in MEMS for analysis of functional information as
physiological effects of an analyte, type and concentration of molecules, and etc.
When, for example, a constant potential is applied, electrochemical reactions may
be observed together with the changes of mass or resonant frequency shifts. These
measurements are often desired in biomedicine, cell biology, and environmental or
pharmacy measurements.

Another very important advantage of the developed microresonator is the pos-
sibility to combine electrical and optical measurement techniques to increase
accuracy of the sensing microresonator. Lamellar periodical microstructure (period
—4 µm and depth—574 nm) was formed in PZT nanocomposite material using hot
embossing technique at 100 °C temperature, 5 atm pressure and 10 s of holding
time.

PZT nanocomposite material, used for formation of periodical microstructure,
allows controlling not only mechanical properties of microresonator, but optical
parameters too. Example of reflected diffraction efficiency of first order diffraction
maxima and its diffraction angle dependence on period changes of microstructure
caused by electrical signal is presented in Fig. 5.23. During this analysis the inci-
dent laser light (wavelength 632.8 nm) were cast at 40° angle to the top surface of
nickel coated periodical microstructure integrated into PZT nanocomposite. Results
have shown that the period changes by 10 nm leads to changes of diffraction
efficiency to about 0.1% and diffraction angle about 0.15°.

Created microresonator with controllable mechanical and optical parameters
assures much higher functionality of microelectromechanical systems.

Fig. 5.23 Diffraction
efficiency and diffraction
angle versus period of
periodical microstructure
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5.2 Development of Complex 3D Microstructures Based
on Computer Generated Hologram

Health care monitoring is the most common application of sensors. Decade after
decade they are becoming much smarter, more sensitive and have wider capabili-
ties. Thus, today many sensing and actuating devices in micro scale are based on
diffractive optics. Since light can be controlled by applying relatively low energy,
the microstructures have been the essential component of the design of microde-
vices. Researches concentrated on the development of new manufacturing tech-
niques for the fabrication of high quality periodical microstructures fulfilling the
challenging demands of optical sensors [17, 18], biosensors [19, 20], synchrotrons,
space missions, laser pulse compressors and other spectroscopic applications.
Computer Generated Holography (CGH) is the digital method which is used to
generate 3D microstructure. You can record hologram without using a real object
when using CGH which is different from optical holography. The most popular
techniques to calculate CGH are Gerchberg-Saxton algorithm [21] or
Adaptive-Additive algorithm [22]. Both techniques employ classical iterative
Fourier transform algorithm. CGH has been used for various applications, such as
3D displays [23], optical filters [24], optical testing [25], various encryption
schemes [26, 27]. It has been also used for the development of wavefront sensor
[28, 29]. In this section, computer generated holography (CGH) is employed for the
creation of MOEMS element. Gerchberg-Saxton algorithm will be used to retrieve a
phase data. There are a few techniques for the fabrication of periodical
microstructures including mechanical ruling of gratings, holographic recording, and
replication [30, 31]. The main aim of this section is to develop a technological route
of the production of complex 3D microstructure, from designing it by the method of
computer generated holography till its physical 3D patterning by exploiting the
process of electron beam lithography and thermal replication.

Replication technology plays an important role in the production of
microstructures. The most popular replication technologies are hot embossing, UV
embossing, injection molding, and etc. They enable low-cost mass production of
optical microstructures and nanostructures. Replication technologies reach extre-
mely high resolution, while it could be merged with macro objects (millimeter or
centimeter range). Therefore this technology could be applied for production of
optical elements and modules. But good replication result depends not only from
good quality of high-resolution mould [32]. Quality covers all steps of
microstructures creation from the design to mass production, which are presented in
Fig. 5.24.

The process starts with the design of the surface microstructure using optical
design programs. The structure elements can vary from diffractive grating nanos-
tructures to refractive microlenses and complex combinations of various elements.
One of the more realization—computer generated hologram (CGH).
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In the origination phase, the designed surface relief is fabricated using one of
many technologies: laser writing [33, 34], e-beam writing [35], e-beam lithography
[36] and holographic lithography [37] for feature resolution down to under 100 nm,
to conventional lithography and etching for micrometer resolution.

The next step is the fabrication of a mold. The traditional silicon-based molds are
brittle and have a limited longevity [38]. Metal, such as nickel stamper, has been
widely used as micro/nano-scale molds [39]. The electroplating with nickel is
widely used for making a metal copy from the microstructure in the original. Nickel
is the most commonly used material for electroplating because it is significantly
harder than, for example, copper or gold. The original structure must first be coated
with a thin metal film to form a conductive coating for the subsequent electro-
plating. The metal film has a typical thickness of 10–100 nm, and typically, silver,
gold, nickel or copper is used [40]. To maintain the quality of plated nickel, pH and
the chemical composition of the electroforming bath must be continuously con-
trolled. After the process, the master is separated from the original, and any residues
are stripped with a suitable solvent.

Electroplating 
process

Generation of 
numerical 
Hologram

Verification 
of CGH

Electronic 
lithography

Verification 
of CGH

CGH
coating
by Al

Verification 
Mass production of 

CGH

Design of CGH

F T

T

F

F

T

Fig. 5.24 Algorithm for manufacturing of microstructure: from design of CGH to mass
production
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The obtained nickel mold could be used as a master mold for the further
replications of the microstructures using one of the main replication technologies:

• Injection molding
• Injection compression molding
• Hot embossing.

Criteria of these different molding techniques could be divided into several
groups: the molding material used, the process technology used for replication and
finally the cost effectiveness.

Based on the Gabor’s holographic principles, nowadays a lot of optical phe-
nomena and techniques are developed. Modern holography includes (a) the design
of diffractive optical elements (DOEs) as a special case of CGHs applied for beam
shaping, splitting and steering [41], optical interconnections [42], optical tweezers
[43], multiphoton spectroscopy [44], lithographic fabrication of photonic crystals
[45], and (b) digital holography (DH) like a useful method for non-destructive
testing in: object contouring [46], biological microscopy [47], measurement of
moving object [48], characterization of micro optical elements, system with CD and
DVD [49], in X-ray microscopy [50].

Computer-generated holography (CGH), in contrast, calculates in the computer
the reflection of light by a virtual object in the computer, the propagation of this
reflected light to the hologram, and the interference with the reference light, to form
a hologram.

The Fourier transformation (FT) is the mathematical tool and the foundation of
the CGH. Most of the CGH mathematics is in two dimensions. The Fourier
decomposition is useful in optics because exponential functions behave in a simple,
well understood way as does re-composition of the functions after they have been
acted upon by a optical system.

U n; gð Þ ¼
Z1

�1

Z1

�1
u x; yð Þe�2pi nxþ gyð Þdxdy: ð5:4Þ

The correspondence of punctuality and periodicity can be extended to periodic
objects which consist of regular arrays of points. The continuous Fourier transform
of such objects will itself be periodic and consist of points. The relation between the
point strengths of one period in the object and one period in the Fourier transform is
given by the discrete Fourier transform (DFT):

Ujk ¼
1ffiffiffiffiffi
M

p 1ffiffiffiffi
N

p
XM2�1

m¼M
2

XN2�1

n¼N
2

umne
�2pi jm

M þ kn
Nð Þ: ð5:5Þ

There are several variations on defining the DFT. One variation is the normal-
ization factors another in the range covered by the indices. This index variability is
of practical importance.
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The Fast Fourier transform (FFT) is actually an algorithm for performing the
discrete Fourier transform or DFT. The algorithm speeds computation of the DFT
by a factor n= log2 n that can be considerable for large transforms [51].

In CGH, the method of calculating the interference fringes and the definition of
the object shape are connected and cannot be considered independently. For cal-
culation of the hologram, methods based on the Fast Fourier Transform (FFT),
Fresnel integral, the point filling method and other are used in general. Of these, the
method using the FFT can perform fast calculations but can be applied in principle
only to planar objects. Yasuda et al. [52], Calixto et al. [33] simulated image
obtained by calculating wavelength and intensity of diffracted light traveling toward
the viewing point from the CGH. Wavelength and intensity of the diffracted light
were calculated using FFT image generated from interference fringe data. Freese
et al. [35] calculated the CGH phase function by an iterative Fourier transform
algorithm (IFTA) [53]. Sakamoto and Nagao [54] used the patch model for CGH.

Many researches created a Lohmann-type CGH [55, 56]. In a Lohmann-type
CGH based on the detour phase principle, the complex-amplitude data of a hologram
are converted into amplitude and phase information. Amplitude is encoded by the
area of a transparent aperture within each cell, whereas the phase is encoded by the
position of the aperture. The complex amplitude F l; tð Þ of a hologram is given by

F l; tð Þ ¼ H l; tð Þj jej/ l;tð Þ; ð5:6Þ

where H l; tð Þ and / l; tð Þ are the amplitude and phase of a Fourier-transformed
hologram, j is an imaginary unit [55].

Oikawa et al. [57] propose a fast CGH calculation method using an approximate
Fresnel integral. In general, calculating Fresnel integrals requires a numerical
integral; however, such a numerical integral consumes computational time.
Therefore, when calculating a CGH using a Fresnel integral, it is difficult to cal-
culate it in real-time.

Petruskevicius et al. [58] were obtained CGH using hologram simulation method
based on the sources of point-spherical waves for objective wave and plane ref-
erence wave. The objective and reference wave field of the hologram plane z ¼ 0
can be obtained as a sum of these sources. This can be expressed as follows:

E x; yð Þ ¼ E x; yð Þj jei/ x;yð Þ; ð5:7Þ

where E x; yð Þj j is the modulus of the full field of complex electrical field strength
and / x; yð Þ is the full field phase distribution in hologram interfering plane. The
distribution of the full field phase can be converted to a hologram grating relief,
which is defined by the following generalized equation:

h x; yð Þ ¼ Hmax/ x; yð Þ=2p; ð5:8Þ

where h x; yð Þ is the height of a relief grating point with coordinates x, y, which
represents the grey level of CGH profile pixel and Hmax is the maximum height of
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the relief grating. The maximum height of the grating pixel depends on the incident
light wavelength (k), pixel material refractive index (n):

Hmax ¼ k
n� 1

; ð5:9Þ

corresponding to 2p phase shift of the transmitted wave. Resulting phase of the
complete field / x; yð Þ is reduced to a selected amount of grey levels in the 2p phase
range to enable creation of the corresponding isosurfaces.

The CGH design techniques fall into two general categories: input/output
techniques and iterative design techniques. All iterative design techniques are based
on the phase retrieval algorithm proposed by Gerchberg and Saxton [53].

The schema of algorithm is shown in Fig. 5.25. These techniques are compu-
tationally efficient due to the use of a fast Fourier transform (FFT) [59]. For the
original Gerchberg-Saxton algorithm, the phase constraint is that the element is
phase only, the amplitude is normalized to one at each iteration, and directly
quantized to the number of phase levels required in the design. The output con-
straint forces the target to match the desired output intensity leaving the phase of the
output unchanged. The major problems with the Gerchberg-Saxton algorithm for
diffractive optic design are that it is dependent on the initial phase estimate and
stagnates readily due to the direct quantization of the phase profile [60].

Thomson and Taghizadeh [60] referred to algorithms that alter the phase con-
straint as iterative Fourier transform algorithms (IFTAs), and to those that alter output
constraint as modified Gerchberg-Saxton (mGS) algorithms in the design techniques
for diffractive optical elements and the application to fabre-coupling problems.

Mihailescu et al. [61] used GS algorithm implemented in Matlab CGH and DH
(digital holography) with different sets of constraints in the input plane (hologram
plane) and the output plane (object plane).

The quality of the numerically generated image can define by calculating the
parameters:

Element Plane Output Plane

initial phase

element phase Output intensity 
and phase

apply phase constraint apply output constraint

generate phase 
profile

recalculate complex 
amplitude 

FFT

FFT-1

Fig. 5.25 A schematic
representation of the
Gerchberg-Saxton algorithm
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The mean square error [62]: MSE as the difference between the calculated intensity
and desired one from initial image file;
The diffraction efficiency: as the ratio between the intensity in the signal window
and the whole diffracted intensity;
The contrast in a given image: Intensmax�Intensmin

Intensmax þ Intensmin
, where Intensmax and Intensmin are the

maxim and minimum values from all pixel of the intensity image, respectively
[61, 63].

Other type of hologram is dot matrix holograms, which often are used for both
security and decorative purposes. They are designed also on computer. Dot-matrix
holograms consist of millions of tiny diffraction gratings, or “holopixels”, oriented
at different angles and arranged in a two-dimensional array. When illuminated with
white light the holopixels break up the light into a spectrum of colors and redirect
the light at various angles to form a kinetic hologram image [64, 65].

E-Beam Lithography
E-beam lithography (EBL) is the most commonly used technique for nanolithog-
raphy in this kind of configurations. The process starts with the resist deposition by
spin coating, electro beam exposure and resist development. After this, metal
deposition and resist lift off defines the mask for the dry etching that transfer the
pattern to the structural layer. The end of the process is the release of the structure
by wet under etching of the sacrificial layer (Fig. 5.26).

The use of EBL for pattering represents many advantages that provide an ideal
lithographic platform for the MEMS (NEMS) fabrication. Its high resolution is
capable of defining features down to the nanoscale if needed. More important, the
pattern design flexibility may be very convenient for prototyping, since in this
device design optimization is often essential. Direct writing EBL may be limited for
a rather low throughput, consequence of the serial addressing of the beam [66].

When fabricating such holograms it is necessary to verify that the CGH will
create the desired wavefront. However it is not possible to check independently
since the wavefront is aspheric. It is thus necessary to validate the fabrication

Fig. 5.26 E-beam lithography process
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process itself to insure accuracy of the hologram. State of the art laser beam and
electron-beam lithography technology allow CGHs to be directly written at their
finished size, which eliminate the photo-reduction process. The main sources of
CGH errors made by direct writing can be divided into errors of the CGH structure
(simulation, encoding, writing, and etching) and other errors (substrate figure,
alignment, and optical test setup). The actual writing of the CGH pattern is the most
critical fabrication step. The writing time can be from a few hours for laser writers
to a few tens hours for e-beam writers. In spite of the long exposure process the
absolute accuracy of positioning of writing beam in whole field of CGH must be not
more than parts of micron [34].

5.2.1 The Creation and Formation of the Periodical
Microstructure on the Basis of Computer Generated
Hologram

Holograms are important in spheres, like scientific research, medicine, commerce
industry etc. In mass production it is necessary to use high-quality originals in order
to produce high-quality replicas. In order to produce high-quality replicas, new
methods of production and development were created. Computer generated holo-
gram (CGH) is one of such a techniques.

Computer-generated hologram is described mathematically by computing the
information of phase and amplitude of the wave propagation produced by an object.
CGHs are used in many applications, such as diffractive-optical elements for
storage of digital data and images [67], precise interferometric measurements [68],
pattern recognition [69], data encryption [70] and three-dimensional displays [71].
One of the advantages over conventional holograms, produced by optical means, is
that the object used for recording CGH holograms does not necessarily exist, i.e. it
may be described mathematically.

The picture and the created computer-generated hologram (CGH) in this work
were analyzed in the plane of rectangular coordinates [72, 73]. The rectangular
coordinates for initial picture were selected as shown in Fig. 5.27.

The parameters can be represented as:

Dx ¼ 1
2X 0 ; Dy ¼ 1

2Y 0 ; M ¼ X
Dx

¼ 2X 0X; N ¼ Y
Dy

¼ 2Y 0Y :

The quantity of points in the picture is equal to MN. Switching to the new
coordinates in the hologram (Fig. 5.28) and specifying that X ¼ Y ¼ 1, we obtain:

X 0 ¼ M
2
; Y 0 ¼ N

2
; Dx ¼ 1

M
; Dy ¼ 1

N
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In the picture, coordinates of points are written as:

xm ¼ mDx ¼ m
M

; m ¼ 0; . . .;M;

ym ¼ nDy ¼ n
N
; n ¼ 0; . . .;N:

The number of hologram units is selected in the way, that unambiguous match
would be ensured between the picture and discrete Fourier transformation, which is
described in the hologram. The number of points in the plane will be equal to MN as
well. This follows from the point that the system which is composed from MN
points, the full system is composed from the functions of trigonometry which rate is:

X 0 ¼ 0;�1; . . .;
M
2
� 1;

M
2
;

Y 0 ¼ 0;�1; . . .;
N
2
� 1;

N
2
:

The intensity of points of the hologram is specified in the coordinates (p, q),
where the Fourier transformation of the function hmn is performed. Function hmn

denotes the intensity of the point in the picture [72, 73]:

Hkl ¼
XM�1

m¼0

XN�1

n¼0

hmne
�i2p kmMþ lnNð Þ: ð5:10Þ
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Fig. 5.28 Hologram plane
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The process of formation of digital Fourier hologram was implemented by means
of the program developed with MATLAB. The emblem of Kaunas University of
Technology (KTU) was selected for experiments. First of all, coloured or grayscale
version of the initial picture (Fig. 5.29a) was transformed into the black-white
image (Fig. 5.29b). Subsequently the image was magnified four times, by placing
original black-white picture (Fig. 5.29b) in the first quarter. This transformation
was performed in order to eliminate corruption of the CGH after the reconstruction
process. And finally CGH was created by applying Fourier transformation.

Computer generated hologram (Fig. 5.30) was then checked by applying the
inverse Fourier transformation (Fig. 5.31). The program was developed with
MATLAB for the purpose of reconstruction of hologram. It is necessary to mention
that this hologram can be reconstructed by using any image display software, which
has active FFT function. It is evident that in the reconstructed CGH only border-
lines of the emblem were recorded.

Simulated CGH was fabricated using e-beam lithography. The formation of the
surface relief procedure was performed on 300 µm-thick, 10 � 10 mm2 silicon
wafers, which were coated with 1.4 µm-thick polymethylmethacrylate (PMMA)
layer. Specimen was exposed by using electronic lithography system “e-Line”
(Raith GmbH) with 100 � 100 mm movement of laser interferometer-controlled
stage and the “Gemini” electronic-optic system (Carl Zeiss). Main settings of the
exposure:

• Accelerating voltage of the electron beam—20 kV;
• Electron beam current in the sample—0.3 nA;
• Aperture of electronic optical system—30 µm;
• Beam diameter of a focal plane—10 nm;
• Nominal exposing dose—36 lC/cm2;

Fig. 5.29 Initial grayscale
(a), and black-white
(b) images of the emblem of
KTU
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• Exposing step in x and y axis direction—40 nm;
• Exposure field size—100 µm.

Raster image of the black-white KTU emblem was converted using “3Lith”
software (Raith GmbH) into vector format, which is better for exposition (GDSII
format). GDSII image consists of squares, where lengths of sides indicate the Step
parameters in conversion script.

The exposed plate was developed for 3 min in methyl ethyl ketone (MIBK)
solution (MicroChem) at 20 °C. After the process of development, the sample was
washed for 30 s in isopropyl alcohol and dried at room temperature with the flow of
nitrogen gas.

For the control of micro and nano relief of 3D CGH produced in PMMA an
atomic force microscope “EasyScan 2” (Nanosurf) (Fig. 5.32) was used in static
constant force mode, using 2 � 450 � 50 mm aluminium coated silicon probe
(Nano World), with 13 kHz resonant frequency and 0.2 N/m force constant.

Experimental Results
Selected nominal dose was tested in four expositions by exposing a part of
200 � 200 µm image. Typical doses in this exposition were from 24.6 to
43.2 lC/cm2, by 7.2 lC/cm2. After the development of exposed CGH the relief was

Fig. 5.30 Computer-generated hologram
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tested with atomic force microscope. Four different actual dose levels can be
determined from the topographical view (Fig. 5.33). The difference between the
lowest and the highest level of the topography is approximately 1200 nm. The
difference between the first and the second topographical levels constitutes 400 nm,
between the second and the third levels—450 nm, and between the third and the
fourth—350 nm. Differences are sufficient however they are not distributed evenly
and could have influence on the quality of reconstructed hologram.

Fig. 5.31 Reconstructed
CGH

Fig. 5.32 Scanning of CGH
surface using atomic force
microscopy
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3D relief of formed CGH from PMMA was transferred to polymer using UV
light hardening process (Fig. 5.34). UV light hardening replication was performed
using commercial photopolymer (acrylic trimethylolpropane ethoxylate), PET
substrate and custom-built technological device (T = 20 °C, irradiation distance—
10 cm, UV light source DRT-230: k = 360 nm, I = 10,000 lx). Formed 3D relief
thereby can be used as master for many times to replicate 3D structure.

Final product of CGH was tested visually with the laser (k = 633 nm). Photo of
the reconstructed image is presented in Fig. 5.35. The quality of reconstructed
hologram can be increased by changing exposure doses (depth of structure

Level 1; 1200 nm

Level 2; 800 nm

Level 3; 350 nm

Level 4; 0 nm

(a)

(b)

Fig. 5.33 Topographical view of exposed specimen: a two dimensional topographical view, b the
profile with obtained average topography levels, corresponding to the different actual doses
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produced in the PMMA) in e-beam lithography and increasing number of grayscale
levels for CGH.

5.2.2 Gerchberg-Saxton Algorithm for Design
of Computer Generated Hologram

The Gerchberg-Saxton (GS) algorithm is an iterative Fourier-transform-based
algorithm, which calculates the phase required at the hologram plane to produce a

Fig. 5.34 Topographical view (a) and profile (b) of the replicated structure in polymer

Fig. 5.35 CGH
reconstructed by using laser
of k = 633 nm

242 5 Microsystems for the Effective Technological Processes



predefined intensity distribution at the focal plane. Unlike the gratings and lenses
approach in which the phase between the traps is fixed, this algorithm provides
phase freedom by iteratively optimizing both, the hologram and the image plane
phase values. Because the beam shaping is limited to the focal plane, only 2D
intensity patterns can be generated. A predefined intensity pattern, Idðxi; yiÞ, can be
anything from a single dot to a completely arbitrary distribution. The final goal is to
find the phase at the hologram plane so that:

Id ¼ FFT e/ðxh;yhÞ
� �2

ð5:11Þ

(here FFT—fast Fourier transformation) which results in the desired pattern being
transferred to the image plane. The algorithm is being initialized by assigning a
random phase, /r, and unit amplitude to the hologram plane. The first step of the
algorithm is given by:

uh;1 ¼ ei/r : ð5:12Þ

This field is then propagated to the image plane by taking its Fourier transform.
This is done during each of n iterations as:

un;i ¼ FFT uh;n
� � ð5:13Þ

Later on the phase from the resulting complex field at the image plane is
retained, and the amplitude is replaced with amplitude, derived from the desired
intensity:

/i;n ¼ argðui;nÞ ð5:14Þ

u�i;n ¼
ffiffiffiffi
Id

p
ei/i;n ð5:15Þ

By taking the inverse Fourier transform of Eq. (5.15) the field is propagated
back to the hologram plane:

u�h;n ¼ FFT�1 u�i;n
� �

ð5:16Þ

And finally, the phase is retained at the hologram plane and the amplitude is
replaced again with uniform constant amplitude:

/h;nþ 1 ¼ arg u�h;n
� �

ð5:17Þ

uh;nþ 1 ¼ ei/h;nþ 1 ð5:18Þ

5.2 Development of Complex 3D Microstructures Based on Computer … 243



This completes one iteration giving a phase approximation that, when trans-
formed, approximates the desired intensity. The algorithm quickly converges after
completing few iterations, producing the desired phase /h ¼ argðuhÞ. Moreover, as
it was mentioned previously, the algorithm results in a hologram, which produces
two dimensional intensity distribution or pattern [53, 74].

The process of formation of digital Fourier GS hologram was implemented by
means of the program developed with MATLAB. Like in Sect. 5.2.1, the same logo
of Kaunas University of Technology (KTU) was selected for experimental research
(Fig. 5.36). CGH was created by applying Fourier transformation with GS algo-
rithm (Fig. 5.37). The algorithm was run for 100 iterations.

Generated hologram (Fig. 5.37) was checked using the inverse Fourier trans-
formation (Fig. 5.38). A program was developed with MATLAB for the purpose of
reconstruction of the hologram. In the holographic map (Fig. 5.37) black color
means particular place (point, mark), which is not displayed. Whereas white color
means the maximum doze (the map has 8 levels).

Experimental Process and Results
E-beam lithography was used for the formation of CGH into multilayer structure
polymethyl methacrylate (PMMA)—silicon (Si) (Fig. 5.39). The size of the CGH is
2.048 � 2.048 mm (or 1024 � 1024 pixels).

The final product of CGH was tested optically. Picture of the reconstructed
image is obtained from the metalized array, presented in Fig. 5.40 (laser wave-
length k = 633 nm).

Comparison of Fourier and GS Algorithm Results
CGH made with both methods was compared optically: calculating diffractive
efficiency and evaluating distribution of the diffraction maxima.

Fig. 5.36 Initial grayscale
image of the emblem of KTU
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Fig. 5.38 Reconstructed CGH

Fig. 5.39 Photo of the CGH exposed on PMMA

Fig. 5.37 Computer-generated hologram
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Optical result is much better in the case, when CGH is created using GS algo-
rithm than using only Fourier transformation (Figs. 5.35 and 5.40).

Using the Fourier transformation, the reconstructed CGH has only outlines of
pictures and two grey-scale levels: black and white. When we modified the first
model with GS algorithm, the reconstructed CGH had grey-scale levels and full
pictures.

Diffraction efficiency of CGH increased approximately 6 times (from 8% in
Fourier CGH to 45% in Fourier GS CGH). Differences in distribution of diffraction
maximums were observed (Figs. 5.41 and 5.42) as well.

5.3 High-Frequency Excitation for Thermal Imprint
of Microstructures into a Polymer

5.3.1 Methods of Microstructure Replication

Well-known conventional technology such as injection molding, injection com-
pression molding and hot embossing have been extensively used at the
micro-replication scale. Hot embossing is now becoming a promising manufac-
turing process, which is well suited for producing dedicated microstructures with
high aspect ratios and small distortions [75, 76].

The injection molding process involves the injection of a melt polymer into a
mold where the melt cools and solidifies to form a plastic part. It is generally a three
phase process including filling, packing and cooling phases. After the cavity
becomes stable, the product is ejected from the mold [77] (Fig. 5.43).

Fig. 5.40 Fourier GS CGH
reconstructed using laser of
k = 633 nm
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Laser spot

Fig. 5.42 Distribution of the diffraction maximums of the reconstructed Fourier GS CGH

Laser spot

Fig. 5.41 Distribution of the diffraction maximums of the reconstructed Fourier CGH
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Injection compression molding is a combination of injection molding and hot
embossing (Fig. 5.44). First, a volume of polymer melt corresponding to the vol-
ume of the molded part is injected into a mold that is not completely closed.
Because of the gap between the mold halves the injection can be done by lower
pressure, resulting in a reduction of shear velocity and shear stress of the polymer
melt. After the injection step the mold halves are closed by a compression step. This
compression step is split into a velocity-controlled motion and finally, if the desired
clamp force is achieved, in a force-controlled holding of the final press force over a
defined cooling time [76].

As shown in Table 5.4, hot embossing provides several advantages compared to
injection molding and other processes, such as relatively low costs for embossing
tools, a simple process, and high replication accuracy for small features. Therefore
it was selected for microstructures replication.

Fig. 5.43 Schematic diagram of an injection molding machine [78]

Fig. 5.44 Schematic view of the injection compression molding process [76]
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5.3.1.1 Hot Embossing Process

Hot embossing [80] is a manufacturing technique used for a wide number of
applications from macro to nanometer scales. Hot embossing is a technique of
imprinting microstructures on a substrate using a master mold. It mainly consists of
the following steps. First, the polymer heated above its glass transition temperature
ðTgÞ. Secondly, the polymer is stamped with the desired imprint at this temperature
(above Tg) where it behaves more fluid-like. Also, the force required to deform the
polymer at this temperature is much smaller than that required at temperatures
below the glass transition ðTgÞ of the polymer. Thirdly, the polymer is cooled below
its Tg and the mold is removed [81].

Hot embossing can be cyclic and continuous process [82]. Li et al. [83] made a
series of experiments to investigate the processing of micro-components by hot
embossing. The results demonstrated that the replication accuracy strongly depends
on the processing conditions: on the processing temperature and pressure.

It is essential to analyze the different parameters associated with the final quality
control of the replicas obtained by hot embossing. Recent works describe the
influence of polymer materials (viscosity, forming temperature etc.), those
depending on the mould and related parameters (material, geometry, physical and
thermomechanical properties, surface states and temperature) and those describing
the hot embossing process (temperature and heating time, holding and cooling time,
applied pressure, demolding temperature, etc.) are important [84, 85].

In the hot embossing step, non-uniform pressure distribution may result in
pattern height differences [86]. The different thermal expansion coefficient may
appear a large thermal stress. Therefore, it is possible fracture of the polymer micro
structure during the cooling step. The adhesion between the polymer and mold in
the demolding step may influence final pattern defects [87].

When the imprint pressure is not high enough, much longer holding time are
needed to provide complete pattern filling, which will result in long cycle times and
low embossing efficiency. Although high pressure can improve the embossing
efficiency, too high pressure can damage the friable mold as silicon. The func-
tionality micro structures with special use may be affected; material use for pho-
toelectric detector, for example, will be damaged when the stress exceeds 6 MPa
[88].

For the thermal-plastic material, the mechanical behavior is largely influenced by
the temperature. When the temperature is too low, the polymer will lack flowability,
which will result in a high amount of recovery and large distortions after
demolding. When the imprint temperature is too high, the polymer molecule can be
broken and many defects develop in the imprint area. Hu [88] reported that there
were many bubbles in the PMMA substrate after embossing when the imprint
temperature reached 280 °C. On the other hand, to avoid significant material out
sequence at the die-to-die interface, a stable deformation of the polymer at relatively
low temperatures is desired [89].
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Many authors highlight the following hot imprint process problems:

• Filling ratio of microstructure [90];
• Non-uniform mold imprint [91];
• Adhesion between mold and polymer [92];
• Surface roughness [93];
• long cycle time [94].

However, only hot imprint process parameters optimization is not enough. It is
need to take into account the different technological equipment, materials and etc.
This requires new methods and are as for improvement to achieve better quality of
replicas. These problems can be solved using high frequency vibrations [95, 91].

5.3.1.2 Ultrasonic Hot Embossing

High frequency vibrations are widely used in different applications and technolo-
gies. Capillary waves are used for droplet formation on a vibrating surface in [96].
Surface acoustic waves are used to concentrate bioparticle suspensions [97], to
control the temperature of liquid droplets [98], to generate solitary pulses and
fracture [99], to produce regular, long-range, spatially ordered polymer patterns
without requiring the use of physical or chemical templating [100]. Ultrasonic
motors are used to drive fluids [101], to assist cardiac compression devices [102], to
control electro-rheological fluids [103].

The micro patterning of polymers by ultrasound was first described for melting
and molding of powders [104, 105]. The development of micro patterning of
polymer plates started [95] and in 2008 there was the first publication on a micro
system fabricated by ultrasonic hot embossing [106].

Ultrasonic vibration [107, 108] has been widely used in industry in the welding
and joining of thermoplastics that have a low softening temperature. The equipment
required for ultrasonic vibration hot embossing can include a fixture for holding the
parts, a vibration horn, an electromechanical transducer to drive the horn, a high
frequency power supply, and a cycle timer. During ultrasonic vibration, high fre-
quency (typically 10–40 kHz) low amplitude (typically 1–25 lm) mechanical
vibrations are applied to the parts. This results in cyclical deformation of the parts
and of any surface roughness. The ultrasonic energy is converted into heat through
the intermolecular friction within the thermoplastics. The generated heat, which is
highest at the surface between the master mold and the plate due to asperities, is
sufficiently high to melt thermoplastics and cause the melt to flow to fill the
interface. Ultrasonic vibration heating can provide an effective way of heat gen-
eration to hot emboss the precise structure onto the surface of a large plate [95].

Liu and Dung [95] use ultrasonic vibration as a heat generator for hot
embossing. They investigated the replication capacity of ultrasonic-heating
embossing of both amorphous and semicrystalline plastic plates; examined the
effects of various ultrasonic vibration parameters on the contour of replicated
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structure; identified the relative significance of all these parameters on molded part
quality. The experimental results showed that ultrasonic vibrated hot embossing
could provide an effective way of molding precise-structures onto polymeric plates
with good replicability. Amorphous materials exhibited better replicability than
semicrystalline materials in ultrasonic vibrated embossed plates. The replicability of
embossed plates decreased with plate thickness. One can improve the replicability
of an ultrasonic vibration hot embossing plate by: increasing start pressure,
amplitude of vibration time and vibration pressure, and hold pressure and hold time.
In addition, the replicability of embossed plates increases with the energy input.
However, if the energy input is too high, the replicability decreases mainly due to
overmelt of the plate.

Mekaharu et al. [91] succeeded in precise replication of patterns by impressing
ultrasonic vibration besides heat and the loading force on the micro hot embossing
(MHE). They used a Ni electroformed mold with micro patterns with seven sizes of
entrance from 100 lm2 to 1.2 mm2. The experiment was executed on a polycar-
bonate (PC) sheet while impressing longitudinal wave of ultrasonic vibration at
maximum amplitude of 1.8 lm. The effect that bubble defect in the pattern was
diminished or completely disappeared was observed by impressing ultrasonic
vibration. Moreover, it was clarified that ultrasonic vibration assisted softened PC to
move to the center of the pattern area in a mold. They found that the effect of
ultrasonic vibration was well pronounced at low contact force. Perhaps very high
contact force may be obstructing the progression of ultrasonic vibration.

In this chapter the piezo ceramics are used as generator of vibration. A detail of
their properties and applications is presented in the next section.

5.3.2 Materials, Experimental Setup and Methodology

In this section materials used in mechanical hot imprint process, their properties,
devices used in microstructure quality assessment, tools used to obtain the
dynamical properties of vibroplatform and methodology for the evaluation of the
damping ratio are presented.

Polycarbonate
Experimental studies of thermal imprint process were done using polycarbonate.
The physical, chemical and thermal properties of the polycarbonate are shown in
Tables 5.5, 5.6 and 5.7.

Piezo Elements
In the experiment ring form piezo ceramic discs PZT-4 were used. They are rec-
ommended for their high resistance to depolarization and low dielectric losses under
high electric drive. Their high resistance to depolarization under mechanical stress
makes them suitable for use in deep-submersion acoustic transducers and as the
active element in electrical power generating systems. The PZT-4 material prop-
erties are shown in Table 5.8 [109].
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PRISM Setup for Obtaining of Dynamical Properties
A number of experimental studies are needed in order to ensure high dynamic
accuracy of operation of optical scanners. In most cases the exciting frequencies are
quite high, and the amplitudes corresponding to them are measured in micrometers.

Table 5.6 Chemical
properties

Young’s modulus (E) 2.0–2.4 GPa

Tensile strength (rt) 55–75 MPa

Compressive strength (rc) >80 MPa

Poisson’s ratio (m) 0.37

Coefficient of friction (l) 0.31

Speed of sound 2270 m/s

Table 5.7 Thermal
properties

Melting temperature (Tm) 267 °C

Glass transition temperature (Tg) 150 °C

Heat deflection temperature—10 kN 145 °C

Heat deflection temperature 0.45 MPa 140 °C

Heat deflection temperature—1.8 MPa 128–138 °C

Upper working temperature 115–130 °C

Lower working temperature −40 °C

Linear thermal expansion coefficient (a) 65–70 � 10−6 K

Specific heat capacity (c) 1.2–1.3 kJ/(kg K)

Thermal conductivity (k) 23 °C 0.19–0.22 W/(m K)

Thermal diffusivity (a) 25 °C 0.144 mm2/s

Table 5.5 Physical
properties

Density (q) 1.20–1.22 g/cm3

Refractive index (n) 1.584–1.586

Water absorption—equilibrium (ASTM) 0.16–0.35%

Water absorption—over 24 h 0.1%

Light transmittance 88%

Table 5.8 Properties of
PZT-4

General

Density 103 kg/m3
� �

7.5

Curie temperature (K) 601

Elastic constants Piezoelectric constants

cE11 (GPa) 139 e31 (C/m2) −5.2

CE
33 (GPa) 115 e33 (C/m2) 15.1

cE12 (GPa) 77.8 e15 (C/m2) 12.7

cE13 (GPa) 74.3 Dielectric constants

cE44 (GPa) 25.6 eT11 10�9 F/mð Þ 6.461

cE66 (GPa) 30.6 eT33 10�9 F/mð Þ 5.620
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Therefore the holographic method can be effectively applied for the visual repre-
sentation of dynamic processes, taking place in the waveguide of the optical
scanner. The most effective method for studying these dynamic processes is the
method of digital holographic interferometry.

No contacting holographic measure-system PRISM (produced in USA by
company HYTEC) was used in order to establish dynamical properties of piezo-
ceramics and vibroplatforms.

PRISM system combines all the necessary equipment for deformation and
vibration measurement of most materials in a small lightweight system. A standard
system includes holography and computer systems integrated with proprietary state
of the art software. The main parts of the PRISM system are presented in Fig. 5.45.

The PRISM system (Table 5.9), shown in Fig. 5.45 is a two beam speckle
pattern interferometer. In the study green (532 nm, 20 mV) laser is used. The laser
beam, directed at the object is called the object beam, the other beam, which goes
directly to the camera, is the reference beam. Laser light is being scattered from the
object and collected by the camera lens, which images the object onto the CCD
camera sensors. The image is then sent from the camera to a computer, analyzed
with program PRISM DAQ and dynamic processes that take place in the sample
can be observed in the monitor (Fig. 5.46).

Fig. 5.45 PRISM systems optical setup

Table 5.9 Specification of
PRISM system

Measurement sensitivity <20 nm

Dynamic range 10 lm

Measurement range >100 lm

Largest part size 1 m diameter

Working distance >1/4 m

Data acquisition rate 30 Hz

Laser 20 mV
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The best quality interfering pattern, in the control block and camera is replaced.
The ratio between the object and the reference beams—1:2.4.

It is necessary to make assumption that time varying displacement is along
z-axis, which, in the holographic arrangement is used. It is along the line of sight
between object and observer. The displacement is a periodic function of time and
the development is simplified if the displacement is allowed to vary only with x and
time, it is presumed that ZðxÞsin xtð Þ. If /ðx; yÞ is the resting phase distribution,
then the object complex amplitude at the film plane is

UO ¼ Aðx; yÞei /ðx;yÞþ 4p
k ZðxÞ sinxt½ �; ð5:19Þ

where k is the wavelength of the laser.
The time-average hologram is recorded with object beam and reference beam for

a time T, which is longer than several periods of the vibration. The reconstructed
object wave has complex amplitude that is proportional to the time average of the
UO over time T, which is:

UOav ¼ Aavðx; yÞ 1T
ZT

0

ei /ðx;yÞþ
4p
k ZðxÞ sinxt½ �dt ¼ J0

4p
k

� �
ZðxÞ

	 

: ð5:20Þ

The J0 is the zero-order Bessel function. The irradiance is calculated as
following:

Iðx; yÞ ¼ A2ðx; yÞJ20
4p
k

� �
ZðxÞ

	 

: ð5:21Þ

In this case, the image has been superimposed on a system of fringes, which
correspond to the minima of the square of the zero-order Bessel function [110].

Fig. 5.46 PRISM system: 1—control block, 2—illumination head of the object, 3—video head, 4
—vibroplatform, 5—amplifier, 6—generator, 7—tester, 8—interference fringe
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The following procedure should be completed in order to calculate the amplitude
of vibrations of the plate shaped object, which is mounted tightly by its end on the
fixture. The fringes of the vibrating plate, obtained by the time-average holographic
interferometry are schematically shown in Fig. 5.45. The point P is in the middle of
the second dark fringe. The centers of dark fringes coincide with the points of the
plate, where the amplitude of vibrations Z(x) is such, that the Bessel function
obtains zero value.

The higher-order (higher then 20) zeros of the Bessel function nnð Þ are set almost
equally and can be depicted by the following equation [110]:

nn ¼ ðn� 1
4
Þpþ 1

8
n� 1

4

� �
p

	 
�1

ð5:22Þ

Then amplitude of the vibrations (Z) in the point P can be determined by the
following equation:

nn ¼
4p
k
ZðPÞ: ð5:23Þ

Hot imprint device
Joint-Stock Company “Holography industry” is one of the leading enterprises,

which manufactures high-quality polygraphic production. According to the com-
pany the high scientific and technical achievements in the MMI was designed hot
imprint device. This hydraulic hot imprint device was used in hot imprint experi-
ment (Fig. 5.47).

The main parts of the hot imprint device are: hydraulic hold (1), gauge of
pressure (2), mold horn (3), controlled stage (4), thermometer (5), dynamometer
(6), and control block of temperature, time, and pressure (7). The specifications of
parameters are shown in Table 5.10.

Fig. 5.47 The device of hot
imprint process
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In the hot imprint process experiment frequency generator C3-56/1 was used
(Fig. 5.48).

Tools for Quality Assessment of the Microstructure

Optical Microscope
The optical microscope “NICON Eclipse LV 150” (Fig. 5.49) with CCD camera
was used for investigations. Microscope can magnify the view by 25�, 50�, 100�.
Other parameters are: distance between oculars 47–82 mm, rotational angle 360°,
mobility in X and Y axis, observation field 20 mm � 20 mm, illumination by
halogen lamp (12 V, 50 W), resolution 2 megapixels, color sensor resolution
1600 � 1200, dynamic range >60 dB, power 2.5 W, integration time 84 ls to 3 s.

As shown in Fig. 5.49 the main components of the digital optical microscope are:
1—trinocular tube, 2—LV-UEPI2 Illuminator, 3—CFI LU plan flour objectives, 4
—stage, 5—CCD camera, 6—specimen, 7—view of specimen. Data are recorded
and processed by computer and analyzed by software program InfinityCapture.

Diffractometer
Optical properties of the replica were evaluated using non-destructive optical
method. Laser diffractometer (He–Ne, k = 632.8 nm, 50 mW) was used in order to
register reflection or spectrum of transmitting diffraction (Fig. 5.50). Diffraction
efficiencies of diffracted light were measured by a photodiode in all maximums
(0, ±1, ±2, and etc.) for different angles of incidence light with respect to the
normal.

The measuring schema of diffraction efficiency is showed in Fig. 5.50. The main
components are: sample (1), photodiode (2), tester (3) and maximum distribution (4).

The measurements were performed in 5 different points of each sample and
mean values were calculated. The laser beam is directed into the sample’s (periodic

Table 5.10 The
specifications of hot imprint
device

Range of temperature 20–200 °C

Range of pressure 0–200 kg

Horn measurement 2 cm � 2 cm

Fig. 5.48 The frequency
generator
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microstructure) surface. From transmitted and the reflected light’s maximum goes
into photodiode and is registered with tester. Electrical current, which passes
through the photodiode, linearly depends on the lighting, so experimental results
can be compared without any additional calculations.

All periodical microstructures formed in optical materials are characterized by
relative diffraction efficiencies. Relative diffraction efficiency REi;j is defined as
ratio of intensity of diffracted light Ii:j to the i-th diffraction maximum and j-th
illumination angle with surface without microrelief divided from Ij—total

Fig. 5.50 Difractomer and
measuring schema

Fig. 5.49 Optical microscope Nikon Eclipse LV 150
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transmission or reflection of the intensity of diffraction maximum at the j-th illu-
mination angle

REi;j ¼ Ii;j
Ij
: ð5:24Þ

Ij ¼
X
i

Ii;j ð5:25Þ

The relative efficiency allows eliminate the material optical properties of which
periodic microstructure is made, and evaluate the geometry of the structure. This
allows compare the results of various technological processes, where the periodic
microstructure is made of different materials.

Atomic Force Microscope
Measurement of geometrical parameters of periodical structures was performed
using atomic force microscope NANOTO P-206 (AFM) (Fig. 5.51).

The microscope consists of two parts: scanning part 1 and controller 2. AFM
works at ambient temperature. The mechanism is able to move 20 mm and the step
can be 2 nm. AFM has following modes: noncontact, contact and tapping. It
depends on the probe contact with the surface, which is being investigated. AFM
NANOTOP-206 specifications are presented in Table 5.11.

AFM recorded and statistically evaluated following sample’s surface parameters
(chosen on the basis of the standard ASMEB46.1-1995):

A Maximum Height
Zmean Average Height;
Ra Average Roughness
Rq Root-Mean-Square Roughness. A higher Rq value corresponds to a higher

surface roughness;
Rsk Skewness corresponds the surface profile variation from the centerline.

When Rsk < 0—elements are below the centerline, Rsk = 0—uniform
distribution of elements, Rsk > 0—dominate elements above the surface

1

2

Fig. 5.51 Atomic force
microscope
(AFM) NANOTOP-206
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line. Surfaces with a positive Rsk are characterized as having a sharp bumps
with a height greater than average height. Surfaces with negative Rsk are
porous and have deep bumps. In rare cases, surfaces have Rsk = 0

All values, obtained using the AFM image, are processed using software
SurfaceView (version 2.0).

Oscilloscope
Resonant frequency and damping coefficient were determined using bump test
system. It consists mainly from laser displacement meter and computer oscilloscope
PicoScope 3424 (Fig. 5.52). The device writes into computer memory the multi
frequency electrical signal and performs the spectral analysis (four signals are
recorded instantly). Signals are received from various sensors (vibration, pressure,
force, acoustic, etc.). The data is being recorded in computer and presented
graphically using the software PicoScope R5.16.2. Specifications are given in
Table 5.12.

Table 5.11 AFM
specifications

Maximal scan field To 12 � 12 lm

Matrix of measurement To 512 � 512 points

Maximal high of measurement 2.0 lm

Lateral resolution 2 nm

Vertical resolution 0.1–0.2 nm

Fig. 5.52 The bump test system: vibroplatform (1), laser displacement sensor LK-G82 (company
KEYENCE) (2), oscilloscope PicoScope 3424 (3), DC supply for the displacement sensor
controller (4), controller LK-G3001PV of displacement sensor (5), computer (6)
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The sample (1) is exposed to low mechanical impulses (in the center of the
specimen). Excited mechanical vibrations are registered by laser sensor (2) and
transferred to the oscilloscope (3). The signal is then processed using special
software and PicoScope, and the results are represented on the display of computer
(6).

Damping measurement requires a dynamic test. A record of the response dis-
placement of an underdamped system can be used in order to determine the
damping ratio.

The logarithmic decrement can be calculated by following formula

d ¼ 1
n
ln

x tð Þ
x tþ nTð Þ

� �
; ð5:26Þ

where n is any integer number of successive (positive) peaks. The values x(t) and x
(t + nT) are two successive peaks.

Damping ratio can be calculated by following formula

1 ¼ dffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4p2 þ d2

p : ð5:27Þ

5.3.3 Investigation of Mechanical Hot Imprint Process

In this section the experimental technology, which is used for the quality opti-
mization of complex microstructure replicas based on high frequency vibration in
the mechanical hot imprint process is presented.

Table 5.12 Specification of oscilloscope “PicoScope 3424”

Bandwidth 10 MHz

Channels 4

Vertical resolution 12 bits

Dynamic range 72 dB

Input ranges (full scale) ±20 mV to ±20 V in 10 ranges

Input characteristics 1 MX in parallel with 20 pF

Input type Single-ended, BNC connector

Timebase ranges 500–50 s/div in 25 ranges

Timebase accuracy 100 ppm

Frequency range DC to 10 MHz

Display modes Magnitude, peak hold, average

Window types Blackman, Gaussian, triangular, Hamming,
Hann, Blackman-Harris, flat-top, rectangular
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Hot imprint is operation with high accuracy in replicating micro-features. The
cost of the embossing tools is relatively low, due to this it is popular manufacturing
process. The hot imprint experiments were performed with polycarbonate at dif-
ferent temperatures, pressures and imprint times. The comparative analysis of
microstructure quality assessment (with and without the usage of high frequency
vibration) is presented.

As it was discussed in Sect. 5.3.1, in order to obtain replicas of best quality, it is
not enough to apply the available devices and optimization. High frequency
vibrations are one of the measures, which could be used in order to optimize
mechanical hot imprint process. The mechanical hot imprint process is a complex
technological operation, because the state of the material changes. Firstly, the mold
was preheated till proper temperature. Secondly, the microstructure was imprinted
into polymer. Polymer is plastic, so after demolding it remains deformed.

The research problem: after the hot imprint process in replicated microstructure
remains empty cavities not filled by polymer, which affects the overall quality of
replication. Due to this reason, to the experimental hot imprint process scheme a
piezo element which generates high-frequency vibrations was added. This results in
proportional distribution of the polymer in the microstructure and improves filling
ratio. In this way the quality of obtained replica is improved.

The experiment was performed in the laboratory of KTU MI using hot imprint
device (Fig. 5.47). The main parts of the hot imprint device are presented in
Fig. 5.53.

Flat embossing experiments are performed using a flat thermal pressure device
(Fig. 5.47). The original construction secures a controlled pressure, force, tem-
perature and the duration of exposure (P = 1–5 Atm, T = 140–200 °C, t = 1–15 s)
to a polymer (mr-I 8020). The surface contour of the nickel mold is transferred to
the thin polymer film, which is coated onto glass, during the process of replication.
The thickness of polymer is 400 nm.

Simple experiments show that the quality of a replica is quite low after the hot
imprint. Therefore posibility to improve the quality of replica using high frequency
excitation of the polymer surface during the process of thermal imprint was
investigated. The piezoelectric element PZT-4 was chosen as a source of high

Fig. 5.53 The schematic
diagram of the flat thermal
embossing device: 1—the
coin, 2—the master structure,
3—glass coated by the
polymer, 4—the base
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frequency vibrations. Dimensions of the element are as following 50 mm external
diameter ring; 20 mm internal diameter and 3 mm thickness. The piezoelectric
exciter was mounted under the platform, which holds the polymer in order to
eliminate possible shortcuts or cracks caused by the pressure. The schematic dia-
gram of the thermal imprint experimental setup with the piezoelectric element,
which is mounted under the plate holding the polycarbonate, is shown in Fig. 5.54.

An aluminum cylinder with the top surface and a mounting hole in the side wall
was chosen as a vibrating platform (Fig. 5.55a). The drawing of the vibrating
platform with the mounted piezoelectric element is shown in Fig. 5.55b; the scheme
of the electric circuit is presented in Fig. 5.56.

The material and geometrical parameters of the vibration platform were chosen
according to the conditions of application (Figs. 5.55, 5.56 and 5.57)—the platform
should sustain the pressure of 5 Atm and at the same time it should be flexible
enough to transmit vibrations to the specimen.

5.3.3.1 Modeling and Experimental Research of Vibroplatform

The operating parameters of the vibration platform, which was used in order to
improve the quality of replicas of complex microstructures during the mechanical
hot imprint process (Fig. 5.54), are analyzed in this chapter. This vibroplatform was

Fig. 5.54 The schematic
diagram of the thermal
imprint experimental setup
with high frequency
excitation: 1—the coin;
2—polycarbonate; 3—the
piezoelectric element; 4—the
base; 5—the vibrating
platform

Fig. 5.55 The 3D view of the vibration platform (a) and the vibration platform (1) with the
piezoelectric element (2) attached (b)
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used as an additional tool in mechanical hot imprint process as a generator of high
frequency vibrations in order to enhance the filling of microstructure’s gaps with
polymer. This analysis requires comparison between experimental and simulative
results. The created mathematical model of vibroplatform was implemented by
FEM using Comsol Multiphysics software. The vibroplatform’s numerical analysis
was performed with and without the action of mechanical load. The damping ratio,
which is necessary for vibroplatform’s numerical model, was obtained analytically.

In order to determine the damping coefficient of the vibroplatform, the bump
test, during which the transient oscillation graph was obtained, experimentally was
performed (Fig. 5.58).

Vibration amplitudes x t0ð Þ and x tnð Þ were measured during time intervals t0 and
tn. The logarithmic decrement d and damping ratio f were calculated using
Eqs. (5.26) and (5.27). The bump test for each vibroplatform was done five times.
The d and f were calculated by five different n: 1, 6, 10, 16, 21 in each graph. In
order to evaluate the resulting noise of the experiment, the average value of
damping ratio was calculated. The results are presented in Table 5.13.

Fig. 5.57 The drawing of the
vibration platform

Fig. 5.56 The schematic
diagram of electric circuit of
the piezoelectric element
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In this chapter modeling of vibroplatform, which was used in hot imprint process
as frequency generator, is presented.

An aluminum cylinder with the top surface and a mounting hole in the side wall
was chosen as a vibrating platform. The drawing of the vibrating platform with the
mounted piezoelectric element is shown in Fig. 5.59.

The applicability of the vibration platform in the process of hot embossing was
analyzed numerically using finite element method. The dynamics of the platform
(Fig. 5.59) was calculated using program COMSOL Multiphysics 3.5a.

There were analyzed vibroplatforms of three different thicknesses hAl (1, 2, and
3 mm), while thickness of piezo ceramic hPZT is 3 mm and total height of the
vibroplatform h is 10 mm. Vibroplatform’s bottom surface is fixed. Considering to
the experimental results potential difference Q between the upper and lower piezo
ceramic’s surfaces varies from 5 to 150 V. The quarter-section of the computational
scheme of vibroplatform is presented in Fig. 5.60.

The platform’s material is aluminum and the disk is modeled as a piezo ceramic
material PZT-4. The PZT-4 material’s and aluminum’s parameters were taken from
Comsol Multiphysics material library. The tetrahedral quadratic was chosen as a
mesh element. Fine mesh guarantees the convergence of the solution. The tetra-
hedral element (Fig. 5.61) is defined by ten nodes having three degrees of freedom
at each node: displacement in the nodal x, y and z directions.

Fig. 5.58 The transient oscillation of vibroplatform (2 mm thickness)

Table 5.13 Damping ratios of three types vibroplatforms

Thickness of vibroplatform
(mm)

Average of logarithmic
decrement

Average of damping
ratio

1 0.4 0.06

2 0.3 0.05

3 0.13 0.02
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The material parameters for the piezoelectric material were specified: by
selecting the stress-charge form based on the constitutive equation and entering the
material data: the elasticity-matrix elements in the cE matrix, the piezoelectric
coupling-matrix elements in the e matrix, and the relative permittivities in the erS
matrix.

The material properties in this model were set considering that the polarization is
in the z direction, which is a common orientation, according to the literature.

Fig. 5.59 The 3D view of the vibration platform (1) with the piezoelectric element (2)

Fig. 5.60 Computational scheme of vibroplatform

Fig. 5.61 Tetrahedral finite
element [111]
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Elasticity Matrix
Defines the stress-strain relation matrix cE

r ¼ cEe ð5:28Þ

where r is stress, and e-strain.

cE ¼

1:38999e11 7:78366e10 7:42836e10 0 0 0
7:78366e10 1:38999e10 7:42836e10 0 0 0
7:42836e10 7:42836e10 1:15412e10 0 0 0

0 0 0 2:5641e10 0 0
0 0 0 0 2:5641e10 0
0 0 0 0 0 3:0581e10

2
6666664

3
7777775

Coupling Matrix
Defines the piezo coupling matrix e, used in the stress-charge form of the consti-
tutive equation

r ¼ cEe� eTE; ð5:29Þ

where r is stress, e-strain, and E is the electric field.

e ¼
0 0 0 0 12:7179 0
0 0 0 12:7179 0 0

�5:20279 �5:20279 15:0804 0 0 0

2
4

3
5

Relative Permittivity
The relative permittivity erS appears in the constitutive relation on stress-charge and
strain-charge forms, respectively

D ¼ eeþ e0erSE; ð5:30Þ

erS ¼
762:5 0 0
0 762:5 0
0 0 663:2

2
4

3
5:

Piezoelectric FEM equations can be written in terms of nodal displacement {U}
and nodal electrical potential {/} for each node. Mechanical efforts are equal 0, and
nodal electric loads are expressed as {Q},

Muu½ � 0
0 0

	 
 €U
� �
€/

n o
( )

þ Cuu½ � 0
0 0

	 
 _U
� �
_/

n o
( )

þ Kuu½ � Ku/

 �

Ku/

 �T

K//


 �
" #

Uf g
/f g

� �

¼ 0f g
Qf g

� �
;

ð5:31Þ
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Kuu½ � ¼
ZZZ

Xe
Bu½ �T c½ � Bu½ �dV ; ð5:32Þ

Ku/

 � ¼

ZZZ
Xe

Bu½ �T e½ � Bu½ �dV ; ð5:33Þ

K//

 � ¼

ZZZ
Xe

B/

 �T

e½ � B/

 �

dV ; ð5:34Þ

Muu½ � ¼ q
ZZZ

Xe
Nu½ �T Nu½ �dV ; ð5:35Þ

Cuu½ � ¼ b Kuu½ �; ð5:36Þ

where Kuu½ �—mechanical stiffness matrix, Ku/

 �

—piezoelectric coupling matrix,
K//

 �

—dielectric stiffness matrix, Muu½ �—mass matrix, q—piezoelectric density,
Nu½ �—matrix of elemental shape functions, Cuu½ �—mechanical damping matrix,
Bu½ �; B/


 �
—derivatives of FEM shape functions, c½ �—elastic coefficients, e½ �—

piezoelectric coefficients, e½ �—dielectric coefficients, b—damping coefficient,
which was taken from experimental date (Table 5.13).

In the simulation piezoceramic was excited with sinusoidal (harmonic) electrical
signal. The harmonic analysis allows observe the piezoelectric structure under the
influence of harmonic forces, displacements, electrical charges or electrical
potentials. The electrical potential was expressed by the following formula:

Q ¼ A sin xð Þ; ð5:37Þ

where x is the exciting frequency.
The understanding of the resonance characteristics of vibroplatform can be

investigated by visualizing the displacement, generated in the structure at resonant
frequencies, which provide the resulting modal shapes. It is need to solve eigen-
value problem:

KUU � -CUU � -2MUU KU/

K/U K//

	 

Uf g
/f g

� �
¼ 0f g

Qf g
� �

: ð5:38Þ

In order to determine the frequency of vibrations when the pressure is applied on
the vibroplatform during the hot imprint process, the model was modified
(Fig. 5.62).

A 20 mm � 20 mm sample of polycarbonate and the pressure tool are projected
in the middle of the vibroplatform (Fig. 5.63). The pressure device is modeled as
non-deformable very stiff isotropic body from structural steel. Material properties of
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sample of polycarbonate and pressure tool were taken from Comsol Multiphysics
library (Table 5.14). The thicknesses of steel hstð Þ and polycarbonate hPCð Þ are
3 mm. The pressure is defined as displacement (U) of upper steel’s plane by z axis.

The full analysis consists from two steps: static analysis and eigenvalue analysis.
The first step was static analysis, whose task is to find a displacement U ¼ U0f g for
different pressure Ff g ¼ L; L ¼ 1; 5Atm

� �
as fixed load in the eigenvalue analysis.

½KUU �fUg ¼ Ff g: ð5:39Þ

Fig. 5.62 Modified vibroplatform with sample (1) and pressure tool (2)

Fig. 5.63 Computational scheme of vibroplatform with load

Table 5.14 Materials
properties

Material properties Polycarbonate Structural steel

Young modulus (Pa) 2� 109 200� 109

Poisson’s ratio 0.37 0.33

Density (kg/m3) 1200 7850
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The second step was eigenvalue analysis:

KUU � -CUU � -2MUU KU/

K/U K//

	 

Uf g
/f g

� �
¼ F U0ð Þf g

Qf g
� �

: ð5:40Þ

Experimental Research of Vibroplatform
In the experimental research vibroplatforms, consisting from vibroplatform and
piezoceramic (Fig. 5.64), of 2 mm thickness were used.

In most cases exciting frequencies of vibroplatforms are quite high, and
amplitudes corresponding to them are measured in micrometers. Therefore the
digital holographic interferometry system PRISM was effectively applied for the
visual representation of dynamical processes, taking place in the waveguide of the
vibroplatform.

PRISM system combines all the necessary equipment for deformation and
vibration measurement of most materials in a small lightweight system. This system
is described in Sect. 5.3.2. The results of PRISM system are images with vibration
shapes at different frequencies. The vibration amplitudes were calculated
analytically.

Comparison of Simulated and Experimental Results
From the comparison of the results between the experimental research and
numerical simulation of three different vibroplatforms working in different regimes.
It is clear, that simulation results correspond to experimental results of the vibro-
platform of 1 mm thickness. The biggest difference was observed for the third mode
of vibroplatform of 2 mm thickness. The difference of frequency is about 28%
(Fig. 5.65).

Experimental research and simulation of the vibroplatform of 3 mm thickness
was failed. It was impossible to identify more than the second mode. This can be
explained by the lack of technical parameters of the experiment: a higher voltage
was needed.

Fig. 5.64 Vibroplatforms
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Summarizing, the average difference of excitation of frequencies of vibroplat-
form is about 10% (Table 5.15).

Another criterion of comparison is the amplitude of vibrations of the vibro-
platform. On the basis of Eqs. (2.4)–(2.5) vibration amplitudes of the experimental
data (Table 5.16) were calculated.

Amplitudes of simulated and analytically calculated results of vibroplatform
were compared. The results are shown in Table 5.17. The average difference
between vibroplatforms vibration amplitudes is about 10%.

Due to the numerical-experimental results of the vibroplatform it could be stated,
that mathematical model of vibroplatform could be used for further analysis.

The next step of the investigation is to find operating frequencies of the
vibroplatform, when it is under load to 5 Atm. For the development of vibroplat-
form, which could be applied in the mechanical hot imprint process, it is useful to

5.2 kHz 5 V 5.8 kHz and 10V

8.8 kHz and 40 V 9.8 kHz and 200V 

15 kHz and 40 V 19.3 kHz and 300V

Fig. 5.65 Vibration modes of vibroplatform (2 mm thickness)
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know vibration frequencies for corresponding modes under pressure of vibroplat-
form’s surface. All these modes allow to achieve various optical properties of
microstructure. The initial mathematical model of vibroplatform was modified. The
pressure as constrain displacement was added to the center of the platform. Pressure
parameters are applied to area of the sample (20 mm � 20 mm).

The vibration modes of vibroplatform of 2 mm thickness under the pressure of 5
Atm are presented in Fig. 5.66.

Frequencies of vibroplatforms under the pressure of 5 Atm (Table 5.18).
Table 5.18 shows that in order to get the same vibration mode, as it would be

without pressure, the frequency should be increased about 20%.

5.3.3.2 Quality Investigation of Replicas

The mechanical hot imprint experiments where performed with periodical nickel
microstructure, whose period is 4 lm. 3D view, obtained with atomic force
microscope (AFM) of the original periodical microstructure is presented in
Fig. 5.68a. Experiments were done at two different conditions with and without

Table 5.17 Difference of vibration amplitudes of vibroplatform between experimental and
simulated date

Thickness of vibroplatform Average (%)

1 mm (%) 2 mm (%) 3 mm (%)

First form 19.5 0 7.0 10

Second form 3.9 2.1 19.6

Third form 6.4 27.5

Table 5.16 Vibration amplitude (nm) of experimental data

Thickness of vibroplatform

1 mm 2 mm 3 mm

First form 632 234 499

Second form 898 765 765

Third form 499 233

Table 5.15 Difference of vibration frequency between experimental and simulated results

Thickness of vibroplatform Average (%)

1 mm (%) 2 mm (%) 3 mm (%)

First form 0 11.5 5.2 10

Second form 8.2 11.4 1.9

Third form 13.7 28.7
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vibration excitation (frequency 8.5 kHz, amplitude 145.6 V) at temperature of
160 °C, and pressure of 5 bar. After many experiments carried outby changing the
temperature, time and frequency of vibroplatform, it was found that these process
parameters have the most significant influence.

Photos, made by using optical microscope, with different scales are presented in
Fig. 5.67. It is obvious that the quality of replica is better when the vibration
excitation is turned on.

AFM measurements (Fig. 5.68) of the original periodical microstructure and
replicas confirm the results, which were obtained by using optical microscope.

Fig. 5.66 Modes of 2 mm
vibroplatform at 5 Atm
pressure

Table 5.18 Simulated
frequency of vibroplatforms
with pressure 5 Atm

Thickness of the vibroplatform

1 mm (kHz) 2 mm (kHz) 3 mm (kHz)

First form 4.5 7 9

Second form 8.9 11.7 20.4

Third form 12.7 19.9
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Fig. 5.67 Photos of replicas (T = 160 °C, P = 5 Atm) without excitation and with vibration
excitation (frequency 8.5 kHz, amplitude 145.6 V)

Fig. 5.68 3D view of the original periodical microstructure (a) and its replicas done without
excitation (b) and with vibration excitation (c)
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Replicas done with vibration excitation look like the original structure (Fig. 5.68).
The average depth of the original stamp is 567.65 nm, the average depth of the
replica, obtained without excitation is 545.36 nm, and the average depth of the

Fig. 5.69 The profile view of the original periodical microstructure (a) and its replicas done
without excitation (b) and with vibration excitation (c)
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replica produced with vibration excitation is 556.69 nm. High frequency vibrations
help to fill gaps of the original structure with polymer. The filling of gaps increases
from 62.5 to 75% (Fig. 5.69). The surface roughness is another important param-
eter, which strongly influences optical, electrical and mechanical properties of the
replicated structure. Vibration excitation definitely helps to improve the quality of
the surface of replicas. Roughness measurements of the surface of the original
stamp and replicas are shown in Fig. 5.70. The surface roughness of nickel stamp is
approximately 8 lm, whereas replicas’ surface roughness is much higher: 55 lm is
the roughness of the replica, which was produced without vibration excitation and
23 lm is the roughness of the replica produced with vibration excitation
(Fig. 5.71). The roughness of replicas is still much larger compared to the original
stamp, but the vibration excitation helps to decrease it about 50%.

The quality of replicas was tested using an indirect optical method—this method
is based on the measurement of the diffraction efficiency. Replicated periodical
structures are manufactured from optical materials, so optical methods can be used
for the evaluation of the quality of replicas. Diffraction efficiency of i-th maximum
was measured using a photodiode and calculated as the ratio of the energy of its
maximum and total energy reflected from the analyzed microstructure. This method
of the diffraction efficiency calculation allows eliminate properties of the material of
the microstructure and helps analyze and compare its geometrical properties.

Measurements show, that high frequency vibration excitation increases the
diffraction efficiency of the first order maximum 1.5 times (from 11.25% measured
for the microstructure replicated without excitation up to 17.89% for the
microstructure replicated with vibration excitation) (Fig. 5.72). It can be noted that
this is still by 40% worse than the theoretical result (32%), but it shows a promising
direction for the future research.

Fig. 5.70 2D view and roughness measurement of the original periodical microstructure (a) and
its replicas produced without excitation (b) and with vibration excitation (c)
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Fig. 5.71 Ridge roughness of the original periodical microstructure (a) and its replicas done
without excitation (b) and with vibration excitation (c)
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