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Preface

The point where wireless communication and ubiquitous connectivity became an
essential part of our lives is already past. Generation after generation communi-
cation speed is being taken to unprecedented levels, requiring both state-of-the-art
hardware and software to handle a huge volume of data, delivered to an increasing
number of users in an overcrowded spectrum. To our delight, the challenges are
always plentiful.

With respect to the radio front-end, providing an extremely low noise emission
with an improved signal integrity is a key requirement to support high-order
modulation schemes (e.g., 64 QAM) in situations where anyone’s transmitter can be
interfering with a neighbor user or its own receiver in frequency-division full duplex
mode. Increasing power and/or area consumption is not an option in this case. On
the contrary, for an improved user experience the battery should last longer, and the
price per component should always go down, so that more and more features can
be added to a mobile/handheld device. Thus, making a better performing CMOS
radio front-end that consumes even less power and area is a hot research topic these
days, especially regarding the transmitter and PA designs, considered by many the
“battery killers” on most mobile devices.

A quick analysis of literature shows that with regard to CMOS transmitter
implementations, the state of the art is clearly divided into analog- and digital-
intensive architectures. In terms of out-of-band noise, analog-intensive architectures
are undoubtedly the best performing implementations. However, their improved
noise performance is typically achieved through extensive low-pass filtering along
the entire signal path, which has a significant impact on area consumption.
Digital-intensive implementations, on the other hand, are by far the most portable,
area-efficient, and scaling-friendly ones. However, the lack of filtering (for both
noise and aliases) makes it very challenging to meet the stringent out-of-band noise
requirements in SAW-less operation.

In this book, a novel digital-intensive transmitter architecture that can relax this
trade-off is described. Through the combination of charge-domain operation with
incremental signaling, this architecture gives the best of both worlds, providing the
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reduced area and high portability of digital-intensive architectures with an improved
out-of-band noise performance given by intrinsic noise filtering capabilities.

Two implementations of the incremental charge-based TX are demonstrated, dif-
fering on how the charge-based DAC (QDAC) is implemented and the RF load being
driven: In the first realization, the RF load is the input capacitance of a PPA stage,
and the QDAC is implemented with a controllable capacitance that is alternately
pre-charged and connected to a charge reservoir. In the second implementation,
the ability of delivering more power using the charge-based architecture has been
investigated with a direct-launch architecture, where the 50 €2 load representing the
PA input is directly driven with charge. The QDAC is implemented with a 12-bit
conductance array, which proves to be the most area-efficient implementation in
this case.

Prototyped using a 28nm 0.9V CMOS technology, both charge-based TX
realizations provide remarkable results in terms of noise performance, thanks
to their intrinsic noise filtering capability, improved sampling alias attenuation,
and reduced quantization noise. With an out-of-band noise spectral density of
—159dBc/Hz and a core area of 0.22 mm?, the second implementation achieves—
to the author’s knowledge—the best out-of-band noise performance versus area
consumption when compared to other similar works. ACLR and EVM performance
are also among the best. As a result, this work paves the way for compact CMOS
SAW-less transmitter implementations enabling advanced wireless communication
systems, including 3G, 4G, and beyond.

Leuven, Belgium Pedro Emiliano Paro Filho
Jan Craninckx

Piet Wambacq

Mark Ingels
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Chapter 1
Introduction

1.1 The Fear of Disconnection

Communication is a central aspect in our lives, and it has always been. From the
most simple nod to acknowledge a passing by colleague to a transatlantic file
transfer between servers, we are always communicating, either verbally or non-
verbally. However, during the last few decades society has observed an enormous
shift on the way we communicate, work and socialize. Even the way we experience
the world is being changed with an increasing adoption of “virtual” reality [Per16],
to a point where the “digital” aspect in one’s life became so crucial that the fear
of being disconnected has gained its own denomination called “Nomophobia”
[Kin13]. Despite the great deal of traffic created by less important content shared
across social networks and other entertainment services, technology has been a
great enabler to connect more and more people across the globe, and to distribute
information in a more democratic way. Pretty similar to the Moore’s law [Moo65],
the famous human “Knowledge-doubling curve” theorized by Buckminster Fuller
[Ful81] would simply not be possible if it was not for the facilitated means for
people to communicate and exchange knowledge and ideas.

This communication network that is so widely spread among us relies on a huge
infrastructure that has been deployed over the last century in order to enable fast and
reliable exchange of data. Most of its communication links are “wired”, but a great
part of it is done over the air with no physical connection between the transmitting
and receiving parts. From the early studies carried by Guglielmo Marconi, Reginald
Fessenden and Lee de Forest,! wireless communication systems have evolved fast
and tremendously. Satellite, backhaul and radio broadcasting are just few of the

'For an interesting read, the first chapter of [Lee03] offers a nice overview of the early days of
wireless communications systems.

© Springer International Publishing Switzerland 2017 1
P.E. Paro Filho et al., Charge-based CMOS Digital RF Transmitters, Analog Circuits
and Signal Processing, DOI 10.1007/978-3-319-45787-1_1
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so many services occupying the frequency spectrum these days, and the push for
ubiquitous connectivity has been so strong that even high speed Internet is now
brought down to mobile handheld devices.

In fact, first designed to provide voice communication only, these mobile
devices—now called “smartphones”—are so powerful today that it packs more
computing power than a full featured server CPU sold less than 10 years ago. The
number of wireless standards integrated has also increased significantly in order to
support a wide range of connectivity and positioning applications, including GPS,
WiFi, Bluetooth, NFC and etc. To our delight, having so many features in a battery-
powered device with the additional constraints of cost, performance and size is a
tough challenge in itself, fueled in this case not only by an increasingly connected
population, but also a multi-billion industry that relies on continuous market growth
to keep its gears turning.

1.2 Advanced Wireless Communication Systems

As indicated by Shannon’s Law [Sha48], for a fixed Signal-to-Noise ratio (SNR)
the channel capacity can only be increased by also increasing the transmit signal
bandwidth. Since the early days of telecommunications, this has been a common
ground to both wired and wireless systems as a way to increase communication
speed. If we look at the cellular communication system as an example, the story has
been pretty much the same.

Starting back in 1983, the first cellular communication systems (1G) were
deployed around the world at a time where voice was the only user information
being conveyed. AMPS, NTT, NMT were all analog-modulation-based wireless
systems using mostly frequency modulation (FM) and duplexing (FDMA) to
accommodate a very limited number of users [ChaOl]. Almost unconceivable for
today’s standards, the channel bandwidth was only 30 kHz (AMPS), and a shocking
15 W user terminal transmit power was required to enable a cell radius of up to
40 km (NMT450) [Har06].

In the second generation, the era of digital cellular communication was inaugu-
rated. Global System for Mobile communication (GSM) is still nowadays by far the
most widely spread 2G technology, which applies time multiplexing (TDMA) to
increase the user capacity and Gaussian Minimum Shift Keying (GMSK) as digital
modulation. With a channel bandwidth of 200 kHz, a maximum 9.6 kbps data-rate
can be achieved in its first version. Within the second generation still, what followed
was a continuous upgrade of the GSM standard aiming at higher data rates while
keeping the same channel bandwidth, first by increasing the number of time slots (in
the GPRS), and later by improving the spectral efficiency with 8-PSK modulation
(EDGE). Named 2.5G, the EDGE standard could provide a maximum data rate of
384 kbps.

Even though text messaging was already possible in 2G, it was only with the third
generation (3G) that cellular communication changed from a pure telephony system
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Table 1.1 Modern wireless communication systems

Modern wireless communication systems

Standard GPRS |EDGE |HSDPA |WLAN |LTE
GMSK |8-PSK | QAM 64QAM | 64QAM
Modulation OFDM | OFDM
Data rate® [Mbps] 0.158 0.384 |2 54 100
Channel [MHz] 0.2 0.2 5 20 20
bandwidth
Spectral® [bps/Hz] | 0.2 0.6 1.2 3.2 5
efficiency

4Exact values may differ across literature
*Defined for BW60—occupied bandwidth 60 dB below peak [McC10]

to a packet-based network that could provide fast Internet access to mobile devices.
Called Universal Mobile Telecommunication System (UMTS), the third generation
applied wideband CDMA (WCDMA) as air interface, providing a maximum data
rate of 2Mbps with a bandwidth occupation of 3.84 MHz and channel spacing
of 5MHz. Also updated over time, in the latest 3G version—called High-Speed
Downlink Packet Access (HSDPA), peak data rates of more than 10 Mbps can be
achieved in theory.

The fourth generation (4G) moves into an all IP packet-based network, aiming
to provide peak data rates up to 1 Gbps and 100 Mbps for high and low mobility
access, respectively. The spectral efficiency is increased by using orthogonal
frequency-division multiplexing (OFDM) and supporting multiple-input multiple-
output (MIMO) access [GL10]. The channel bandwidth is increased to 20 MHz, but
it can be further extended through carrier aggregation (CA). The idea is to overcome
spectrum scarcity by combining multiple slots of 20 MHz inside the same or even
across different bands, representing a significant design challenge these days.

Table 1.1 summarizes the key aspects of each standard, clearly showing the
continuous increase in bandwidth and spectral efficiency. Wireless LAN is also
included for comparison.

What will come after 4G is still pretty much undefined. However, it is widely
agreed that the fifth generation (5G) should provide a 1000-fold increase in system
capacity, as well as a tenfold improvement in spectral efficiency, energy efficiency
and data rate (meaning incredible 10 Gbps and 1 Gbps for low/high mobility)
[And14]. The aim is to achieve seamless and ubiquitous communication between
anybody and anything (people to people, people to machine and machine to
machine).

Due to spectrum scarcity, many applications will be pushed to higher frequency
bands, where large and contiguous portions of the frequency spectrum are still
available. Enabled by highly-scaled CMOS technology, an increasing amount of
transceivers operating at the unlicensed 60 GHz as well as the E-band have been
developed. For instance, two CMOS 60 GHz beamforming transceivers fulfilling
the IEEE802.11ad requirements were successfully demonstrated in [Vid13] and
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[Man16]. Channel bonding is also possible, as shown in [Okal4], allowing a
data rate of 10.56 Gbps with 64QAM. Though evolving fast, at these frequencies
however the challenges remain to provide the minimum required performance per
block using CMOS technology (e.g. Phase Noise for 64-QAM), and implementing
spatial power combining to overcome the increased atmosphere absorption.

1.3 Flexible Multi-Standard Operation

As for the lower side of the spectrum, circuit implementation is way more relaxed so
the attention can be shifted to improving (mostly noise and linearity) performance
and power efficiency. The continuous improvement of the radio frontend not only
enabled small (battery-powered) handheld devices to keep up with the increasing
complexity of wireless communication systems, but also becomes a necessity if
looked from the system perspective, given the spectrum scarcity and the environ-
mental impact caused by power-hungry base stations [Auell].

From the user point-of-view, a lot of attention has been given to the design of
transceiver architectures that could be used with multiple standards. Many devices
such as smartphones and tablets provide connectivity to a large set of wireless
standards (GSM, UMTS (3G), LTE (4G), Bluetooth, WLAN, GPS, etc.) and so far
the typical implementation involves the simple hardware multiplication, impacting
both size and cost, and providing no flexibility. To address this problem the concept
of Software-Defined Radio (SDR) was created [Mit95], aiming at a highly flexible
platform that could transform itself in order to satisfy the requirements of any
communication protocol.

In this type of architecture, the multiple standard-specific hardware would be
exchanged for a single radio frontend, whose performance would be reconfigured
(by software) to support the reception/transmission of multiple standards, one
at a time. High-end applications providing more speed or connectivity can also
be foreseen, by just integrating more instantiations of the same frontend, all of
them controlled with a single baseband engine [Glo03, Der09]. However, different
standards impose completely different specifications on a device. For instance, GSM
require large transmit power capability and stringent phase noise performance while
bandwidth and data rate are very much relaxed. WLAN, on the hand, have lower
transmit power requirements (since the modems are typically located within tens of
meters), but bandwidth and data rates are increased in order to provide fast commu-
nication access. Therefore, a completely software-defined radio architecture would
necessarily require a single TX and RX implementation that is capable of attending
the most stringent requirements of each and every supported standard. Over
the years, several transmitter [Par09, Yin13] and receiver [Bag06, Gia09, Bor13]
implementations targeting SDR application have been demonstrated, including
solutions working at both low and high cellular bands [Abi07, Cra07, Ing10].
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For full flexibility however, and also compatibility with LTE carrier aggrega-
tion (CA), it is also desirable that the given radio frontend can operate across
different bands. On the transmit side, it translates into even more strict TX noise
specifications since typical bandpass (surface acoustic wave—SAW) filters typically
applied to reduce the TX noise emission does not provide the required flexibility and
hence cannot be used. Therefore, the design of single (and thus high performance)
SAW-less transceiver architecture that can leverage power efficiency while being
compliant with multiple standards still remains a hot research topic.

Technology is also an important aspect. In the early days, CMOS technology
was not appropriate for radio frequency implementations, mostly due to a small
breakdown voltage and reduced unity-gain current frequency (fr). However, with
the fast development of the semiconductor technology, not only the switching
speed of CMOS has increased significantly, but the cost benefits provided with
CMOS mass production has made it the perfect platform for high-end user products,
including RF circuits. Moreover, for a cost effective solution it is also desired that
the radio frontend can be integrated monolithically with the typically dominant
digital processor, as in a System-on-Chip (SoC).

1.3.1 TX Frontend Key Requirements

Throughout the evolution of wireless communication systems, a clear migration has
been observed from simple analog amplitude and frequency modulation to more
complex and spectral efficient modulation schemes. First, analog modulation was
exchanged by simple digital phase modulation (e.g. GMSK, OQPSK). Second, as
from the third generation amplitude modulation was also introduced in order to
increase the number of bits per symbol and thus improve the spectral efficiency.
However, since the signal envelope is not constant anymore, non-linear distortion
becomes a very important aspect.

Every communication standard has a limit on how much signal distortion can be
withstood without affecting its performance. Typically, the linearity requirements
are defined based on two aspects: out-of-band (OOB) emission and in-band signal
integrity.

Ideally, transmitters should not generate or emit power outside its allocated
frequency band. However, non-idealities of the several blocks comprising the signal
path contribute to create different intermodulation products that end up outside the
transmit band. These spurious emissions are seen as interference to the adjacent
channels, and degrade their link quality. Thus, one way of assessing the TX linearity
is by concurrently measuring the amount of power transmitted both in-band and
at the adjacent channels (Fig. 1.1). The ratio between these two quantities defines
the ACLR [Raz12]. Second, every communication standard defines a spectral mask
(Fig. 1.1) that must be satisfied by the transmit signal, as another way to guarantee
that interference is sufficiently small. In most cases, an increased out-of-band power
emission or violated spectral mask is produced by excessive third and fifth-order
distortion.
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Fig. 1.1 Example LTE signal (left) showing spectral mask, adjacent channel and RX band (FDD),
typically separated from the carrier (fc) by tens of megahertz (OFFSET). Captured modulated
signal (right) with a EVM of 1.6 %

In-band signal integrity is another important performance parameter affected by
distortion. In modern wireless systems where digital modulation is applied, the input
data is translated into a limited set of symbols scattered around a constellation
diagram. Each one of these constellation points correspond to a particular vector,
whose distortion hampers the subsequent signal decoding and leads to an increased
bit error rate (BER). The Error Vector Magnitude (EVM) is a common figure of
merit used in this case to assess the amount of degradation caused by in-band signal
distortion, among other contributors. Figure 1.1 shows a measured vector diagram
with an EVM of 1.6 %. When the constellation density is larger (as in high-order
modulation schemes), the minimum EVM required to achieve a sufficiently low
BER is reduced, and hence more challenging.

Besides linearity, the introduction of non-constant envelope, high-order mod-
ulation schemes also impact the system power efficiency. It is known that large
bandwidth modulated signals using high-order QAM modulation exhibit large
envelope variations (Fig.1.2), which translates into also large peak-to-average
power ratios (PAPR) [McC10]. Simple modulation schemes generating constant
envelope output signals (PAPR equal to 0dB) allows the power efficiency to be
increased since most blocks composing the signal path can be operated close
to (or even above) saturation, maximizing power efficiency. Unfortunately, this
is not possible with advanced wireless standards. To avoid compression of the
signal peaks, the large PAPR commonly seen in high-order modulation schemes
(Table 1.2) forces the transmitter to operate from 5 to 10 dB below saturation power
(backoff), where the power efficiency is significantly reduced. A clear trade-off is
observed in this case, reason why increasing efficiency without degrading the TX
linearity is not straightforward. Among power amplifiers, Envelope Tracking (EP)
[Onil3], Envelope Elimination and Restoration (EER) [Yoo12, Ois14] and Doherty
topologies [Kay15] seem to be preferred methods to relax this trade-off in current
literature.
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When designing multi-standard transmitters for wireless communication sys-
tems, noise is obviously another important concern. Besides the aforementioned
harmonic distortion, actual transmitters also emit out-of-band noise. In the case of
GSM, the out-of-band (OOB) noise at the receive band should always remain below
—129dBm/Hz [Raz12], so that a transmitting mobile station does not interfere with
a receiving one in close proximity. Considering the peak output power specification
of 33dBm, this requirement translates into a relative spectral noise density of
—162 dBc/Hz, which is one of the most difficult specifications to be met in a GSM-
compliant transmitter design.

Besides the interference between different users, the out-of-band noise can also
be a problem within the same transceiver when frequency-division duplex (FDD)
is used, in which case both TX and RX are active at the same time. As shown
in Fig. 1.3, in this type of architecture transmitter and receiver are both connected
to the antenna through a duplexer. Since the isolation between TX and RX is not
infinite, a fraction of the transmit noise reaches the RX input, which is typically
filtered with an interstage SAW filter between the modulator output and the PA.
However, if SAW-less operation is targeted, very tough requirements are put on the
intrinsic out-of-band noise performance of the transmitter. As shown in [Okall],
given a maximum acceptable noise power density of —178 dBm/Hz at the RX
input, a duplexer isolation of 50 dB leads to a maximum PA output noise power of
—128 dBm/Hz. With a PA gain of 27 dB and a duplexer insertion loss of —3 dB, to
support an RMS output power of 24 dBm at the antenna the required carrier-to-noise
ratio (CNR) at the PA driver output should remain below —155 dBc/Hz. As noted,
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Fig. 1.3 Out-of-band noise calculations. Example extracted from [Okall]

the actual CNR specification necessarily depends on the particular components
being used, often leading to even more stringent out-of-band noise requirements.

In summary, with respect to the transmitter front-end, providing an extremely low
noise emission with an improved TX linearity are key requirements to supporting
advanced wireless communication standards without the aid of a SAW filter.
Unfortunately, increasing power and/or area consumption is not an option in this
case. On the contrary, for an improved user experience the battery should last longer,
and the price per component should always go down, so that more and more features
can be added to this mobile handheld device.

1.4 High Performance TX Architectures

Until very recently, roughly all transmitter implementations for wireless com-
munications were analog intensive, typically based on a quadrature architecture,
as shown in Fig. 1.4. The In-phase (I) and Quadrature (Q) components are the
simple Cartesian representation of the transmit signal, which are first converted
to analog domain using a digital-to-analog converter (DAC) with a typical zero-
order hold (ZOH) signal reconstruction. Quantization noise and sampling aliases
are then filtered with a low-pass reconstruction filter, before the baseband signal
is upconverted into RF frequencies using a quadrature mixer. In typical cases, the
upconverted RF signal is first amplified with a pre-power amplifier (PPA) before
being fed to the PA, which is responsible for delivering the required output power
to the antenna as defined by the wireless standard.

Historically, this architecture has always been preferred for integrated CMOS
transmitters since it successfully delivered the required performance. However, it
also comprises power-hungry and bulky components that, together with the poor
analog characteristics of nanoscale CMOS technology nodes, served as a good
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motivation for the introduction of more power and area efficient, as well as more
digital and scaling-friendly architectures.

A widely accepted alternative to achieve better power efficiency is to use
polar modulation, as seen in [Sta04, Sta05, Meh10, Lial3, Youl1]. In this type of
architecture (Fig. 1.5), rather than using a quadrature I/Q representation, the transmit
signal is decomposed into amplitude (A) and phase (¢) components [Eq. (1.1)],
which can be processed and amplified separately and then recombined at the output
[Gro07].

A() = I + Q1) (1.1)
¢ (1) = tan™'(Q(1)/1(1)) ‘

The combining operation is commonly performed by using the amplitude signal
to modulate the output stage supply voltage, or controlling the number of ON current
cells as in a digital PA (DPA) [Sta05, Meh10, Lial3]. The phase modulation, in turn,
is typically done with a phase-locked loop (PLL). The main advantage of using polar
modulation regards the great improvement in power efficiency that can be achieved.
First, the constant-envelope phase information allows the entire phase path to be
operated in saturation. Second, by modulating the supply voltage of the output stage,
the architecture can provide improved power efficiency even at large backoff from
saturation.

However, polar modulators also have important disadvantages when compared to
the quadrature counterparts. First, from the non-linear derivation given by Eq. (1.1),
the bandwidth of both amplitude and phase signals are largely expanded, requiring a
similar increase in the corresponding circuitry’s bandwidth and sampling frequency
(4-6 times, according to [Yel3a]). Even though modern CMOS technologies
can easily accommodate large switching speeds, this aspect can be problematic
when the signal bandwidth is increased. Second, the architecture is inherently
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Fig. 1.5 Simplified polar architecture. The Cartesian to polar conversion is typically implemented
using a coordinate rotation for digital computer (CORDIC) algorithm [Meh(09]
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Fig. 1.6 Simplified Outphasing block diagram. Both V1 and V2 are constant-envelope signals that
can be amplified using very non-linear PAs

asymmetric, and both amplitude and phase signals can have different propagation
times. Either caused by delay mismatch or limited bandwidth, imperfections of the
polar architecture can easily create unwanted expansion of the output spectrum,
called spectrum regrowth. With some exceptions [Kav08, Choll, Yel3b], these
aspects are the main reasons preventing a wider application of polar transmitters
in advanced wireless communication systems.

Another way to avoid the power efficiency degradation created by envelope vari-
ations is to decompose the transmit signal into two constant-envelope waveforms.
Called outphasing [Chi35], in this type of modulation the wanted signal is expressed
as the sum of two phase-modulated components (V1 and V2), outphased by 6, as
shown in Fig. 1.6.
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Similar to the polar implementation, the outphasing architecture can operate
with completely nonlinear amplifiers, with the benefit that no supply modulation
is required, and both signal paths are identical—and thus better matched. Besides
the also increased bandwidth of both V1 and V2, one of the most relevant issues
regarding the outphasing architecture is the fact the power combiner should combine
the power of two amplifiers with different output signals. The output impedance
variation at both amplifier outputs creates a time-varying voltage division and hence
unwanted cross-dependence between both amplifiers, typically implying distortion
[Raz12].

From the aforementioned analysis, it is concluded that both polar and outphasing
architectures can be very well suited as alternatives to increase the power efficiency
of both transmitter and PA at large backoff conditions. However, it is also true
that achieving outstanding linearity using these architectures is quite challenging.
For this reason, the work presented in this book utilizes a quadrature direct-
conversion TX architecture, looking into ways of improving its noise performance
and power efficiency, while providing the required linearity.

1.5 Quadrature Direct-Conversion Transmitters

The literature analysis shows that with regard to quadrature transmitter imple-
mentations, the state-of-the-art is clearly divided into analog and digital-intensive
architectures. During the last decade, a clear trend was observed where an increasing
number of digital-intensive transmitters have been developed, as a way to survive
and perhaps benefit (in few aspects) in a digital-driven technology environment.

Also because of its historical prevalence, analog-intensive architectures provided
so far the best performing implementations. However, their improved noise perfor-
mance is typically achieved through extensive low-pass filtering along the entire
signal path. Upconverted baseband noise has a very significant impact in the out-
of-band noise, reason why large and bulky reconstruction filters are typically placed
after DAC conversion, not only to reduce the sampling aliases, but also to filter out
the multiple noise contributors, including quantization noise (Fig. 1.7).

In [Giall], large flexibility is achieved using a Tow-Thomas filter implementa-
tion that offers independent programming of transimpedance gain, bandwidth and
quality factor. In [Cas09], an active inductor providing a second-order low-pass bi-
quadratic transfer function is used to improve noise filtering, not without an impact
in power consumption. On top of reconstruction filtering, the work of [Mir08]
applies a feedback filtering technique that introduces a null with an arbitrary width at
the receive frequency, achieving —160 dBc/Hz at 80 MHz offset. Common to all the
aforementioned examples is the considerable area consumption contributed by the
reconstruction filters when SAW-less operation is targeted. For instance, in [Oli12]
1.37 mm? is taken by the baseband filter alone, in a 90 nm technology. Besides the
area consumption, the introduction of a reconstruction filter in the signal path also
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Fig. 1.7 Spectrum content at the different stages of conventional analog-intensive 1/Q transmitters.
The reconstruction filter significantly attenuates both noise and spurs at the RX-band

increases the path loss toward the mixer input, and reduces the effectiveness of pre-
distortion by filtering high frequency components added on purpose to compensate
for frontend non-linearities.

The choice of mixer topology has also an important impact in out-of-band noise
performance. A large number of analog-intensive implementations apply traditional
current mode Gilbert-cell active mixers to perform baseband upconversion. How-
ever, the noise contribution of the several transistors composing the mixer topology
cannot be easily filtered in current domain without using bulky (and thus expensive)
inductors. A SAW-less transmitter using a Gilbert-cell mixer would hence require
an intrinsically low noise mixer design, which would finally result in a very large
power consumption, with an output current comparable to what is delivered by
the pre-power amplifier. Therefore, in a current-mode design a good practice is to
combine the mixer and the pre-power amplifier into one single block to maintain
power efficiency [Jon07, Cod14]. In general, operating in voltage domain and using
a voltage sampling mixer and a pre-power amplifier [He09, Col14] can be more
power efficient, since the noise contribution of the mixer switches can be easily
made negligible.

Another problem faced by analog architectures in general is the reduced portabil-
ity and constant deterioration of the analog characteristics observed in highly-scaled
digital-driven CMOS technologies. The ever decreasing supply voltage and intrinsic
gain, combined with increased leakage (or alternatively large threshold voltage)
make the design of high performance analog-intensive topologies more difficult in
every new technology node.
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Fig. 1.8 Simplified direct-conversion digital-intensive I/Q transmitter (/eft). Current-based DACs
combined with the LO signal provide direct digital-to-RF conversion (right) as proposed in [Elo07]

As the proverb says: “If you cannot beat them, join them”, and by applying
this logic a new class of architectures is created, where the analog share of
the TX frontend is intentionally reduced to a minimum. Named digital-intensive
transmitters, these architectures are undoubtedly more portable, area efficient, and
robust to the aforementioned analog impairments of the technology. The benefit
of compact implementation can be clearly noted in almost every digital-intensive
implementation. For example [Lul3] is able to achieve a maximum output power
of 24.7 dBm consuming only 0.5 mm? in 40 nm technology. The works presented in
[Ing14] and [Alal3], can also achieve the reduced area consumption of 0.32 mm?
and 0.6 mm? respectively, including the integrated baluns.

In a typical quadrature direct-conversion digital-intensive transmitter (Fig. 1.8),
the DAC and the mixer are combined into a single entity called in many cases
RFDAC, which provides at once both functionalities of digital-to-analog conversion
and mixer up-conversion.

The Direct Digital-to-RF Modulator (DDRM) proposed in [Elo07] and [Ing14],
and the RFDAC implemented in [Alal2] are great examples of this type of
architecture. They combine several current sources in a steering DAC-like structure,
where the number of current sources switched together is locally controlled and
determined by the digital code, while the LO switching provides the signal up-
conversion. Since the digital baseband signal is directly brought to the mixer
switches, the transmitter is more robust to imperfections and mismatches, like DC-
offsets and I/Q imbalances.

Digital-intensive transmitters would simply be the ultimate solution if it was not
for their typically increased noise and spurious emission. The direct digital-to-RF
conversion leaves no analog path where the reconstruction filter is typically intro-
duced. As a result, both quantization noise and sampling aliases are upconverted
to RF frequencies many times without any attenuation (Fig. 1.9), making it more
challenging for this type of architecture to meet the stringent spur and out-of-band
noise requirements of SAW-less operation.
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A common way of reducing the impact of quantization noise is by increasing the
DAC number of bits and/or sampling frequency. In [Bool1] for instance, a 17-bit
equivalent resolution is achieved with a 14-bit DAC using a GHz range clock. Other
implementations apply XA modulation to shift the quantization noise to larger
frequencies [Jer07, Poz08, Fra(09], but this solution can be inappropriate when the
interstage SAW filter is removed, specially in the case of coexistence with other
connectivity and navigation wireless services. Finite impulse response filters (FIR)
[Gabl1, Fuk12] are also commonly seen among other solutions as a way to reduce
the quantization noise contribution at specific parts of the spectrum (e.g. RX-band
in FDD operation).

Sampling aliases are also hardly attenuated at RF frequencies without the aid
of SAW filters. In typical cases, high oversampling ratios (OSR) are used to
move the aliases to higher frequencies and thus exploit the filtering effect of the
DAC sin(x)/x (sinc) response [Bool1, Jer07], increasing power consumption and/or
system complexity. Once the sampling frequency is increased, different types of
filtering [HarO3] and interpolation [Yij03b, YijO3a] can be applied to reduce the
impact of the aliases in the out-of-band emission. Nevertheless, depending on the
overhead circuitry and speed, some of these solutions can be conflicting with the
intended reduction in power and area consumption.

From the portability point-of-view, a design is made more flexible and scalable
by increasing its digital content. However, from the performance perspective, it
seems inevitable that some sort of analog filtering is also included to guarantee
that noise and spurs are sufficiently filtered, without recurring to solutions that may
incur larger power and/or area consumption.

In this book, an innovative digital-intensive transmitter architecture is presented,
which can provide the best of both worlds. It offers an improved robustness to
technology impairments, high portability and reduced area in combination with
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a sufficiently low spurious and noise emission, so as to support SAW-less RF
transmitter implementations.

The remainder of this book is organized as follows: Chap.2 provides an
introduction to the innovative concept of incremental charge-based operation. The
main reasoning behind the charge-based operation and its operating principle are
first explained using a watermill mechanical analogy. Second, with a “black-box”
implementation of the envisioned charge-based architecture, the main benefits as
well as the most important aspects involving noise and linearity performances are
discussed.

Chapter 3 discusses the design and measurement results of the first realization of
an incremental charge-based transmitter, based on a capacitive charge-based DAC
(CQDAC). In a top-down approach, first the operating principles are discussed with
the derivation of the required charge calculations. Noise and linearity performances
are analysed considering the specific implementation, with special attention to all
the noise filtering and alias attenuation capabilities intrinsically provided by the
architecture. A complete discussion of the most important design aspects showing
key layout details is also provided. In the last section, measurement results are
provided, showing the sensitive improvements in noise performance achieved with
the charge-based architecture.

Following the same structure of the previous chapter, Chap.4 introduces the
second charge-based TX realization, implemented using a resistive QDAC. In
this implementation, the ability of delivering more power using the charge-based
architecture was investigated. Based on the observation that the first chip’s power
consumption was highly impacted by the PPA bias current, a direct-launch imple-
mentation where the PA is directly driven using the QDAC was targeted. Again,
the most important design aspects affecting noise and linearity performances are
disclosed, with a complete description of the design of the several block comprising
the TX implementation. Measurement results are provided at the end of the chapter,
followed by a comparison table situating the results achieved in the current state-of-
the-art. Finally, Chap.5 concludes this book with a summary of the architecture’s
key benefits and results achieved with the two charge-based prototypes.



Chapter 2
Incremental-Charge-Based Operation

2.1 Introduction

To ease the understanding of the underlying concept of charge-based operation,
let’s take a mechanical system as an example. Imagine a watermill, which has to
be controlled in a precise and timely manner following a wanted input command
(Fig.2.1).

Controlling the rotating wheel and hence the amount of power transferred to the
structure is done in this case by controlling the amount of water that flows through
the water pipes.' A larger water flow implies more energy being transferred to the
watermill, and vice-versa.

Such control mechanism could be implemented in many different ways. For
instance, let’s consider a voltage controlled water pump, connected to the structure
using pipes and taking water directly from the water main, as depicted in Fig. 2.2.

To assure the wanted functionality, first this specially designed pump should
be strong enough to deliver the required flow to drive the rotating wheel at full
power. Second, it should be able to resolve significantly small flow levels, so that
the amount of water transferred to the wheel can be precisely controlled, and third,
the output water flow should be—desirably—a linear function of the input control
parameter, meaning that if Veonrror is doubled, the water flow should also be
doubled. At last, when transitioning from one flow level to another, the water pump
should respond timely and consistently.

As one may expect, all of this requirements have a direct impact on how well the
watermill can be operated, and therefore how close the output power resembles the

"For the sake of simplicity, a linear relationship between output power and the water flow is
considered.

© Springer International Publishing Switzerland 2017 17
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Fig. 2.1 Watermill mechanical system. The amount of power transferred to rotating wheel should
follow a wanted input command
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Fig. 2.2 Example control mechanism. A voltage-regulated water pump is used to control the
amount of water pushed through the rotating wheel

wanted input command. Providing altogether a high power capability with a good
degree of linearity and small enough intermediate steps is a tough challenge in itself,
made even tougher when high power efficiency is required.

Since power consumption in typical cases can be dominated by fixed contributors
that do not scale with the wanted output power, working at a fraction of the full
capacity can lead to a considerable degradation of the system power efficiency
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[Eq. (2.1)]. In our analogy, it means that most of the time the mechanical system
will be running at poor efficiency levels, degraded by the large power consumption
required to operate the strong water pump, compared to the reduced output power
delivered.

P P
Efficiency = our — our 2.1
Pprump Prixep  +Pyar
DOMINANT

Now let’s assume the situation shown in Fig. 2.3. Instead of using a power hungry
electrical pump to drive the watermill, the water pipes leading to the rotating wheel
are now connected to a reservoir, whose water level can be directly manipulated
with a featured controller device. Though the power transfer mechanism remains
unaltered, now the control of the rotating wheel is implemented through the
modification of the water level inside the reservoir. If the water level is increased,
more water is pushed through the pipes—increasing the output power. Similarly, a
decrease in water level incurs less power being transferred.

A top-level description of the system operation is depicted in Fig.2.4. Based on
the instantaneous input command Poyr[k], the water level (Wggs[k]) corresponding
to the required flow is first calculated. The amount of water that should be added

WATER LEVEL - (Wges)

gl .

CONTROLLER

ol

INPUT COMMAND O

Fig. 2.3 Alternative control mechanism. Instead of using a water pump, the water flow is
controlled by changing the water level in a large reservoir
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Fig. 2.4 Top-level description of the reservoir-based operation. Following the input command, the
control system determines how much water should be added or subtracted from the reservoir

to (or subtracted from) the reservoir (AWrorar[k]) will depend on two parameters
in this case: How much water will be subtracted while driving the rotating wheel
(AWyyyr) during the given period of time, and the amount of water required to
bring the reservoir level—and hence the water flow—to its next value (AWggs =
WrEes[k] — Wres[k — 1]) as defined by the input command. Note that in this particular
operation mode the water level pre-existing in the reservoir is always taken into
account, and the water taken from the main corresponds to the required increment
only.

The same reasoning can be applied in the electrical domain, more specifically
into an alternative transmitter architecture. What in this example represents a
rotating wheel, in the transmitter application it could be exchanged for an output
(RF) load. The physical quantity being manipulated would be electrical charge—
instead of water, in which case the role of a water reservoir would be perfectly
matched by a charge accumulator, or capacitor in other words. Applying the already
mentioned incremental operation, this transmitter architecture could be therefore
denominated an incremental-charge-based implementation, whose exploration and
conceptual validation were first presented in [Parl5a].

The benefits of such modifications in the way the system is operated are clarified
once the implementation of the featured water level controller is presented: As
depicted in Fig.2.5, imagine that instead of providing the reservoir with discrete



2.1 Introduction 21

PRE-FILL CONNECT
= Q .

PRE-EMPTY CONNECT

\ / é & | awrom<o
¥

Fig. 2.5 Example structure used to control the reservoir level. According to required A Wrorar, the
corresponding number of buckets (#zyckers) are pre-filled or pre-emptied before being connected
to the reservoir, therefore increasing or decreasing the total amount stored

Cl
Cdd
Cdd
T

(VAVAVAY

quantities of water using a water pump, a sufficiently large set of equally sized
buckets are made available, which can be independently selected and pre-filled (or
pre-emptied) before being connected to the actual reservoir.

If the water level is to be increased, the “configurable”-size bucket is first filled
with water, which is later transferred to the reservoir. Similarly, when the level is to
be decreased, the buckets are first emptied before connecting. Whenever a different
input command is received, the corresponding bucket size is determined, as well as
whether it should be pre-filled or pre-emptied, so that the required amount of water
is provided. Notably, using buckets to change the water level in the reservoir can
have a very interesting impact in the overall system operation and performance:

First, the minimum change in the water level that can be produced in the
reservoir—and hence in the water flow—is determined by and scales with the
smallest bucket available in the water manipulator. If the smallest bucket size is
divided by 2, the minimum increase/decrease producible in the water level is also
halved. In fact, the resulting change in water level is also inversely dependent
on the reservoir size itself, meaning that for a fixed minimum bucket size, the
increment in water level can also be halved by doubling the size of the reservoir.
Therefore, rather than an absolute dependence on the minimum bucket size, the
water flow resolution is proportional to the ratio between the smallest bucket and
the reservoir size, as depicted in Fig. 2.6 and demonstrated in Eq. (2.2).

Minimum Bucket Size
AWyy & — =
Reservoir Size

SZ

NQUANT

2.2)

Compared to the pump-based implementation, a ratio-dependent minimum step
simplifies immensely on achieving the required water-flow resolution. In the
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Fig. 2.6 Minimum achievable water level in(de)crease. In this alternative implementation, the
water level resolution (and hence quantization noise) can be improved by either increasing the
reservoir size, or reducing the minimum bucket size

transmitter domain, it represents the ability to reduce the quantization noise
floor (S? QUANT) below the stringent out-of-band noise requirements of advanced
wireless systems by simply reducing the ratio between two capacitors. This
feature is further explored in Sect. 3.2.3.2.

Second, feeding the watermill through a reservoir provides intrinsic filtering
capabilities to the structure. Whilst in the pump-based solution variations of
multiple sources (e.g. changes in the pump supply voltage, water main pressure,
etc.) will have a direct impact on the output water flow, the application of a water
reservoir provides an intrinsic buffering effect where all sorts of disturbances
and fluctuations (“noise”) are naturally averaged and therefore attenuated by
the structure. In fact, the larger the reservoir the more damping is provided,
further attenuating fluctuations in the observed water flow. In the context of
transmitters for advanced wireless communication systems, this characteristic is
a key enabler to achieve a sufficiently low out-of-band noise emission, filtering
out from supply-coupled to quantization and thermal noise. A more complete
explanation of the intrinsic noise capability of the charge-based structure is given
in Sect. 2.2.1.

Third, different from typical architectures the charge-based operation can also
provide utmost efficiency when operating at lower power levels. First of all,
there is no “fixed” consumption, and water is only consumed when the reservoir
level should be increased. Second, since the amount of water pre-existing in the
reservoir is always taken into account, only the required increment (AWrozar)
is taken from the main. The same reasoning can be applied to the incremental
charge-based TX architecture. The amount of charge taken from the supply—
and hence the power consumption—scales with the signal amplitude, inherently
improving power efficiency at backoff conditions.

Finally, one may argue that driving a large water reservoir (or charge accumu-
lator) can also impact the overall system power efficiency. However, the benefits
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provided by the intrinsic noise filtering capability allows the reduction of both
system complexity and power consumption related to signal noise filtering. In other
words, in the charge-based operation the trade-off between noise performance and
power consumption is significantly leveraged, as further clarified in the following
sections.

2.2 Incremental-Charge-Based Operation

Suppose that instead of driving a watermill, now an electrical load Z is to be driven
following a given input command (Fig.2.7). Again, the power transfer from the
supply to the output load has to be done in a precisely-controlled and timely manner,
demanding sufficient linearity and bandwidth.

In a conventional voltage-output driving stage, more bandwidth is necessarily
provided with a corresponding increase in transconductance. Circuit linearity, on
the other hand, is typically leveraged by increasing the voltage headrooms and
supply voltages whenever possible. In both cases, when stringent bandwidth and
linearity requirements apply, the resulting DC power consumption implied by large
bias currents and/or supply voltages can significantly impact the overall system
efficiency.

Looking at the electrical nature of Z, a clear trend can be noticed though.
In many cases, the output load to most blocks in any particular signal path is
purely capacitive, given by layout parasitics and gate capacitances of the succeeding
block’s input transistors. As in the watermill example, these capacitances function
as reservoirs whose charge content could be manipulated incrementally. Therefore,
instead of driving the output load with a conventional voltage-output Digital-to-
Analog Converter (DAC), the output signal in this architecture would be constructed
by adding or subtracting charge from the output load as shown in Fig. 2.8, taking into
account the previous amount of charge existing at all times.

The operating principles are very simple. Assuming for a first example a purely
capacitive load (Crpap), it is possible to calculate how much charge should be
moved to the output (per sampling period) based on the input command, as shown in

INPUT VDD
COMMAND  ====m=sees
Pour
—
5 =>  DIGITAL DAC }
g )
OUTPUT
---------- = LOAD
Time
=

Fig. 2.7 Simplified representation of a typical system where a load Z has to be driven following a
wanted (digital) input command
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Fig. 2.8 In the incremental charge-based architecture the output voltage is changed by adding and
subtracting charge from the output load
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Fig. 2.9 Charge-based operation. A charge calculation block defines how much charge should be
moved to/from the output load

Eq. (2.3). If the total amount of charge stored in Crpap is to be increased, charge is
pulled from the supply, otherwise the excess charge is drained into the ground. These
calculations are performed by a calculation block that first translates the digital input
command into charge values (Fig.2.9), and then converts it into the specific DAC
input quantity (current, conductance, capacitance, etc.). Due to the simple nature
of the required calculations, the power consumption and area overhead due to the
additional calculation block can be negligible.

Qourlkl = (Viv[k] — Vin[k — 1]) -Croap (2.3)

AViy
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The required charge Qpyr can be delivered in different ways through what is
called a charge-based DAC—or QDAC, either using discrete packets of charge
conveyed to the output at fractions of the sampling period, or in continuous-time
by constantly charging and discharging the output load throughout time.

Now imagine that this charge-based DAC is capable of providing the required
bandwidth and linearity without requiring any biasing. Without a fixed bias current,
the incremental operation assures that the power consumed to drive the output load is
directly proportional to the output signal’s amplitude. In other words, the DC power
consumption of the charge-based architecture scales with the useful output power,
leading to an improved power efficiency even at backoff conditions. In fact, for the
simple example shown in Fig.2.9, if the power spent with the QDAC operation
(say due to digital switching) is made negligible, the charge-based DAC current
consumption for a given output capacitance C can achieve the theoretical limit of
fCV coulombs per second (or amperes)—where f and V are the output signal’s
frequency and amplitude, respectively.

The charge-based operation is not limited to pure capacitive loads, however. As
discussed in Chap. 4, it is also possible to apply the same reasoning when driving
a resistive output load and still observe all the benefits of charge-based operation,
including improved efficiency and intrinsic noise filtering capabilities, as discussed
below.

For the sake of a better understanding, the charge-based architecture and its
intrinsic benefits are discussed here using a generic “black-box” charge-based DAC
implementation. Further details about the two different implementations studied in
this book are given in Chaps. 3 and 4.

2.2.1 Noise and Alias Performance
2.2.1.1 Alias Attenuation

In typical Digital-to-Analog Converters (DAC), the output voltage (or current) is a
simple translation of the digital input code into a fraction of the converter’s output
full-scale. In a conventional implementation, the output signal remains fixed when
the digital input word is not changing, corresponding to a zero-order hold (ZOH)
[Opp97].

X(t) hO(t) XO(t) W
\/\/ ™ HoGw) [

Ho(jo) = e7°T/? [w]
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As demonstrated in Eq. (2.4), the output spectrum of a converter applying zero-
order hold is shaped by a sinc(x) function, notching at every multiple of the
sampling frequency. The sampling aliases, centered around n - wg (where n = [1,
2,3...]), are also shaped by the same sinc(x) function, as shown in Fig. 2.10.

More involved converter architectures apply different interpolation schemes in
order to further attenuate the sampling aliases. In most cases, either the input data
is oversampled and interpolated using digital filters [Yon07, YijO3b], or multiple
copies of the same converter are interleaved and operated at different phases of the
sampling clock [ChilO]. While the former solution increases power consumption
with digital operation at high clock frequencies, the latter can have a significant
impact in area consumption.

Consider the case of a charge-based architecture where the charge transfer
between supply and output load does not happen instantly, but rather uniformly
distributed along the entire sampling period. If a constant amount of charge is
delivered to a purely capacitive load, the output voltage increases linearly over time,
corresponding in this case to an inherent first-order interpolation.

Different from a zero-order hold system, the application of linear interpolation
has a beneficial impact on the reconstructed output spectrum. Demonstrated in
Eq.(2.5), instead of a sinc(x), the aliases in this case are shaped by a sinc(x)?
transfer function, significantly reducing the sampling aliases as shown in Fig. 2.11.
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Even when the charge conveyed to the output node is not uniformly delivered
over time, but rather in multiple sub-steps at a fraction of the sampling period
(as in a L-fold linear interpolation [YijO3b]), yet the output spectrum shaping
approaches the sinc(x)? transfer function for values of L above 2, as demonstrated in
Fig. 2.12 for 20 MHz output single-tone sampled at 500 MS/s. It should be noted that
transmitting charge at a higher speed in this case does not imply oversampling the
input signal or interleaved operation. The calculation engine and the corresponding
interface toward the DAC input are all driven at the same speed as the digital input
data (F).
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At least 30dB of additional alias suppression can be achieved with the pro-
posed charge-based architecture for a 20 MHz bandwidth output signal sampled at
80 MS/s, as exemplified in Fig. 2.13.

2.2.1.2 Intrinsic Noise Filtering

Besides the inevitable quantization noise, multiple noise sources also impact
the output signal in a typical DAC implementation. Depending on the actual
implementation, thermal and flicker noise from the internal DAC components, or
even noise coupled to the supply and/or reference voltage can also contribute to a
Signal-to-Noise Ratio (SNR) degradation. In cases where the noise spectral density
at specific parts of the output spectrum should be kept at a minimum, or when
stringent spectral masks should be met, typically a reconstruction filter is applied
in order to attenuate both output noise and sampling aliases after digital-to-analog
conversion (Fig.2.14).

An important drawback of using reconstruction filters is the large area typically
taken by these blocks. In cases where strict spectral requirements apply, it is not
rare to see a large cut of the chip footprint being taken by the reconstruction filter
[Oli12]. Another downside of using these bulky filters in a transmitter’s signal path,
for example, is the bandwidth limitation imposed to higher frequency components
intentionally added to the baseband signal in order to compensate for circuit’s
nonlinearities, reducing the effectiveness of digital pre-distortion (DPD). Anyhow,
to any sort of application a DAC implementation that can provide intrinsic noise
filtering capabilities along with the already discussed alias attenuation would be
very much welcome.

One obvious implementation of the charge-based DAC would comprise a current
DAC, where the current delivered to the output load (Ipyr) would be readjusted
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Fig. 2.14 Noise and Alias filtering achieved with a second-order reconstruction RC filter with a
cutoff frequency of 15 MHz

every sampling period in order to provide the wanted Q/ATs, as defined by the
charge calculation block. In this way, it is clear that the required Qoyr[k] would be
uniformly distributed over time, thus leading to the aforementioned sinc(x)2 alias
attenuation.

VDD VOUT
VinIK] i
JJ' — l°_‘”> / Qourlk] = (Vinlk] = Vinlk —1]) - CLoap
) Qourlk]
> Iourlk] = —F—
-+ # CLoAD Ts
4

The same functionality can also be achieved with an alternative implementation
where the QDAC is supplied with a fixed voltage source, and the same Ipyr is
provided with a variable conductance that is changed over time according to the
digital input command (Fig. 2.15). In the ideal case where the output voltage is an
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Fig. 2.15 The voltage drop across the QDAC terminals in combination with the output current can
be translated into an equivalent DAC conductance

unaltered analog copy of Vv, the equivalent conductance Ggop can be derived as
the ratio between the wanted /oyr and the voltage drop across the DAC terminals
(Vpac) at time k [Eq. (2.6)].

Vpp — Vin[k — 1], if Qour[k] > 0

Vpaclk] =
DAC[ ] GND — V[N[k — 1], if QOUT[k] <0 (2 6)
I k
Gral] =

Notably, the combination between the equivalent DAC conductance (Ggoy) and
the capacitive component of the output load creates an intrinsic single order low-
pass filtering effect. What is very particular however, is the fact that the “resistive”
component of this RC filter is signal dependent. When a large difference between
two consecutive digital input samples is observed (large AV;y/ATy), the increased
Qour required leads to an also large equivalent Ggoy and hence small RC time
constant. On the other hand, when a small amount of charge is required (small
AVyy/ATs), the instantaneous RC constant is increased (Fig. 2.16). Therefore, from
the signal point-of-view no attenuation is implied by the time-varying RC filter,
since its resistive component is automatically adjusted according to the wanted
output swing.

On the other hand, noise sources which are not correlated to the input signal do
not observe the same “on-demand” bandwidth adjustment, and as a result they are
filtered by the structure. As demonstrated in Fig.2.17, noise contributors (such as
supply-coupled and DAC-generated noise—including quantization) are intrinsically
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filtered. Interestingly, the equivalent noise cutoff frequency can be numerically
approximated by the average QDAC conductance [Eq. (2.7)], as demonstrated with
Periodic Steady-State Noise (PNOISE) simulations in Chaps. 3 and 4.

GEQU |Average

fo3aB (Noise) =
a8 27 Croap

2.7

Moreover, the average QDAC conductance has a strong dependence on the input
signal’s characteristics, being directly proportional to its amplitude and frequency
as approximated by the derivative of the Vjy, as shown in Eq. (2.8).

. B Tourlk]
EQU |Average - Vpaclk]

Average

_ Cioan .AVIM
Vpaclk] /?S

()

Average

X CLOAD ‘A-w (28)
Thus,
f—SdB (NOiSE) XA-w (29)

It can be concluded as a result that: First, for a purely capacitive load the noise
cutoff frequency does not depend on the output capacitance, nor the sampling
speed. Second, the equivalent noise cutoff frequency scales with the output signal’s
amplitude and frequency, meaning that for a fixed output frequency the noise
cutoff frequency is divided by 2 when the output swing is halved (improving noise
filtering).

Figure 2.18 shows the noise cutoff frequency [Eq. (2.7)] versus output frequency
for various amplitudes. As noted, for swings below 90 % of the supply voltage the
noise cutoff frequency can be even smaller that the actual output frequency, with no
attenuation implied to the wanted signal.

The same noise scaling effect is observed with respect to signal’s amplitude,
with only one remark though: when the voltage difference between the supply and
the output is reduced, more conductance is required to convey a given amount of
charge. As a result, when the output swing approaches the supply rails (roughly
above 70 % of the supply voltage) the DAC average conductance starts increasing
exponentially, followed by a corresponding increase of the noise cutoff frequency
as observed in Fig. 2.19.

Again, these assumptions are all validated on Chaps.3 and 4 with PNOISE
simulations using the actual QDAC implementations. Although a bit counter-
intuitive when first considered, this remarkable feature of a time-varying cutoff
frequency—that automatically scales with signal frequency and signal amplitude—
is a major advantage of the incremental-charge-based architecture.
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Fig. 2.19 Noise cutoff frequency versus signal amplitude

2.2.1.3 Quantization Noise Scaling

Besides noise filtering given by the signal-dependent RC filter mentioned in
Sect. 2.2.1.2, depending on the actual QDAC implementation the quantization noise
can be even further reduced.
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Chapter 3 introduces a charge-based architecture where quantization noise can be
scaled with the ratio between two capacitances, namely an output capacitance C;oap
and a unit capacitance Cyy;r with which the QDAC is implemented. Resembling the
watermill example, in this charge-based implementation the minimum voltage step
resolvable at the QDAC output (and thus quantization noise) can be reduced by
either decreasing the unit capacitance Cyyyr, or increasing the output capacitance
Croap, if applicable.

VDD

&

NQUANT

XX (AVM[N)2

AV 9
| « ( Cunrir )

= —I— CLoaD Croap
=

¥

As such, the equivalent number of bits (ENOB) in this architecture can be
adjusted by either decreasing Cyyr or increasing Croap, based on a required
quantization noise level. The DAC number of units, on the other hand, determines
what is the maximum amount of charge that can be transferred at once to the output,
thus defining the maximum achievable AVyyr/AT that can be produced at the
QDAC output.

Further details about the quantization noise scaling feature are given in Chap. 3,
Sect.3.2.3.2.

2.2.1.4 Harmonic Performance

In the charge-based DAC architecture, harmonic performance is strongly dependent
on an accurate charge accumulation. Errors in the amount of charge conveyed
between the supply and the output load create distortion, hence corrupting signal
integrity and affecting harmonic performance. To illustrate the point, for instance
the charge-based DAC operation takes into account the existence of a capacitive
component to the output load on which charge can be accumulated. For a purely
capacitive load, for instance, the output voltage can be represented as follows:

k
Vourlk] = Vourlk— 1]+ 221
= VOUT[k _ 1] + (VIN[k] — V[N[k — 1]) . CLOAD .10,

Croap

where C},, is load capacitance value assumed in calculations [Eq. (2.3)].
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Since the output voltage is expected to be an unaltered (analog) copy of Vjy, an
eventual discrepancy between the assumed load capacitance (C}),,,) and its actual
value (Croap) can be accounted as:

VOUT[k] = V[N[k] + error[k] (21 1)

where the error at time k is given by:

C/
error[k] = Viy[k] - (% — 1)
LOAD

C/
+ (Vourlk — 1] — Vin[k — 1]) - 2242
Croap

C C,
= Viv[k] - (ﬁ - 1) + error[k — 1] - ﬁ (2.12)

The analysis of Eq. (2.12) reveals two important aspects: First, a correct charge-
based operation relies on a good knowledge of the output load. The more distant the
assumed load capacitance (Cj,p) is from the its actual value (Croap), the larger
the error produced. Second, to make matters worse, the recursive dependence of
the error function to its previous value (error[k — 1]) demonstrates that the memory
effect introduced by the output capacitance not only integrates the wanted charge,
but also the errors implied in the charge accumulation. These errors can be caused
by multiple reasons, from calculation mistakes to implementation imperfections—
including charge leakage.

To illustrate the severeness of error accumulation in the charge-based architec-
ture, Fig.2.20 shows the impact of a one-time only event, where the amount of
charge transferred to the load Z at a particular sampling period is mistakenly reduced
by 10 %. If the subsequent charge blocks are kept unchanged, the system operation
would be quickly compromised since the accumulated error would make the output
voltage drift to one of the supply rails.

Qourt Vour
Qour }ERROR

s i

= I Time [s]

Ideal
Charge
Modulator

v

Fig. 2.20 Error accumulation can quickly compromise the charge-based operation if subsequent
blocks are not re-adjusted to account for a wrong packet of charge
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Basically, the charge-based operation simply would not be feasible if it was not
for the “self-healing” effect introduced by the fact that the output charge is also
dependent on AV’s. In the proposed architecture, the amount of charge transferred
to Z during a given sampling period is always proportional to the voltage difference
between the supply voltage and the previous Voyr. If an actual time-varying Ggoy
would be connected between the supply and the output load in order to control the
charge output, the amount of charge conveyed to Z in this case would be:

vDD

Q'our < (Vpp- Vour)

v ouTt

G

JOHVHO
!

avioia
NOILVINOIVO

AV
Quurlkl = (Vpp — Vourlk — 1]) <1 - 6(_TS/TU<D) - Croap (2.13)

where ‘E[k] = REQU[k] . CLOAD and TS = l/FS

The AV dependence functions here as a intrinsic feedback where Qp,, is
automatically adjusted when Vyyr[k — 1] deviates from the expected Viy[k — 1],
avoiding thus the infinite charge error accumulation.

The principle works as follows: Suppose that equal amounts of charge were to
be transferred to the output load at both times A and B (Q4 p), but the first charge
“block” (Q),) is unexpectedly reduced, making the output voltage reach V) instead of
the wanted V4. As shown in Fig. 2.21, the increased voltage difference between the
“wrong” V) and the supply voltage Vpp will act in this case increasing the amount
of charge transferred at time B (Q}).

Qour
A

Q's
QAB

Q'a *~ ERROR

+ +—» Time t —» Time
B B

Fig. 2.21 “Self-healing” mechanism. The increased voltage difference implied by a reduced
charge “block” increases the amount of charge transferred during the following steps
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The improved resilience to error accumulation is shown in Fig. 2.22 fora 10 MHz
output single-tone, where a total of 50 charge blocks are clipped to a single value
representing almost 40 % reduction in the total amount of charge required during
that period. As noted, only a localized swing reduction is observed, which is quickly
restored once the disturbance is removed.

The architecture’s fast error “dissipation” capability can also be seen in Fig. 2.23.
Even in the impracticable situation of 40 % charge reduction, the output voltage
error falls to a minimum in less than two cycles.

Though error accumulation in the proposed architecture does not prevent a
correct operation, it still affects the charge-based architecture by introducing signal
distortion and harmonic degradation. While specific details of each proposed
implementation are shown in Chaps.3 and 4, a broad analysis of charge-based
architecture’s harmonic performance is performed here.

Figure 2.24 shows the output spectrum for several degrees of mismatch between
the actual output load capacitance (Croap) and its assumed value (Cj.,p). As
noticed, a clear impact in the odd harmonics is observed, leading to the conclusion
(based on Fig. 2.25) that, in order to achieve a third-order harmonic distortion below
—60 dBc, an accuracy better than 2 % is necessary.
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Fig. 2.25 Harmonic distortion versus Crp4p mismatch

Figure 2.26 demonstrates the impact of gain error in the output spectrum.
This situation applies when the QDAC unit cell deviates from its expected value.
Similarly, a large mismatch incurs increased harmonic distortion, and again less
than 2 % mismatch is required to achieve an improved harmonic performance.

Though achieving such degree of accuracy may seem challenging at first, each
one of these parameters can be calibrated after fabrication, using low frequency
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Fig. 2.26 Harmonic distortion versus QDAC gain mismatch

measurements to deduct their exact values. Instantaneous variations of one or
more load impedances (such as antenna impedance variations due to changing
surrounding conditions) will necessarily require a feedback loop to change the
corresponding parameters involved in the charge calculation. Nevertheless, further
improvements in harmonic performance can also be targeted by improving the
algorithm to account for circuit non-idealities.

2.3 Charge-Based Transmitter

In light of all noise filtering characteristics discussed in Sect.2.2.1, it seems
logical to apply the charge-based operation in order to achieve the stringent noise
specifications required to SAW-less transmitters in full duplex.

Starting from a conventional architecture, a typical transmitter implementation
is composed of a DAC, followed by a reconstruction filter and a mixer to perform
the frequency translation. In most cases, a Pre-Power Amplifier (PPA) is also added
as an output stage before driving the PA. In the proposed transmitter architecture,
the DAC and the reconstruction filter are exchanged for a QDAC and a baseband
capacitance, all the rest remaining the same (Fig.2.27). Instead of consuming
excessive DC power in order to drive the capacitive nodes using strong voltage
buffers, now both baseband and RF nodes are going to be driven with charge.
Therefore, in the following analysis, the RF impedance is represented as a generic
load Z.
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Fig. 2.27 Simplified charge-based TX block diagram

As in the watermill example, the purpose of the baseband capacitance Cpp is to
provide the functionality of a reservoir, where charge is first buffered before being
transferred to the RF output. In combination with the QDAC operation, this charge
reservoir should provide all the benefits discussed previously, from intrinsic noise
filtering to sampling alias reduction. Compared to the basic QDAC operation, the
difference now is that once the RF load is introduced, the charge subtracted from
Cpp in order to drive the RF load should also be accounted. In this case, the total
amount of charge per sampling period required to operate the charge-based structure
becomes:

Ororar = O + Orr (2.14)

where Qpp corresponds to the amount of charge required to move the baseband
voltage across the consecutive input samples, and Qg stands for the amount of
charge subtracted from Cgg while driving the RF load Z every time the passive
mixer switch is closed.

The operating principles are kept the same. To prove the functionality an ideal
passive mixer is added, with a load impedance Z equal to the input capacitance that
would be expected from a PPA implementation with a compression point around
10dBm. Using the same ‘“black-box” QDAC implementation where the output
charge Qrorar is uniformly distributed over the sampling period, Fig. 2.28 shows
the output spectrum of an example 20 MHz multi-tone baseband signal transmitted
at 2 GHz. As expected, both noise filtering capabilities and alias attenuation are also
clearly noticeable at LO frequency.

The inclusion of a passive mixer and a RF load in the architecture has mainly
two effects: First, the total amount of charge consumed (Q7o74.) is largely increased
when a low impedance RF load is used, requiring a similar increase in the QDAC
charge capacity. In the two implementations proposed in this work, in both cases the
charge capacity is increased by increasing the total number of QDAC elements that
can be used to convey charge to the baseband capacitance. In the watermill analogy,
it corresponds to increasing the number of buckets available.

Second, since the passive mixer does not provide isolation between baseband
and RF nodes, the noise cutoff frequency is also affected by the equivalent RF
load impedance translated to the baseband side. As also discussed in [Raz12],
when looking from the baseband node at frequencies much smaller than the mixer



2.3 Charge-Based Transmitter 41

-20 T T T

—— Conv. TX
-40 | —— QDACTX | 1

-100

Output Spectrum [dBV]

-120

-140

_160 L L L
1.8 1.9 2 2.1 2.2

Frequency [GHz|

Fig. 2.28 RF spectrum of a charge-based TX driving a 200 fF capacitance at 2 GHz
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Fig. 2.29 Simplified schematic where the RF load is translated to the baseband side

switching frequency (v << 2mfp), an output RF capacitance can be translated
into two components: A capacitive component given by Cgp scaled by the LO
duty cycle (DCpp), and a resistive component given by the average (DC) current
drained by Cgr (Rcg: = 1/Crrefro)- Similarly, an RF resistance is also translated
to the baseband by looking at the average current drained by Rgp. In a differential
implementation where each baseband node is connected twice per LO period to the
RF node, the LO duty cycle is doubled. Figure 2.29 shows the equivalent schematic
considering the translated RF load.
The resulting noise cutoff frequency considering the RF load is hence given by:

(GEQUlAverage +fLOCRF T m)

_348(Noise) =
fsa( ) 27 (Croap + DCroCrr)

(2.15)

Figure 2.30 shows the impact of a resistive RF load for various baseband
capacitances considering a 0.7 Vpp 10 MHz single-tone transmitted at 2 GHz. As
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Fig. 2.30 Noise cutoff frequency versus RF load resistance

noticed, the noise cutoff frequency is considerably shifted to higher frequencies
when low impedance RF loads are used, which can be addressed by either increasing
the baseband capacitance, or applying impedance transformation. This particular
issue is addressed in Chap. 4, where the charge-based architecture is used to drive a
50 €2 load representing the PA input impedance.

2.3.1 Power Efficiency

Besides noise reduction, incremental charge-based operation can also provide great
improvements in terms of power efficiency. For a more fundamental understanding
of the potential improvements and how it trades with noise performance, only the
charge intake represented by Qrorar is considered in this analysis. The impact of
additional contributors including QDAC digital operation and LO buffering are
discussed in subsequent chapters.

By first looking at QDAC independently and considering the amount of power
required to drive the baseband capacitance alone, it can be noticed that the charge-
based architecture fundamentally behaves as a Class-B topology, since it only
drains charge from the supply when the total amount of charge in the system
should be increased—thus for only half of the signal period (Fig.2.31). As a result,
when driving the baseband capacitance only, the charge-based DAC can provide
a maximum efficiency of 78.2 % as verified in simulations and shown in Fig.2.32
for various signal amplitudes. However, the maximum efficiency corresponds to
an output swing equal to Vpp, which cannot be realized since it would require an
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Fig. 2.32 Efficiency versus Backoff considering Cpp only

infinite QDAC conductance. Nevertheless, swings of at least 90 % of the supply
voltage are completely feasible, corresponding to a QDAC efficiency of 70 %.
When the RF load is included, the power consumption becomes a function of
two contributors, namely the baseband and RF charges. Since the Qgr component
corresponds to the only fraction of Qrpr4y, that is actually transmitted, the maximum
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power efficiency of a charge-based transmitter becomes mainly determined by how
much power is spent to drive Cgg. On the other hand, the baseband capacitance is
also responsible for all the benefits of charge-domain operation, so reducing Cgp (in
order to improve efficiency) will necessarily come at the cost of reducing the noise
filtering capabilities provided by the architecture.

This tradeoff is explored here with a simple exercise considering a differential
1/Q charge-based TX driving a 50 2 load (Fig. 2.33). In this example, the efficiency
versus backoff from theoretical maximum swing (V,, = Vpp) is shown in Fig. 2.34.
As noticed, the increasing amount of power spent to drive the baseband capacitances
decrease the maximum achievable power efficiency as Cgg is increased.

To demonstrate how efficiency trades with noise filtering in this specific case,
Fig.2.35 shows both efficiency and noise cutoff frequency at 2dB backoff for
different baseband capacitances.
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Fig. 2.35 Efficiency and noise cutoff frequency versus Cpp at 2 dB backoff

Thus, the charge-based architecture provides a flexible solution where power
efficiency can be easily improved in cases where OOB noise requirements are more
relaxed, which unfortunately is not the case in our target application. Therefore, the
following chapters make a solid case demonstrating the noise filtering capabilities,
rather than the considerable improvements in power efficiency that could also be
attained with the charge-based architecture.

2.4 Conclusion

In this chapter the fundamentals of incremental-charge-based operation are dis-
cussed. Starting with the analogy of a watermill whose output power has to be
controlled in a precise and timely fashion, most of the benefits derived from this
unconventional operating mode could be implied. The incremental-charge-based
operation is based on a controlled charge convey and accumulation at the different
nodes existing in the system. The voltage swings are produced by “incrementally”
adding or subtracting charge from the several charge accumulators, in a way that
only the added charge is drained from the supply.

Using a generic QDAC “black-box” implementation that is capable of deliv-
ering controlled amounts of charge defined with simple calculations, three main
advantages of incremental-charge-based operation could be demonstrated: First,
the continuous (or discrete-time) charge accumulation yields an inherent quasi-
linear interpolation that significantly attenuates the sampling aliases. Second, the
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combination between the charge accumulator and the QDAC operation provides
a single-order low pass filter that attenuates different noise contributors including
quantization noise, which can be even further reduced depending on the QDAC
implementation. Third, since power is only consumed when the total amount of
charge in the system has to be increased, when the noise filtering capabilities are
relaxed the charge-based architecture can also provide ultimate power efficiencies
similar to Class-B topologies.

However, the incremental operation relies on a precise tracking of the absolute
amount of charge existing in the system at all times. Errors implied in the charge
accumulation are also integrated over time and produce signal distortion that can
degrade the achieved harmonic performance. For a flawless operation, an accurate
definition of every baseband and RF component is hence mandatory, as well as
observation and reduction of every circuit non-ideality that can affect or distort the
system charge balance, such as leakage and switch charge-injection.



Chapter 3
Capacitive Charge-Based Transmitter

3.1 Introduction

In light of all the potential noise and efficiency benefits discussed in Chap. 2, the
first proof-of-concept charge-based transmitter implementation [Par15b, Parl5a] is
presented in this chapter.

As it will be noted in the following paragraphs, this first implementation closely
resembles the proposed watermill analogy, where the amount of power transferred
to an output load is controlled by either increasing or decreasing the water level in
a reservoir. Instead of buckets and valves however, switches and capacitors are used
in this case to deliver controllable amounts of charge to a baseband capacitor.

The motivations for choosing this first topology are manifold: First, an architec-
ture exclusively based on switches and capacitors is inherently “digital friendly”, in
the sense that it can be easily scaled and ported to different technologies following
the typically dominant digital circuitry. Second, switches and capacitors are perhaps
the only two components that benefit from scaling in advanced digital-oriented
CMOS technologies. By making smaller transistors the intrinsic capacitances are
reduced, allowing faster switching with less power consumption [Raz12]. The
feature size reduction also provides larger capacitance densities, improving area
efficiency with metal-oxide-metal (MOM) integrated capacitors. Third, and not less
important, as further discussed in Sect.3.2.3.2 the given topology also provides
quantization noise scaling capabilities, relaxing the out-of-band noise emission.

This chapter is divided into other four sections. Section 3.2 provides the archi-
tecture description with operating principles, followed by circuit implementation
(Sect.3.3) and layout considerations. Measurement results and conclusions are
given in Sects. 3.4 and 3.5 respectively.

© Springer International Publishing Switzerland 2017 47
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3.2 Architecture

The first proposed charge-based architecture is inspired in a conventional quadrature
direct-conversion IQ transmitter implementation, comprising a digital-to-analog
converter (DAC) followed by a reconstruction filter, a mixer and a pre-power
amplifier. However, instead of using a power-hungry low-output-impedance DAC
output-stage to provide the required bandwidth and linearity, the architecture will
now be operated in charge-domain.

An overview of the proposed architecture can be seen in Fig. 3.1. The transmitter
architecture consists of four capacitive charge-based DACs (CQDACS), responsible
for driving both baseband and RF nodes with discrete packets of charge following
the command of a charge calculation block at the baseband engine. A passive
mixer is chosen for its improved noise performance and reduced area and power
consumptions. Driven by 25 % duty-cycle LO signals, it connects each one of the
baseband nodes to PPA input at the appropriate LO phase [He09]. The RF load, in
turn, is given by the total capacitance seen at the PPA input. For a compression-
point around 10 dBm, the estimated PPA input capacitance is in the range between
200~300 fF.

The CQDAC in turn is implemented through the parallel combination of
1024 unit capacitances that can be individually selected. As shown in Fig.3.2, it
represents a controllable capacitance that can be pre-charged to either Vpp or Gup,
and connected to the baseband capacitance Cgg. At this point the resemblance with
the bucket/reservoir example becomes evident.
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Fig. 3.1 Architecture overview of the direct-conversion IQ charge-based transmitter. Four
CQDAC:s provide each one of the differential I/Q components, driving the pre-power amplifier
(PPA) through a passive switch-based mixer
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Fig. 3.2 CQDAC block, which delivers discrete packets of charge at LO speed by controlling a
variable capacitance Cpac[k], and to what voltage it is pre-charged before connecting to Cgp

The charge calculations are performed at baseband speed. The charge calculation
block defines the instantaneous number of unit capacitors required to convey the
wanted charge, first transmitted to Cgp, and later to the RF node.

All charge operations are synchronized on chip using different phases of the LO
signal, generated internally and derived from an external differential LO signal.

3.2.1 Operating Principles

To understand how the proposed architecture operates, consider the signal path of a
individual I/Q component. In the simplified schematic shown in Fig. 3.3, the mixer
is depicted as an ideal switch that closes once per LO cycle at the corresponding
phase, loaded with the parasitic capacitance of the PPA input.

Both capacitances Cpp and Cgs—pps are going to be driven with discrete packets
of charge, chosen in this implementation to be delivered at LO rate. Every baseband
sampling period (1/Fs), the charge calculation block in the baseband processor
determines how much extra charge should be accumulated on (or subtracted from)
each capacitor, so that every node can follow its expected voltage excursion.

The total amount of charge required (Qrora.) is subdivided into two components:
abaseband (Qpp) and a RF component (Qrr). The baseband component corresponds
to the necessary charge to move the baseband voltage (Vpp) across two consecutive
baseband samples (Vgg[k — 1] and Vpg[k]). Using the positive in-phase (Vpg,+) I/Q
signal as an example, Opp, + is hence calculated by:

Opg,+ k] = (Vgp,+[k] — Vg, +[k —1]) - Cpa (3.1)

corresponding to the amount required per F cycle.

The RF charge, on the other hand, corresponds to the amount of charge taken
by the RF capacitance (Cgs—pps) When moving the RF voltage (Vgp) from the
previously sampled baseband voltage (Vpp,-) to the wanted Vg, :
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Fig. 3.3 Operating principle of the charge-based transmitter architecture. Based on the digital I/Q
input signal, the amount of charge that should be transferred to both baseband and RF nodes are
calculated

Orr+ [kl = (Va4 [k] — Visg—IK]) - Cospp (3.2)

which is subtracted from Cpp every time the mixer switch is closed, thus every LO
cycle.

The total charge needed per LO period is the sum of the two charge components,
with Qpgp,+ scaled by the ratio between the baseband (Fs) and LO frequencies (Fro):

F
Qrorar,+ [kl = Qg+ [K] - F—LSO + Orr+[K] (3.3)

It is important to note that even though Qrora. is delivered at LO speed, the
calculation engine works at baseband F frequency, allowing significant reductions
in processing power consumption, and interface speed toward the CQDAC.

The minimum speed at which charge calculations should be performed is
determined by the targeted harmonic performance. For instance, the assumption
that Qpp can be divided into identical Fy/Fg sub-packets [Eq. (3.3)] becomes more
accurate when A Vg between samples is reduced, requiring a minimally appropriate
sampling frequency.
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Further, when calculating the RF charge, it can be considered the fact that Vg
will be changing from Vgg[k — 1] to Vpg[k] during the given sampling period.
Therefore, more accurate results can be achieved in this case by considering the
average value between samples when calculating Qgr:

Vip+[k] + Vag 4 [k —1] Vio—[k] + Vi, [k — 1]
2 2

0wyl = (

'Cb&m
(3.4)

3.2.2 CQDAC Operation

The CQDAC transmitter operation is based on a 3-phase charge convey from the
supply to the RF load (and from RF load to ground), starting from a controllable
capacitance Cpac and accumulated at the baseband capacitor Cpp.

As shown in Fig.3.4, at phase one (called precharge) the instantaneous pre-
calculated DAC capacitance Cpsc[k] is pre-charged to either Vpp or Gyp, following
the control signal SIGN[k]. If SIGN[k] is equal to logic “0” (zero), Cpaclk] is pre-
charged to Vpp, and if SIGN[k] is equal to “1” (one), Cpac[k] is discharged to Gyp.
At phase two (share), once the supply and mixer switches are opened, both DAC

vop PRECHARGE
SIGN[K] T | Vbac
PHASE 1 - { -
.
£ e
CDAC[K] —/—7‘
SHARE
Vpac Ves
PHASE 2 ome by
CpAC[K] —/—7‘ Css
Lo :
Ves VRF
PHASE 3 b '

Fig. 3.4 The charge transfer between the supply and the RF node is divided into three non-
overlapping phases, namely precharge, share and LO
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Fig. 3.5 Detailed incremental charge-based operation. Since the amount of charge taken by the
RF node is also accounted, the baseband voltage reaches the expected final value Vpg[k] at the end
of the sampling period

and baseband capacitances are connected together, and Qrorar[k] is transferred to
Cpp. At the third and last phase (LO), the mixer switch is closed and the RF node
is charged to the wanted baseband voltage Vgg, subtracting Qgr[k] from Cppg. These
phases are continuously repeated every LO cycle, finally bringing both baseband
and RF nodes to Vpp[k] at the end of the sampling period.

A complete timing diagram is provided in Fig.3.5 showing all the different
charge phases for an example combination of baseband samples. As noticed, in the
CQDAC transmitter the baseband voltage is built incrementally with consecutive
charge packets delivered at LO rate, providing a quasi-linear interpolation between
the wanted baseband voltages Vpplk — 1] and Vpg[k]. By accurately defining Qgr,
every LO cycle the baseband capacitor is charged to a slightly modified voltage V5,
so that when the mixer switch is closed both baseband and RF nodes settle at the
expected voltage.

The absolute amount of charge provided by the DAC is controlled by digitally
selecting the appropriate instantaneous Cpuc value. The charge direction in turn, is
defined by either pre-charging Cpsc to Vpp if the total amount of charge stored at
Cpp should be increased, or discharging it to Gyp otherwise.

The SIGN control signal as well as the reference voltage Vggr to which Cpac is
pre-charged are defined as follows:

0, if Qromar,+[k] =0,

SIGN; 1 [k] =
1, otherwise.

(3.5)
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Vpop, if SIGN[k] =0,
Veer, o[l = 4 /2P .1+[ ] (3.6)
Gpyp, otherwise.

The instantaneous DAC capacitance, in turn, is calculated considering the charge
balance before and after the share switch is closed, as demonstrated in Eq. (3.7).

QroTaL

VRer 1 Vgglk-1] |—> ) Veelk-11+ Q gom.
BB

.

7 Cbac Ces | 7| conc Cgs |

Cpaci+Ikl - Vrer,+ k] + Csg - Vg, + [k — 1]

k
= (Cpac,+[k] + Cgp) - (VBBH-[k = 1]+ QT%HH) 3.7

BB

Therefore, the instantaneous DAC capacitance Cpac[k] required to convey the
wanted charge Qrpraz at time k is:

Csp

- ,
. (Vigp+[K] — Vg4 [k —1]) — 1

Cpac,+1k] = (3.8)

Ororar,+ k]

which is calculated for every new baseband sample, thus at Fg rate.

Again, accuracy can be improved by changing Vgp,+[k — 1] at Eq. (3.8) to the
average value (Vgg,+[k — 1] + Vgg,+[k])/2, so that the trajectory of the baseband
voltage between two samples is accounted in the Cpyc calculation.

3.2.3 Noise and Alias Performance

An important disadvantage concerning typical RFDACsS is the fact that multiple
noise contributors and spurs, including thermal noise, quantization noise and
sampling aliases, are often upconverted to RF frequencies without any filtering.
In this Section, the noise performance of the CQDAC is studied, in light of the
previously discussed noise filtering capabilities given by charge-based architecture
(Sect.2.2.1).
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Fig. 3.6 Conventional first-order RC filter. The fixed resistance (Rpxgp) yields an also fixed cutoff
frequency [Eq. (3.9)], typically placed above the maximum baseband frequency

3.2.3.1 Intrinsic RgcC Noise Filtering

On analog-intensive transmitter architectures massive reconstruction filtering is
typically applied in order to attenuate all sorts of noise contributors coupled
to the baseband signal, including thermal and quantization noise. Regardless of
the filter implementation, except for specific operating-mode reconfigurability
[Sow09, Ros13, Ing13] the reconstruction filter cutoff frequency is always fixed and
does not depend on the filtered signal itself. A first-order RC reconstruction filter is
exemplified in Fig. 3.6, with its corresponding cutoff frequency given by Eq. (3.9).

1

g = — (3.9)
J-sdbiec 27 - Rexep - Cpa

In the incremental-charge-based TX however, the two-phase operation of the
QDAC switches leads to a Switched-Capacitor Resistance (Rgc¢) that, in combination
with the baseband capacitor Cpp, produces an inherent single-order low pass filter
in the signal path with a time constant that varies significantly over time. Since
the DAC capacitance is a function of the input signal, it produces a time-varying
RscC filter (Fig. 3.7) whose bandwidth is automatically adjusted to accommodate
the required instantaneous transitions of the baseband voltage, so that Vpp is not
attenuated. In fact, with sufficient DAC resolution, it is possible to create a perfect
distortion-free sinewave from a square-wave reference voltage toggling between
VDD and GND-

The noise sources which are not correlated to the input signal, on the other hand,
are filtered by the charge-based architecture with an equivalent cutoff frequency
given by the average conductance of CQDAC, as shown below:

Fro-(C
Frag = Tro (Concin) (3.10)
2w - CBB
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Fig. 3.7 CQDAC equivalent RC filter. The signal-dependent resistance (RyagiapLe) Creates a time-
varying single-order low-pass filter whose bandwidth is automatically adjusted according to the
input signal

As discussed in Sect.2.2.1, the Root Mean Square (RMS) value of Cpyc is
mostly a function of the signal’s amplitude and frequency. As the signal swing
decreases (decreasing the maximum signal derivative), a lower amount of DAC
capacitance is needed to convey the required Qrprar, decreasing the RMS value and
consequently the noise cutoff frequency. An example periodic steady-state noise
simulation (PNOISE) is shown in Fig. 3.8 for 8 MHz 400 mVpp single-tone. Even
though the noise transfer function shows a cutoff frequency 2.8x lower than the
fundamental, the signal itself is not attenuated.

The cutoff frequency variation with respect to the signal amplitude is shown in
Fig. 3.9 using a 10 MHz single-tone. When Qrora. is dominated by the baseband
charge contribution, an increase in Cpp is followed by a directly proportional
decrease in (Cpacy,s), keeping f—_34p unaffected. In this case, for baseband voltage
swings smaller than 80 % of the supply voltage (0.9 V in the example) the charge-
based CQDAC provides an equivalent cutoff frequency that is notably smaller than
the actual baseband frequency. This trend can also be seen in Fig. 3.10, where the
result obtained from both PNOISE simulations and Eq. (3.10) are compared using
baseband frequencies ranging from 1 to 20 MHz.

The same noise filtering capability is observed when wideband multi-tone
transmit signals are applied. For example, the noise cutoff frequency of a 0.1 Vrys
20MHz BW WLAN-like modulated signal is roughly 4 MHz, corresponding to an
RMS DAC capacitance of 1.1 pF.
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Fig. 3.8 PNOISE simulation of a 400mVpp (—13.97dBV), 8 MHz single-tone sampled at

128 MS/s. Uncorrelated noise is filtered by an equivalent cutoff frequency 2.8x lower than fgg,
without attenuating the baseband signal
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Fig. 3.9 Noise cutoff frequency versus baseband amplitude for a 10 MHz single-tone sampled at
128 MS/s, and a baseband capacitance of 50 pF

As demonstrated in Fig.3.11, quantization noise is also filtered by this pole,
relaxing the implementation and improving the power efficiency by allowing both
sampling frequency and DAC number of bits to be reduced. Although a bit counter-
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Fig. 3.10 Noise cutoff frequency versus fzp for a 400 mVpp single-tone sampled at 128 MS/s, and
a baseband capacitance of 50 pF
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Fig. 3.11 Baseband output spectrum of the charge-based CQDAC versus a typical DAC imple-
mentation (Cgg = 50 pF, Agg = 400 mVpp). The quantization noise filtering capability is clearly
noted

intuitive when first considered, this remarkable effect of a time-varying cutoff
frequency—that automatically scales with amplitude and frequency—is a major
advantage of the incremental-charge-based transmitter.
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3.2.3.2 Quantization Noise

Apart from being filtered, the quantization noise performance is also leveraged in the
charge-based architecture. Introduced whenever an infinite resolution analog signal
is represented by its discretized digital counterpart, quantization noise for a given
DAC implementation is bounded by the minimum voltage or current step that can
be produced at its output. In a conventional architecture it corresponds to the LSB
size, which in most cases is determined by the full output scale divided by the total
number of steps that can be represented with the given number of bits (2875 — 1),
In a charge-based DAC however, the minimum voltage step that can be resolved at
the output is given by:

CUNIT

AVyyy = —— - (Vrer =V, 3.11
MIN Cpz + Connr (VreF BB) (3.11)

Simple closed-form SNR calculations are hindered by an inevitable baseband
signal dependence of AVj,y. However, insightful analysis can still be made
considering the design parameters involved: As shown in Eq. (3.11), the AV,;y at
the CQDAC output is fundamentally determined by the ratio between Cyy;r and
Cpp. As aresult, the quantization noise in this architecture can be reduced by simply
choosing a small enough unit capacitance with respect to Cpp. This remarkable
feature can be observed in Fig.3.12, where the quantization noise floor is shown
using two different unit capacitors for a single baseband capacitance of 50 pF. As
expected, with a fixed Cpp the quantization noise density drops by 12 dB when the
unit capacitor is reduced by a factor of 4.

Notably, as shown in Fig. 3.13 a quantization noise SNR of 86 dB (roughly 14-bit
ENOB) can be achieved with a 50 pF baseband capacitor combined with a 2 fF unit
capacitance. In cases where the unit capacitance cannot be decreased, quantization
noise can be still be reduced by increasing the baseband capacitor Cgp.

The CQDAC total number of elements determines the maximum DAC capaci-
tance, which translates into the largest amount of charge that can be transferred at
once to the baseband capacitor.

QrotaLysy * Coacyuy = Conir - (2Y — 1) (3.12)

where N is the total number of DAC elements.

As a result, rather than resolution the CQDAC size defines the maximum voltage
step that can be produced at the output. Therefore, the charge-based DAC number
of bits can be chosen based on a minimum required baseband frequency and
voltage swing, as shown in Fig. 3.14 for multiple baseband amplitudes (considering
a baseband capacitance of 50 pF). Lower bandwidth applications can therefore
consume even less area, since a smaller number of elements is required for the same
output swing.
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3.2.3.3 sinc? Alias Attenuation

Finally, as discussed in Chap.2 the baseband sampling alias attenuation should
also be improved in the proposed architecture. In the capacitive charge-based TX,
although the CDAC calculation is performed at baseband rate the charge transfer
is transferred at LO frequency. Since the total charge required over one sampling
period is subdivided in Fpp/Fs steps, a quasi-linear (“L-fold”) interpolation is
inherently implemented between baseband samples (Fig. 3.15). Rather than a sinc
transfer function, the sampling aliases in the charge-based transmitter are shaped by
a sinc? function, significantly increasing their attenuation.

The term “quasi” is used in this case due to the fact that the voltage step per
LO cycle decreases within a single sampling period as Cgg charges (or discharges).
This effect is specially noted when large Fyo/Fjs ratios are used, without affecting
however the alias attenuation, as demonstrated in Fig.3.16. As noticed, a ratio of
two between Fpp and Fys is already sufficient to improve significantly the alias
suppression.

3.2.4 Harmonic Performance

On every transmitter architecture the spectral purity of the output signal is affected
by each and every block composing the signal path. Current-source-based trans-
mitters, for instance, have their harmonic performance affected by the inevitable
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Fig. 3.12 Quantization noise floor versus Cyy;r for a fixed Cpp of 50 pF. As expected, the noise
floor power density is reduced by 12 dB when the unit capacitance is divided by four
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Fig. 3.14 Required number of DAC elements for various baseband maximum amplitude and

frequency (Cgp = 50 pF)

voltage and code dependence of the output current, typically modeled as amplitude
(AM-AM) and phase (AM-PM) distortions [Alal4].

As for the charge-based architecture, the correct operation relies on precisely-
defined packets of charge being transferred to the RF node every LO cycle.

Due to incremental operation,

errors in the charge transfer are also integrated at
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Fig. 3.16 Alias relative power versus baseband sampling frequency (fs). For sampling frequencies
lower than f; /2 the alias attenuation improves significantly

Cpp, potentially distorting the transmit signal and increasing the total harmonic
distortion. Possible causes are either charge miscalculations or circuit non-idealities.
However, while the former can be reduced after fabrication by calibration and fine
adjustments of the charge calculation algorithm, the latter sets an intrinsic limit to
the architecture’s harmonic performance.

To achieve the required signal integrity, it is crucial to target complete voltage
settling whenever charge is being conveyed along the signal path. As such, the
switch ON-resistance (Rgy) is a major design parameter as it determines the path
resistance and thus the time-constant of each phase in the charge transfer. An
excessively large ON-resistance would hamper the required settling and degrade the
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Fig. 3.17 Charge transfer and resulting voltage excursion using two different switch implementa-
tions. The voltage error introduced by the poor voltage settling is accumulated at Cpgp

system dynamic performance. Figure 3.17 shows the difference in settling for two
different switch implementations, one providing an equivalent RC constant of one
tenth of the switch ON-time (Tpy), and the other half (Tpy/2). As demonstrated,
the poor settling observed in the second case leads to an increased voltage error at
the end of the switch ON period, that is propagated over time in the charge-based
architecture.

The accumulation of the charge error at Cpp due to insufficient settling introduces
significant harmonic distortion, as depicted in Fig.3.18. In this example, just by
reducing the Rsy C time constant from half to one quarter of the switch ON-time the
spurious-free dynamic range is increased by more than 10 dB, considering a 1 MHz
baseband tone sampled at 200 MS/s.

On the other hand, increasing the switch aspect ratio (to reduce Rgy) also
increases the power consumption of the LO drivers and introduces signal distortion
due to a more pronounced switch charge injection. A good compromise can be found
in Fig. 3.19, where the capacitive charge-based transmitter’s harmonic performance
is analysed against different settling conditions.

As expected, smaller time-constants (larger conductance) yield better harmonic
performance. However, it can be also noted that for RC values bellow one seventh
(1/7) of the switch ON-period, the harmonic distortion is not significantly affected
by the switch conductance anymore, and HD3 settles around —71dBc. This
approach also allows one to define the minimum number of time-constants—and
hence the maximum allowable switch resistance—corresponding to the maximum
acceptable harmonic distortion, so as to optimize the switching power consumption
in cases where less stringent linearity requirements apply.
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Fig. 3.19 Harmonic Distortion versus charge path time constant as a fraction of the switch ON-
period

Charge injection is another potential source of non-linear distortion in charge-
based architectures. Every time one of the switches in the signal path is closed,
a certain amount of charge is absorbed by its inversion layer, which is again
released when the switch is opened and the channel is extinguished. Even though
the total amount of charge in the system is not altered, the charge balance between
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capacitances is distorted. Further details about the implementation of the several
switches along the signal path are given in Sect. 3.3.

3.3 Circuit Realization

The complete circuit realization of the capacitive charge-based transmitter is
disclosed in this Section. Architecture validation and early-stage performance
evaluation were performed using a comprehensive MATLAB model that allowed
system-level simulations observing minimum required out-of-band noise emission
and harmonic performance. Transistor-level simulations using SPECTRE are also
provided.

The CQDAC transmitter design and prototype were realized using a 28 nm
CMOS technology, with a supply voltage of 0.9 V. Key layout details are provided
in Sect.3.3.1.4.

3.3.1 CQDAC

An overview of the charge-based DAC is shown in Fig.3.20. The realized imple-
mentation consists of 1024 unit cells combined in parallel, providing an increasing
DAC capacitance proportional to the input command INPUT/0:9].

The CQDAC array is segmented into 5/5 binary and unary bits, with both of them
being derived from the same unit cell. Thermometer decoding is fully implemented
using NAND and NOR gates, using simple enough logic functions to have their
layout custom placed and routed.

3.3.11 Cynir/Css

When SAW-less implementation is targeted, quantization noise (among other
sources) at the receive band has to be significantly reduced in order to enable
Frequency-Division Duplexing (FDD) operation. In cases where reconstruction
filtering is not desired, the stringent noise requirements can only be achieved by
either increasing the DAC number of bits, or the sampling frequency. In both cases
power and area consumption are impacted.

Assuming a target quantization noise density of —165 dBc/Hz, it is required that:

82

10log(—— ) < —165 (3.13)
A%{MS * (fs/z)

where efms and Agys stand for the RMS quantization error power and maximum
signal amplitude. For a conventional DAC, eém and Agys are both functions of the
quantization step gs as shown in Eq. (3.14):
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where N is the wanted DAC number of bits.
By further manipulating Eq. (3.13), it can be derived that:

41065
log, (—)
o\ ¥ ) (3.15)

N =
2

indicating that more than 13-bit resolution is required if a sampling frequency of
500 MS/s or less were to be used.

On the capacitive charge-based architecture, on the other hand, the power and
area consumption can be relaxed given that quantization noise is proportional to
the ratio between two capacitances, namely the baseband Cpg and the QDAC
unit capacitance (Cyy;r). As a result, the same 13-bit equivalent resolution can
be achieved with several combinations of Cyy;r and Cpp (Fig.3.21), allowing
significant area reduction when both capacitances are decreased.

Besides quantization noise scaling, the baseband capacitance also has the
important role of defining the noise cutoff frequency. As previously discussed, when
low impedance RF loads are used, the equivalent noise f_34p is shifted to higher
frequencies, due to the increased conductance observed (through the passive mixer)
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Fig. 3.20 Top-level schematic of the CQDAC implementation
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Fig. 3.21 CQDAC equivalent number of bits for various combinations of Cyy;r and Cgp

at the baseband side. If in-band noise filtering were to be provided in this case, a
minimum Cpgp value would be required in order to reduce the noise cutoff frequency
sufficiently.

However, with an expected PPA input capacitance of approximately 250 fF, the
noise cutoff frequency is marginally affected by the RF load, allowing Cpp to be
reduced down to a minimum defined by quantization noise requirements. Therefore,
among the several possible combinations of Cyy;r and Cgg shown in Fig. 3.21, the
one leading to minimal area consumption was preferred.

Technology documentation files indicate that a relative standard deviation
(sigma/mean) of 0.7% 1is expected for a 2fF MOM capacitance. System-
level simulations considering this statistical information point that a 95.9%
yield (maximum INL and DNL below 0.5-LSB) can be achieved with such
unit capacitance considering a 10-bit DAC, which is satisfactory for a first
implementation. The desired 13-bit equivalent number of bits should therefore
be assured with a 45 pF baseband capacitance.

The CQDAC number of bits, in turn, is defined by the maximum required amount
of charge needed per LO period, which is proportional to the maximum derivative
of the wanted output signal—and hence its maximum amplitude and frequency
product. Shown in Fig. 3.22, 1024 unit cells is enough to provide a wide range of
maximum baseband swings and frequencies, including the targeted 20 MHz fg,,,
with 0.5 Vpp.
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Fig. 3.22 Different possible combinations of maximum swing and frequency attained with 1024
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Fig. 3.23 CQDAC unit cell schematic, showing the control logic used to synchronize the different
charge phases

3.3.1.2 Unit Cell

The CQDAC unit cell (Fig.3.23) is a combination of a 2 fF Metal-Oxide-Metal
(MOM) Cynyr and four switch transistors, two to pre-charge the unit capacitor and
two to provide a sharing path to the baseband capacitor.

Four signals control the unit cell operation: CGH, CGL, SHT and SHB. The
charge and share control phases are respectively synchronized with non-overlapping
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25% and 50% duty-cycle PRECHARGE and SHARE LO signals, logically
combined with the selection bit SEL and the control signal SIGN.

Again, complete voltage settling is crucial to achieve an improved harmonic
performance. Whenever the DAC capacitance is pre-charged to one of the supplies
or charge is shared between the DAC and baseband capacitances, complete settling
should be observed before the switch is re-opened. The path time-constant of both
charge and share phases are shown in Fig. 3.24.

As studied in Sect. 3.2.4, for RC values bellow one-seventh (1/7) of the switch
ON-period the harmonic distortion is not significantly affected by the switch
conductance anymore. Increasing the switch sizes above this point would not
improve the system linearity. On the contrary, larger switches in this case would
imply a larger amount of switch charge-injection.

Switch charge-injection is a very important aspect to be observed when operating
in charge-domain. Whenever one of the charge or share switches is opened, the
charge populating the conduction channel is re-injected to both drain and source
terminals. The absolute amount of charge in the system is not altered, but the
expected charge balance between the several capacitors existing along the signal
path is changed.

Considering the share phase as an example, the distortion mechanism works as
follows (Fig.3.25): when the SHARE switch is closed, the corresponding amount
of charge required to build the inversion layer in the switch channel (Qcganner) 1S
subtracted from both Cp,c and Cpp.

After the channel is formed, charge is shared between Cpsc[k] and Cgp until
their voltages equalize at V¢ osep. Notice that in the Ve osep expression the channel
charge is subtracted from the charge balance.

Vpacy - Cpaclk] + Veay - Ces — QcranneL
Cpaclk] + Cgs

Verosep = (3.18)
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Fig. 3.25 Error voltage mechanism induced by charge injection

After complete settling, the switch is opened and the channel charge is again
equally re-distributed, finally leading to the following baseband voltage:

0
Vs, = Verosep + %”:BEL (3.19)

Further manipulated to Eq.(3.20), it can be seen that the switch charge-
injection introduces a voltage error (AVggror) in the charge operation that is both
proportional to Qcpanner and the code-dependent difference between the DAC and
baseband capacitances.

AVERROR

v _ Vbacy - Cpaclk] + Vggy - Css Qcuanver.  (Cpaclk] — Cas)
BBy, = - .
N Cpaclk] + Cgp 2 (Cpaclk] + Cgp)

(3.20)
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Fig. 3.26 Charge injected by a 400 nm/50 nm transistor as a function of its terminal’s voltage. The
combination of complementary NMOS and PMOS switches reduces the amount of charge injected,
as well as creates a zero-crossing point where charge-injection is completely cancelled

Signal integrity is also degraded by the fact that the amount of charge stored in the
inversion layer—and hence re-injected when the switch is opened—is proportional
to the switch overdrive (Voy) [Raz00]:

Ocuanner, = W-L-Cox - Voy (3.21)

In the case of the CHARGE switches, Vyy is always fixed since the source
terminal is connected to a fixed potential. However, since both drain and source
terminals of the SHARE switch follow the baseband voltage, signal distortion due
to charge-injection voltage dependence is also introduced.

The best approach to mitigate the impact of charge-injection is by optimizing the
switch sizes in order to reduce QcyannerL, and applying complementary switches
whenever applicable. As seen in Fig. 3.26, the complementary channel characteris-
tics of NMOS and PMOS transistors reduces the amount of charge injected, which
can be ultimately nulled at Vpp/2 by design. For a small price in design complexity
and power and area consumption, the benefits of using complementary switches
also include the reduction of clock feedthrough and increase in switch conductance,
allowing the output signal range to extend from rail to rail.

The charge switches are kept either NMOS or PMOS to minimize the (non-linear
voltage dependent) parasitic loading of Cynyr given by their intrinsic capacitances.
Finally, the schematic of the sized unit cell is shown in Fig.3.27. As previously
stated, all switches were sized in order to provide the required conductance
corresponding to 1/7 of the minimum switch ON period, given by 25 % of a 2.4 GHz
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Fig. 3.27 Final schematic of
the implemented unit cell UNIT CELL
showing device sizes
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LO frequency. Minimum length is avoided at the share switches to reduce the OFF
conductance and hence minimize leakage.

3.3.1.3 Thermometer Decoder

In a pure binary implementation, the unit cells composing the DAC architecture
are binary-weighted and directly selected by the digital input word. Since no
decoding logic is required, these architectures are simpler and typically more
efficient. However, monotonicity is difficult to guarantee and large DNLs are thus
typical. Unary implementations, on the other hand, are inherently monotone, but the
decoding circuitry required to convert the binary input word into thermometer code
can have a significant impact on both power and area consumptions.

A segmented implementation where the architecture is sub-divided into binary
and unary cells can provide the best of both worlds. Depending on the number of
unary cells, thermometer decoding can be implemented with simple circuitry.

In this implementation a 50 % segmentation was chosen, considering the still
manageable thermometer decoder complexity. The least significant half of the input
code is implemented using binary-sized unit cells, which are directly controlled by
the digital input code. The most significant half, on the other hand, is implemented
using 31 unary cells, all of them sizing 32 units. The corresponding unary part of
the digital word is converted to thermometer code using the logic functions shown
below [Van03].
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TH, = By.B) + B,.B3.By THi7 = By.B) + B,.B; + B,
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THys = By + B|.B, + B3.B4 TH3, = By + B1.B, + B; + By

THis = B,

These functions have the advantage of being fully implemented using NAND and
NOR gates, and are simple enough to have their layout custom placed and routed.

3.3.1.4 Layout

An overview of the CQDAC floorplanning is given in Fig. 3.28. The DAC array is
divided into 36 lines, with every line being occupied by a single binary or unary bit.
The DAC lines are alternately placed above and below the central line, starting from
the LSB (BINO). In this way, the binary bits are gathered in the middle of the array,
vertically surrounded by the unary cells. Control logic and thermometer decoder is
placed on both sides.

The unit cells are uniformly spread along the bit line, so that horizontal gradients
can be minimally accounted. Dummy cells are widely used to avoid border effects
and to balance the capacitive loading seen from every control logic driver. The
control signals are fed horizontally across the bit line (Fig. 3.29), and the unit MOM
capacitance is shielded from the surroundings with top and bottom grounded metal
plates.
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The charge and share signals are symmetrically distributed to both sides of
the array. Phase noise constraints are relaxed here since phase information of
both charge and share signals are “masked” by the corresponding mixer switch.
Nevertheless, extensive buffering is still used as precaution to avoid that excessive
delay creates overlap between the share and mixer phase.
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The baseband 45 pF MOM capacitor is placed on the (north) side of the CQDAC
array, and consumes 128 pum x 90 um, with a capacitance density of 3.9 pF per
square micrometer.

3.3.2 Mixer and PPA

The last two blocks in the transmit chain of the charge-based transmitter are the
mixer and the PA driver. These two blocks have their design and performance
intrinsically intertwined, and are thus discussed together in this Section.

From many aspects, the mixer is a key component of any TX implementation.
It has the important role of up-converting the baseband spectrum to a higher
output frequency, while driving the subsequent block’s (PPA) input capacitance with
sufficient swing, without limiting the linearity and noise performance of the TX.
Choosing between the different mixer topologies depend on many factors, including
available LO swings, required isolation, linearity, output flicker noise, etc.

When gain or high isolation between baseband and RF nodes are not strictly
necessary, passive mixers can offer important advantages to the transmitter design.
For instance, conventional implementations employing active mixers are typically
affected by the high noise produced by the voltage-to-current conversion in the
Gilbert cell, which are difficult to filter and can only be reduced with significant
increase in power consumption [Okal 1]. On passive mixers, on the other hand, since
no V-I conversion is performed the noise floor is mainly determined by the switches’
ON resistance. Flicker noise is also relaxed since there is no bias (DC) current
flowing through the switches [Mirlla]. Finally, the transistor stacking of active
mixers also require higher voltage supplies—a significant drawback considering
modern technology nodes. Passive mixers are not only simple to realize but also
friendly to technology scaling.

For all the above, a voltage sampling passive mixer (Fig.3.30) is realized in
this design [He(09]. Voltage-mode operation is preferred in this case since it allows
baseband noise filtering, intrinsically provided by the charge-based operation.
Double-balanced mixing with a single-ended output is performed using 25 % duty-
cycle LO signals, summing I and Q signals in voltage domain by alternately
sampling each one of the baseband voltages onto the output load capacitance, given
by the input capacitance of the subsequent PPA.

The PPA, in turn, is the last block in this charge-based TX implementation.
It amplifies the upconverted RF signal from the mixer output and feeds it to an
off-chip 50 2 load representing the PA input. As with mixers, key PPA design
requirements are low noise contribution for FDD operation and high linearity for
improved EVM and ACPR performance. Power efficiency is another important
concern, however to sustain sufficient linearity many times the use of less efficient
amplifier topologies (e.g. Class-A) becomes necessary. In these cases, the PPA
design becomes in practice a matter of finding the best spot with regard to linearity
and noise performance, with little room left for improvements in power efficiency.
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Fig. 3.30 CQDAC TX block diagram showing the voltage sampling passive mixer and PPA used
in this implementation

If the input signal characteristics are fixed, one of the few things available to relax
the design of a Class-A PPA is to increase the supply voltage (if possible). A larger
supply voltage enables larger output swings that, for a constant output power: first,
decreases the drain current and hence the required transistor width, incurring less
capacitance to be driven by the preceding stage; second, improves the PPA linearity
by providing more voltage headroom, and third, relaxes the design and decrease
the losses in the output matching network [Raz12]. However, together with a larger
supply voltage come reliability issues. In order to prevent transistor breakdown, the
inclusion of a thick-oxide cascode transistor becomes necessary.

3.3.2.1 PPA Design

The PPA schematic is shown in Fig.3.31. It consists of a Common Source (CS)
amplifier, cascoded with a thick oxide device allowing 1.8 V supply. An external
bias “tee” is used to increase the maximum output swing.

A compression point of 10dBm (2 Vpp) is targeted in this implementation,
demanding a minimum gain of 12dB from the PPA, considering the pre-fixed
maximum baseband swing of 0.5 Vpp.

Though not obligatory, the CQDAC output swing is maximized when the DC
voltage is set to Vpp/2 (0.45V). With a pre-defined overdrive, the input transistor
M1 is sized to provide the required transconductance for the given gain and output
load (50 €2), also accounting for the current division between 1/gmy, and gdsyy .
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Fig. 3.31 PPA schematic 1.8V
depicting the external bias tee -1
and 50 €2 load
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The thick-oxide transistor M2 in turn is sized to ensure the required OP1dB. As
in typical PPA designs, the cascode bias voltage (Vgasppa) sets a tradeoff between
linearity and stress. Increasing the bias voltage can possibly drive M2 to triode,
changing VD and thus creating compression. Decreasing Vpjasppa, on the other
hand, may produce excessive stress on M2 due to an increased drain-to-source
voltage. In this design Vpgjasppa is made equal to 1.3V, and is provided externally
from a dedicated pin so that tunability is improved.

To avoid gain degeneration due to excessive voltage drop at the bond-wires, three
bond-pads were dedicated for ground connection. Figure 3.32 show the simulated
compression characteristic and efficiency versus input power. Output noise spectral
density is shown in Fig. 3.33.

After extraction, a total gate capacitance of approximately 250 fF including
layout parasitics is expected.

3.3.2.2 Mixer Design

Simple in concept and design, the passive mixer used in this CQDAC transmitter
realization consists of four switches that sequentially sample each one of the
quadrature baseband voltages to the output node at the corresponding LO phase
(Fig. 3.34).

When any of the mixer switches is closed, charge is shared between the
corresponding baseband capacitance and the Cgs—pps, instantaneously driving
the PPA input voltage to the corresponding 1Q component. Not to degrade the
TX performance, the mixer switches should be designed accordingly observing
minimum constraints in terms of signal integrity and noise contribution.

Similar to the CQDAC, the mixer switches are also part of the charge-based
operation and thus must obey the maximum time constant requirement, set pre-
viously through system analysis. As shown in Eq. (3.22), the time constant given
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Fig. 3.33 PPA output noise spectral density

by the mixer switch (Fig.3.35) in combination with the baseband and PPA input
capacitances should be smaller than 1/7 of 25 % of one LO period, requiring a
maximum switch resistance of 71 €2.
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( 0.5 )2

Ruixypy = #‘ﬁm ~ 60Q (3.23)

With respect to noise, it can be proved that the noise contribution of all four
switches in a 25 % duty-cycle passive mixer can be simplified as a single white-
noise voltage source at the RF side with a power spectral density equal to 4kTRx,
where Ryx is the switch ON resistance [Mirl 1b]. If the duty cycle is decreased to
something less than 25 %, the resulting “hold” phase shapes the noise spectrum
by concentrating a larger part of the noise power at low frequencies [Kun06].
Nevertheless, for the given purposes the 25 % assumption is valid in cases where the
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Fig. 3.36 Switch resistance voltage dependence for example NMOS, PMOS and NPMOS imple-
mentations

duty cycle is slightly decreased to prevent overlapping between the several switch
phases.

To make sure that the mixer noise does not violate the maximum out-of-band
noise emission, the switch ON resistance corresponding to a spectral noise density

of =165 dBc/Hz is calculated, considering a 0.5 Vpp baseband swing:
Therefore, in this realization the minimum switch conductance requirement is

overruled by noise constraints.

It is pointed in literature that transmitter implementations using advanced
technology nodes should not have their linearity limited by the passive mixer,
since switching performance is always improving over time. Instead, Pre-Power
Amplifier nonlinearities would be the limiting factor in this case [Mirl1a]. Though
partially true, this statement does not take into account the considerable distortion
introduced by the switch conductance voltage dependence given by a non-fixed
switch overdrive, as shown in Fig. 3.36.

To illustrate the point, Fig.3.37 demonstrate two spectra: one using an ideal
switch with a finite ON resistance of 50 2, and another with an NPMOS switch
providing a peak Ry;x of the same value. Even with a much reduced voltage
dependence achieved with the complementary switch (with respect to a single
NMOS or PMOS), the third-order harmonic is degraded by roughly 30 dB.

The approach used in this implementation to improve the mixer linearity was to
increase the switch overdrive by decoupling the LO signal and biasing the transistor
gates through a 15 k2 bias resistor. By shifting in design the DC value by 0.2V, not
only the mixer linearity could be improved significantly, but the mixer switch sizes
could also be reduced, incurring less charge-injection (already minimized through
NPMOS switch utilization).

Finally, the mixer switch schematic can be seen in Fig. 3.38.



80

3 Capacitive Charge-Based Transmitter

0 T

20 F + Ideal {Hr

—{+— NPMOS

-100

Output Spectrum [dBV]
&
[—]

-120

-140 |

-160 !

1.85 1.9 1.

95 2

2.05 2.1 2.15

Frequency [GHz]

Fig. 3.37 Example spectrum showing the impact of the switch resistance voltage dependence

900fF

1.1V

VBIAS+

0.2V
15kQ
VBIAS+

o LN 4w
T+

VBB /\/ I

20u/40n
20u/40n

— VRF

0.9V u
Lo ||0V | | —"l‘lW—EI VBIAS-

900fF

0.7V

15kQ

-0.2V

Fig. 3.38 Mixer switch schematic with device sizes in detail. The LO signal is decoupled and
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3.3.3 LO Generation

The LO generation block is responsible for creating the four duty-cycled quadrature
LO signals, which are used both to drive the voltage sampling passive mixer and to
synchronize the different charge-based operations.

Two important aspects should be observed when designing the LO generation
block: First, due to the charge-based nature of the complete transmitter it is crucial
that no phase overlapping is observed, neither among the mixer switches nor the
different charge and share phases operating the QDAC. While the latter would
provide a short path between the supply and Cgg, the former causes undesired charge
sharing between the different baseband capacitors. In both cases the incremental
charge accumulation would be corrupted, leading to severe signal distortion that
could hardly be compensated during CQDAC operation.

Second, LO phase-noise from the transmit path is fully translated to the RF
output and therefore must be minimized. An excessive phase noise skirt can mask
the signal received by a neighbor user in close proximity, or by its own receiver
in full-duplex operation. For the latter, the same stringent phase noise requirement
of —165dBc/Hz at 45 MHz offset is targeted at the LO generation block output,
considering the noise budget described in Chap. 1.

A top-level block diagram of the LO generation block is shown in Fig. 3.39.
Starting from an external signal source at twice the LO frequency (2 - fip), the
input 2LO signal is first made differential using a hybrid coupler and AC coupled
to the chip. On chip, a first amplifying stage (inverter) converts the sinusoidal input
into a more “square wave”-like signal. The duty-cycle at the output is controlled
by adjusting the DC voltage at the inverter input, done with replica biasing using
tunable NMOS and PMOS strengths. With duty-cycles ranging from 46 % to 50 %,
the intermediate LO signals at 2 - f; o are divided by two in frequency using D flip-
flops, specially designed to provide the required speed with minimal phase noise
constraints. The divided output is finally combined using logic gates with the signals
2L0O+ and 2LO—, providing the four quadrature LO phases with duty-cycles that
can be adjusted from 23 % to 25 %.

The only role of the divided output in this case is to provide a logical “mask” to
which the 2LO+ and 2LO— signals are combined. The phase noise of the output LO
signals, as a result, are exclusively defined by the higher frequency 2 - f;o signals,
allowing the noise constraints and thus power consumption of the frequency divider
to be reduced significantly.

3.3.4 Top-Level Description

A top-level schematic of the implemented prototype is shown in Fig. 3.40. Different
blocks such as a network-on-chip (NOC), clock dividers, memory and voltage
buffers are also included.
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Fig. 3.39 LO generation scheme. Quadrature LO signals with adjustable duty-cycle are made
from logic combination between LO signals at f7 and 2 - f; o frequencies

For a given transmit signal, the charge calculations and the corresponding DAC
capacitances are first evaluated externally using mathematical tool MATLAB, and
later loaded into the integrated memory. Once loaded, the data is continuously
cycled, first being synchronized to the appropriate LO phase and then fed to the
corresponding CQDAC. The memory readout can be done at multiple fractions of
the LO frequency (from 1/1 to 1/8), as set by a sequence of frequency dividers that
can be bypassed if desired.

This first charge-based TX realization features a 1K latch-based integrated
memory that can be programmed via Serial Peripheral Interface (SPI) interface.
Each memory position is 24 bits wide, originally designed to provide a 12-bit
resolution to both I and Q data. However, due to the fact that in the charge-based
TX the DAC capacitance values fed to each one of the QDACS can be distinct at any
given time (D4 # D;_), the number of bits per IQ differential component would
have to be reduced to 6 in this case. Therefore, to keep the required resolution the
IQ data is interleaved (D;4/Dj—, Do+ /Do—-, Di+/D;—, ...) before being loaded
to the memory, reducing by half the number of unique IQ samples that can be
transmitted (from 1K to 512 words). This memory limitation prevented the EVM
characterization of the first prototype since not enough symbols could be stored on
chip. Nevertheless, having an integrated memory simplifies the design reducing the
number of pads required and allowing the sampling frequency to be increased up to
2.4 GHz.
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Fig. 3.40 Top-level block diagram of the CQDAC TX prototype

An additional test mode was implemented where the mixer block can be
independently switched OFF and the baseband voltages are observed without being
influenced by the RF load. By removing the RF charge component, valuable
information about the CQDAC characteristics and intrinsic performance (including
linearity) can be assessed. For this test, unity-gain amplifiers working as voltage
buffers were included in order to probe the baseband voltages without adding
external interference.

The voltage buffers were implemented as two-stage Miller-compensated OTAs
in closed loop for unity-gain. Each amplifier provides a DC gain of 60 dB, with a
Gain-Bandwidth Product (GBW) of 200 MHz. To make sure that observed harmonic
performance is not affected by the amplifier, the buffer was implemented using
1.8 V thick-oxide transistors, with PMOS input pair. To guarantee stability at all
conditions, a minimum of 55.6° phase margin is assured even when the output node
is loaded with 10 pF capacitance. The schematic is shown in Fig. 3.41.

Finally, the control bits existing in every block are set through a dedicated
Network-On-Chip (NOC) whose internal registers can be programmed via an USB
interface. As early stated, the proposed CQDAC transmitter was prototyped using
a 28 nm CMOS technology. The chip occupies 1.4 x 1.1 mm? (with pads), with an
active area (including the entire transmitter except integrated memory and NOC)
of 0.25 mm?. Available spaces were filled with supply decoupling caps, which are
not believed to be decisive on achieving the reported results. A chip micrograph is
provided in Fig. 3.42.
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3.4 Measurement Results

3.4.1 Measurement Setup

=3 r—=—=_
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" 256u/400n
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For this design, a custom-made PCB (FR4—four layers) is fabricated with no
special features for making shorter bonding connections. The chip is directly bonded

to the board using conventional wire-bonds.
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To improve observability and avoid that supply coupled noise deteriorate the
noise performance of the CQDAC, distinct supplies were assigned to each one of the
sensitive blocks, including the CQDAC’s analog supply, the PPA and the MIXER
bias voltages. In total seven different supplies are used, all provided by a Agilent
N6705 regulated supply source with multiple outputs.

The output stage was biased using a bias tee and a 1.8 V dedicated supply. The
RF signals were directly measured using a R&S FSW-26 spectrum analyzer, while
the baseband voltages were buffered with a differential active probe (TEKTRONIX
1163).

During the initial measurement phase, few samples had their output stage (PPA)
damaged after repetitive test cycles, indicated by a sudden degradation of the system
linearity and a large increase in the gate current seen at the PPA cascode transistor.
The reason is believed to be an oxide breakdown caused by consecutive discharges
of the large bias tee’s inductor every time the transmitter was re-programmed and the
PPA input transistor was cut (note that the PPA is DC coupled to the mixer output).
This problem was solved by shunting the RF output with an extra 50 2 resistor
that worked as a discharge path for the bias tee inductance. The implied signal
attenuation could be properly de-embedded from measurements and no additional
samples were damaged after this measure.

Another important issue addressed during measurements was the increased phase
imbalance given by the hybrid coupler used to convert the LO signal from single-
ended to differential. The minimum duty-cycle configuration achieved with the LO
generation block (approximately 23 %) was not sufficient to avoid the resulting
overlap between the different LO phases, caused by a measured 10° phase error
at 2.4 GHz. To solve the problem, the LO duty-cycle was reduced at the input (thus
at 2-f10) using a HP 8133 A pulse generator, that unfortunately had a maximum lock
frequency limitation of 3 GHz, implying a maximum LO frequency of 1.5 GHz. For
this reason, RF measurements of the CQDAC prototype are limited to 1 GHz LO
frequency. This problem was solved in the following chip by increasing the duty-
cycle control range and including back-to-back inverters along the LO generation
chain, as discussed in Chap. 4.

An overview of the measurement setup is shown in Fig. 3.43.

3.4.2 CQDAC Measurement Results

As pointed in Sect.2.2.1.4, a flawless QDAC operation relies on an accurate
quantification of the different accumulators involved in the charge-based operation,
namely the unit capacitor Cyyyr, the baseband capacitance Cpp and the RF load
capacitance Cgs—ppa. Errors larger than 5 % may incur considerable distortion, so
checking the values of Cyyyr and Cpp post-fabrication is a key step to achieving an
improved harmonic performance.
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Fig. 3.43 Overview of the measurement setup

In the charge-based DAC the baseband voltage is the result of continuous charge
accumulation over time. The digital input word, in turn, represents the amount of
capacitance utilized to convey the required amount of charge at time “k”. As aresult,
no direct correlation can be traced between a particular DAC input word and the
instantaneous output voltage.

The only way to measure the QDAC characteristics is dynamically. By first
switching the mixer OFF, two different measurements are used to define the CQDAC
capacitances. To define Cpp, a square waveform is produced at the baseband node by
repeating the same Cpsc value, alternately charging and discharging the baseband
capacitor, as demonstrated in Fig. 3.44.

The baseband swing (V),,) measured through the unity-gain buffers is combined
with the DC current consumption (Ip¢) to provide an accurate estimation of Cgp, as
calculated by Eq. (3.24). Note that in this measurement the LO frequency (f7o) has to
be reduced, so that the measured signal is not attenuated by the limited bandwidth
of the unity-gain buffer. With this approach an average Cpp of 46.2 pF could be
measured.

Ipc
fro
2

CBB = (324)
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Fig. 3.44 Dynamic measurement scheme used to determine Cyy;r and Cpp

The Cypyr value, in turn, is checked by sweeping the CQDAC input code so that
a fixed amount of charge proportional to the number of unit cells (N) is continuously
added and subtracted from Cgg. The unit capacitance is again calculated according
to the measured voltage swing at the baseband node as follows:

2-Cgp-Vpy

N - Cynir =
Voo — V[’[’

(3.25)

By extrapolating the first 32 values a unit capacitance of 2.44 fF is obtained with
the proposed method.

Though sufficient matching should be guaranteed by design, the voltage swing at
the baseband capacitor is expectedly affected by switch non-idealities such as charge
injection and clock feedthrough. Increased input codes incur a larger number of
devices being switched together used to convey the wanted charge, also increasing
the amount of charge injected in the baseband capacitor every LO cycle. Treated as a
charge-injection error (Fig. 3.45), this measurement provides valuable information
about the excess charge versus input code, allowing quantification and ultimately
pre-compensation of this switch non-ideality.

Measurements of the intrinsic dynamic performance of the charge-based DAC
were also performed. Disabling the mixer, single-tone measurements at 128 MS/s
using baseband frequencies ranging from 1 MHz to 10 MHz showed a worst-case
HD3 and HDS5 below —60 dBc and —68 dBc respectively, for a differential swing
of 0.632 Vpp. The spectrum of a 1 MHz tone is shown in Fig. 3.46. The harmonic
performance at higher sampling frequencies are shown in Fig. 3.47.
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Fig. 3.46 Measured baseband spectrum for a 1 MHz single-tone, with the mixer disabled

3.4.3 CQDAC TX Measurement Results

The same test was performed with the mixer enabled, accounting the necessary RF
charge to drive the PPA input capacitance. Figure 3.48 shows the measured RF
spectrum for a 5 MHz single-tone sampled at 128 MS/s and transmitted at 1 GHz.
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Fig. 3.47 CQDAC second and third-order harmonic distortion for different sampling frequencies

As shown in Fig.3.49, at 7dB backoff measurements with baseband tones
ranging from 1 MHz to 20MHz show a worst case CIM3 of —50dBc at any
baseband sampling rate. LO Leakage and I/Q image suppression are respectively
better than —45 dBc and —40 dBc. Measured OP1dB of the output stage (PPA) is
8.1dBm.

The measured relative power of the sampling aliases for multiple baseband
frequencies are shown in Fig. 3.50. As expected, instead of being shaped by a sinc
function as in digital transmitter architectures applying conventional DAC imple-
mentations, the charge-based transmitter features intrinsic sinc® alias attenuation,
which yields at least 17dB of additional suppression in the 20 MHz baseband
frequency range (Fs = 128 MHz).

Although with the first implementation few of the most stringent out-of-band
noise requirements of cellular communication systems could not be achieved, the
improved out-of-band noise performance due to the architecture’s intrinsic RgcC
filtering and reduced quantization noise can be clearly visible from measurements.
For the same 1 GHz modulated carrier (SMHz CW sampled at 128 MS/s) at
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Fig. 3.48 Measured RF spectrum of a 5 MHz baseband signal sampled at 128 MS/s and transmit-
ted at 1.024 GHz

1 dBm output power (7 dB backoff), the measured noise spectral density (including
quantization and LO phase noise) is —155dBc/Hz at 45 MHz offset (Fig.3.51—
baseband harmonics removed for clarity). Even limited by LO phase noise, this
is notably 15dB better than a conventional DAC implementation with the same
number of bits, sampling speed and dynamic range.

The ACLR performance in 3G-coexistence configuration for channel bandwidths
of 5, 10 and 20MHz were also measured. With no signal pre-distortion, the
measured ACLR1/ACLR2 for an RMS output power of 1dBm and 7 dB Peak-to-
Average Power Ratio (PAPR) are respectively —42/ — 47 dBc (Fig. 3.52). Due to a
limited on-chip memory size, the EVM performance could not be assessed for the
current implementation.

As expected, the system charge intake and its corresponding power consumption
scales with signal’s amplitude and frequency. For an average output power of
1 dBm, the total power consumption is mainly determined by the memory operation
(28.8mW from 0.9V), the PPA (23mW from 1.8V) and the LO generation
(5.7mW from 0.9 V). The baseband circuitry consumes 12.6 mW (0.9 V), of which
only 3.7% (0.47mW) corresponds to the system charge intake. The remaining
12.1 mW is related to the digital circuitry operation, which was not optimized in
this implementation.

To conclude, a performance summary and comparison table is provided
(Tables 3.1 and 3.2). As noted, the analog implementations are able to provide
improved noise performance with reduced number of bits. However, when
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Fig. 3.49 TX spurious emission for different sampling frequencies

compared to [HelO, Ros13], this implementation shows a clear improvement in
area consumption—with no compromise in noise performance, mostly due to
the absence of bulky RC filters in the signal path. The given digital-intensive
transmitters, on the other hand, are significantly more portable and area efficient.
However, with few exceptions including [Mehl0]—which implements sigma-
delta modulation to shift the quantization noise away from the receive band,
they typically fall short in terms of out-of-band noise emission. Compared to
[Elo07, Lul3, Alal4], the presented work provides a significant improvement in
noise performance with a reduced DAC number of bits and sampling frequency,
all thanks to its intrinsic noise filtering capability. Among both analog and digital
implementations, power consumption is also among the best.
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Fig. 3.51 Measured output noise for a 5MHz, 1dBm output power (7dB backoff) single-
tone transmitted at 1.024 GHz (baseband harmonics were removed for clarity). Both LO and

quantization noise are included
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Fig. 3.52 Measured ACLR1/2 performance for 20 MHz BW

Table 3.1 Performance summary

Performance summary

RF bandwidth [MHz] 5 10 20
Output power [dBm] 1 1 1
ACLR/ACLR2 [dB] —45/ —69.5 | —44/ =50 | —42/ —47
CIM3 [dBc] <—50

Noise @ 5dBm LO power [dBc/Hz] —155

Offset [MHz] 45

Current consumption

DAC (charge intake) 0.401 0.441 0.520
DAC (digital) 11.58 12.03 12.51
Mixer [mA] 0.926 0.926 0.926
LO generation 6.3 6.3 6.3
PPA @ 1.8V 12.8 12.9 13.0
Memory + NOC 32 32 32
Supply voltage [V] 0.9/1.8
FBX&?&;;;‘ET&;’;A) mW] | 34.65 35.27 35.96
Efficiency [%] 3.68 3.61 3.52
Area [mm?] 0.25

Process [nm] 28
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3.5 Conclusion

Starting from a top-level description, in this Chapter a top-down approach was used
to explore all the different aspects concerning the design and implementation of
what is considered to be the first made charge-based transmitter.

In Sect.3.2.1, the operating principles of both capacitive charge-based DAC
(CQDAC) and transmitter are discussed. It is shown that the whole transmitter
operation is based on two charge components, one responsible for driving the
baseband capacitor, and another for the RF load. A more detailed analysis of the
architecture shows that all the noise improvements discussed in Chap. 2 for a “black-
box” implementation are also provided by the capacitive realization of the proposed
QDAC. PNOISE simulations are also used to validate the remarkable noise filtering
capabilities and the estimated noise cutoff frequency. It is shown that the minimum
voltage step that can be produced by the CQDAC is proportional to the ratio between
two capacitors (namely the baseband and the unit capacitor), allowing quantization
noise reduction by simply adjusting Cyy;r and Cgg. According to system simula-
tions, a better than 13-bit ENOB can be expected from the implemented Cpp and
Cynir values of 45 pF and 2 fF, respectively.

In terms of harmonic performance, system-level simulations indicate that com-
plete voltage settling is key to achieve a reduced harmonic distortion. If every switch
along the signal path is sized to provide enough conductance so that all time-
constants remain below 1/7 of the switch ON period (approximately 7.5 ps for a
2.4 GHz LO frequency), harmonic distortion should not be limited by incomplete
settling. Also regarding the switch sizes, it is demonstrated that increased charge
injection implied by oversized switches can also degrade the harmonic performance.
For that matter, it is shown in Sect.3.3.1.2 that the best approach in this case is
to optimize the switch sizes, and use complementary switches (NPMOS) for its
reduced charge injection, LO feedthrough and improved switch conductance. The
application of complementary switches is also one of the solutions found to relax
the harmonic distortion implied by the switch conductance voltage-dependence
observed at the passive mixer. For the same output dynamic range, the combination
of a NMOS and a PMOS switch provides less variation of the equivalent switch
conductance, which is further minimized by shifting the DC level of the LO signals
driving the mixer switches. Further implementation details are disclosed in Sect. 3.3,
with specials design remarks given for the CQDAC unit cell, PPA and mixer.

Finally, the measurement results are shown in Sect. 3.4. By switching OFF the
mixer and only accounting for the required charge to drive the baseband capacitance
without the influence of the RF load, the capacitive charge-based DAC showed
remarkable linearity with a third-order harmonic distortion lower than —66 dBc
for a differential baseband swing of 0.632 Vpp. With the mixer ON, CIM3 is
always better than —50 dBc for all baseband frequencies measured, from 1 MHz
to 20MHz. It was also possible to observe the expected sinc? alias attenuation,
leading to at least 17dB of additional suppression at 128 MS/s. Last but not
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least, thanks to the intrinsic noise filtering capabilities inherently provided by the
incremental charge-based operation, measured out-of-band noise at 45 MHz offset
is —155 dBc/Hz, being notably 15 dB lower than the minimum noise spectral density
that could possibly be attained by a conventional DAC implementation with the
same number of bits and sampling speed.



Chapter 4
Resistive Charge-Based Transmitter

4.1 Introduction

In the previous chapter a discrete-time capacitive charge-based transmitter archi-
tecture was described. Using switches and capacitors, sizable packets of charge
were controllably transferred from the supply to the output stage, which has the
important role of increasing the signal output power before driving the subsequent
Power Amplifier (PA). To provide the required output swing without degrading the
signal’s harmonic performance, in most cases the PPA is supplied with a higher
voltage, which increases both power consumption and cost, requiring technology
features such as thick-oxide devices and additional voltage regulators. Also to avoid
linearity degradation, in many cases the PPA is operated in Class-A mode, which
also leads to a significant impact in power consumption. In fact, more than 50 % of
the total amount of power consumed in the first charge-based TX was due to the
PPA contribution.

Removing as a result the PPA from the signal path would more than anything
provide considerable improvements in power efficiency, but not only: First, without
an additional analog block that also compresses the output signal, the charge-
based transmitter linearity can be enhanced in a much more power efficient way.
Second, the effectiveness of pre-distortion is also leveraged, since the PA input
is driven in this case with controlled packets of charge facing no bandwidth (or
linearity) limitation implied by an intermediate block. Last but not least, the PPA
removal would also be a valuable opportunity to study the ability of charge-based
architectures to deliver an increased amount of power to a low impedance (50 €2)
RF load, while still preserving all the benefits discussed in the previous Chapters.

As clarified in the following sections, a resistive QDAC is chosen for this
implementation [Par16], since it provides the best power and area efficiencies for
the target output power. Section 4.2 provides an overview of the implemented
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architecture, followed by implementation details and circuit realization given in
Sect. 4.3. Measurement results and Conclusions are respectively given in Sects. 4.4
and 4.5.

4.2 Architecture

An alternative charge-based transmitter architecture is presented in Fig. 4.1. For the
reasons discussed above, the PPA is removed from the signal path, and a direct-
launch transmitter is implemented. Four QDACS are used to provide each one of the
differential I/Q components, which are converted to a single-ended output using an
external balun.

In a direct-launch transmitter, the maximum RF output swing is limited to the
baseband supply voltage. Even though it may look as a deal-breaker for adoption at
highly-scaled technology nodes, yet decent output power levels can be achieved with
current CMOS technologies. For instance, approximately 9.1 dBm output power can
be provided (in differential mode) with a 0.9 V supply, which is a typical value seen
among sub-40 nm technologies.

Moreover, driving the RF load without an intermediate PPA stage also means
that the entire RF power has to be driven through the baseband circuitry and mixer
switches. Not only the linearity constraints of each one of these blocks are tightened,
but in the specific case of charge-based architectures the charge capacity of the
required QDAC has to be increased to provide the wanted output power.
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Fig. 4.1 Architecture overview of the Cartesian resistive charge-based DAC transmitter. Four
QDAC: provide each one of the differential I/Q components, however the RF load is now directly
driven by the baseband circuitry through passive switch-based mixer, without a PPA
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Fig. 4.2 Maximum charge capacity of both capacitive and resistive QDACs

Looking at the first implementation proposed in Chap. 3, the only way to increase
the CQDAC charge capacity is by either increasing the unit capacitance (Cyyyr), or
the total number of unit cells. In both cases, a significant impact in area consumption
would be observed.

However, if instead of using unit capacitors the required QDAC is built through
the parallel combination of switchable resistors, the maximum charge capacity of
the resulting conductance DAC is inversely proportional to the unit resistance, as
shown in Fig.4.2. Therefore, as long as matching constraints permit, the charge
capacity of the resistive QDAC can be increased by decreasing the unit resistance
Ruynir, leading in this case to a smaller area consumption. As further explained in
Sect.4.3.1, by means of a resistive implementation, the charge capacity required to
provide a maximum output power of 7dBm can be achieved with only 1/4 of the
area that would be otherwise necessary if a capacitive QDAC were to be used.

A conductance DAC can also leverage the system efficiency. Remember that in
the previous charge-based implementation the charge convey from supply to the
baseband capacitance was operated at LO speed, charging and discharging the DAC
capacitance every LO cycle before the mixer switch was closed. The expressive
amount of dynamic power consumed to buffer the LO signals and drive the DAC
switches at high frequencies was a significant contributor to power performance
degradation in the previous TX. With a resistor-based QDAC, on the other hand,
the baseband voltage is changed between consecutive values by transferring charge
in continuous-time, charging and discharging Cpp through the DAC conductance.
The modulator in this case can be operated at the much lower baseband sampling
frequency, relaxing switching speed and saving power.

Moreover, in the capacitive QDAC operation the DAC switching speed is forced
to be an integer fraction of LO frequency, otherwise the mixer phases would overlap
with the CQDAC charge convey to Cpp. In a conductance QDAC, on the other hand,
since the charging of Cpp is done continuously over time, the DAC input sampling
frequency can be chosen independently of the LO frequency, without affecting the
charge-based TX operation. This aspect simplifies immensely when integrating the
charge-based fronted to different baseband engines.
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4.2.1 Operating Principles

The operating principle of the resistive charge-based TX is depicted in Fig. 4.3. For
simplicity only the in-phase I/Q component is shown.

As in the capacitive QDAC-based implementation, a charge calculation block
determines how much charge should be added to or subtracted from Cpg, so that
both baseband and RF voltages may follow their expected envelopes defined by the
digital input data.

Again, two charge components are involved: the baseband (Qpp) and the RF
(Qrr) charges. The baseband charge corresponds to the incremental charge required
to drive the baseband voltage Vpp across consecutive baseband samples (Vpglk — 1],
Vgglk]). Using the positive in-phase (I*) I/Q signal component as an example, the
required Opp, + is given by:

Ogp+[k] =2 - Cpp - AVpp,+[K]
“4.1)
=2 Cgg - (Vgg,+[k] — Vpg,+[k — 1])

The RF charge, in turn, stands for the amount of charge needed to drive the RF
load, subtracted from the baseband capacitor every time the mixer switch is closed.
It basically depends on the instantaneous output current (Ipyr[k]) and the amount of
time during which the mixer switch remains closed (Toy).

Q;€F1+[k] = lour[k] - Ton

_ AVeeld DCio @2

Rioap  Fro

Non-negligible parasitics (Cpsg—Fig.4.4) including ESD/PCB loading of the
output node can also be accounted on the RF charge calculations. Different from

HO.1vINO1vO
JOHVHO

Fig. 4.3 Resistive charge-based transmitter operating principle
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HOLvVINJ1VO
JOHVHO

Fig. 4.4 Simplified schematic showing the parasitic output capacitance Cpag
the previous TX however, the impact of Cpsg is expected to be reduced in this case
since the RF load should be dominated by the 50 €2 PA input impedance.

AVerlk] DCro

/
kl =
rr 1A Rioap  Fro (4.3)

+ (Vg + 1] = Vigo-[K]) - Crar

The total RF charge (Qgrr) needed per sampling period is therefore given by
Eq. (4.4). Cpag is neglected for simplicity.

F
Qx4 K] = QlerlK - =
N

) AVirsld Do Fio

Rroap Fro Fs

(4.4)

) (Vg +[k] — Vaa,—[k]) DCro
Rroap Fy

=2!

As in Eq.(3.4), accuracy is improved when the instantaneous charging and
discharging of Cpp is accounted in the Qgp calculations, done in this case by
considering the average value between samples, as demonstrated in Eq. (4.5):

I'The factor 2 is introduced because the RF load is connected twice to the baseband node per LO
cycle.
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. Vpp,+[k] + Vg, +[k—1]  Vpp,—[k] + Vpg,—[k— 1]\ DCro
OrF+[k] = - .

Rroap ( 2 2 Fg

_ (VBBI+[/<] + Vg, +[k — 1] — Vpp,—[k] — Vg, [k — 1]) DCro

Rroap Fy
4.5)

Finally, the total amount of charge needed per sampling period (1/Fs) is
given by:

Ororar,+ k] = Osp,+[k] + Orr,+[] (4.6)

The charge calculations are realized at baseband sampling rate (F§). For every
baseband sample the required QoL [k] is recalculated, and the corresponding DAC
conductance is selected.

4.2.2 RQDAC Operation

A simplified block diagram of the resistive charge-based DAC is shown in Fig. 4.5.
Through the parallel combination of switchable unit resistances, the resistive DAC
provides a linearly increasing conductance proportional to the DAC input code.
For every digital input sample, the charge calculation block determines how
much charge should be transferred to the baseband capacitance during the following
sampling period. The charge convey between the supply and Cpp happens in

RQDAC Gpac
VDD
SIGN —P (—r
Dn A =+
DN

Gpac

2>
% e 1 0 0

Fig. 4.5 Simplified diagram of the RQDAC implementation

1INNy
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continuous-time, in the form of a DAC current that is sinked into or drained
from Cpp.

I + [k] = A&TS = Qromar,+ k] - Fs 4.7)

If the net amount of charge in the system should increase during the given
sampling period (Qromr[k] > 0), the DAC conductance is connected to Vpp
as defined by the control signal SIGN shown in Eq. (4.8). Otherwise, charge is
drained from Cpgg to the ground by connecting the DAC conductance to Gyp. The
instantaneous supply voltage to which Gpac[k] is connected to at time & is defined
by Vger, as shown in Eq. (4.9).

0, if k] > 0,
SIGN]+[k] — 1 QTOTAL1+[ ] jal (48)
1, otherwise.
Vpp, 1if SIGN;4[k] =0,
Veer o[l = 4 /2P .1+[ ] 4.9)
Gpyp, otherwise.

The instantaneous DAC conductance Gpsc[k] is hence calculated considering the
required output current and the voltage drop across the DAC terminals (assuming
Cgp pre-charged to previous baseband voltage Vg, + [k — 1]).

Iy + [K]

G K=-— T
DACI+[ ] AVRDACI+[k]

(4.10)
Ororar,+Ik] - Fs
Vrer+ k] — Vg, + [k — 1]

Finally, the number of DAC elements required at time k is obtained by dividing
the calculated Gpac,+[k] by the unit conductance, given by the inverse of the
RQDAC unit resistance (Ryyr)-

Gpac,+ (k]

D+ [ = Gunir

= Gpac,+Ik] - Runir (4.11)

A timing diagram of the RQDAC operation is shown in Fig. 4.6. Once the correct
DAC conductance is selected, the baseband voltage starts increasing following the
continuous-time exponential RC charging of Cpp from Vgg,4 [k — 1] to Vi, 1 [£],
slightly discharging every time the mixer switch is closed. Different from the
previous capacitive QDAC implementation, the DAC unit cells are now switched
at baseband sampling speed, implying a considerable reduction in the amount of
power consumed to operate the DAC circuitry.
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Rpac
SIGN

MIXER

VBBpEaL

Fig. 4.6 RQDAC TX timing diagram

In it’s simplest form, the DAC conductance calculation is performed assuming
a fixed voltage drop (Vgrgr[k] — Vig,+[k — 1]) across the DAC terminals during
the whole sampling period. However, as one may guess this assumption is not
completely valid since the charging and discharging of Cpp has a direct impact
on the instantaneous RQDAC output current. Though satisfactory linearity can
be achieved using the simplified Eq.(4.10), the harmonic performance can be
further improved by considering the exponential RC charging of Cpp, as shown
in Eq. (4.12).

i QTOTAL [k]
Css + (Vrer,+[k] — Vip,+[k — 1])

Gpac,+[k] = —log (1 ) -Cpp-Fs  (4.12)

4.2.3 Noise and Alias Performance
4.2.3.1 Intrinsic RC Noise Filtering

The analysis of the resistive charge-based TX clearly reveals the existence of an
equivalent single-order RC filter in the signal path, as shown in Fig.4.7.

The strong correlation between the instantaneous DAC conductance and the
required amount of charge (Qrorar) yields a signal-dependent RC filter whose
bandwidth is automatically adjusted to provide the wanted voltage excursions
at the transmitter output. In this way, the transmit signal is propagated through
the charge-based architecture unattenuated, but non-correlated noise (e.g. thermal,
supply-coupled) is intrinsically filtered by the architecture with an equivalent cutoff
frequency given by the average value of the DAC conductance.
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Fig. 4.7 Simplified schematic including the equivalent RF impedance seen from the baseband
node

However, in the specific case of a direct-launch transmitter the RF load is
connected to Cpgp every LO cycle, also impacting the equivalent RC time-constant
observed at the baseband node. Assuming ideal mixer switches, the equivalent
impedance seen from baseband node toward the RF load is given by Eq. (4.13),

Rroap
R = — 4.13
LoaD@Bs = 5 A (4.13)

leading to an equivalent noise cutoff frequency given by:

4.DC
(GDACAVG) + —=

R
Sfzap = 27 Cop roin (4.14)

As deduced from Eq. (4.14), low impedance RF loads may therefore overweight
the resistive DAC average conductance, consequently shifting the equivalent f_z;p
to higher frequencies and reducing the noise filtering effect.

To demonstrate the impact of the RF load in the noise cutoff frequency, Fig. 4.8
shows the example PNOISE simulation for a § MHz 700 mV peak-peak (1.4 Vpp
differential) baseband single-tone, with a baseband capacitor of 100 pF. The impact
of a low impedance (50 2) RF load on the noise f_343 is clearly noted.

Figures 4.9 and 4.10 shows the noise f_3;5 dependence on the baseband signal’s
amplitude and frequency, respectively. As in the CQDAC implementation, the
required DAC conductance—and hence the noise cutoff frequency—increases
significantly when the baseband amplitude approaches the supply voltage. For the
same reason a similar trend is observed in Fig. 4.10, where the increasing baseband
frequencies also implies larger cutoff frequencies. If it was not for the pole shift
produced by the RF load, the RQDAC implementation would also provide noise
cutoff frequencies well below the actual baseband signal’s.
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Fig. 4.8 PNOISE simulation of a 700 mVpp, 8 MHz single-tone sampled at 500 MS/s
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Fig. 4.9 Noise cutoff frequency versus baseband amplitude for a 8 MHz single-tone sampled at
500 MS/s, and a baseband capacitance of 150 pF

Nevertheless, the increase in the baseband node conductance can still be coun-
terbalanced with an increase in the baseband capacitance Cpg, as noted in Fig.4.11.
Depending on noise performance or output power requirements, the baseband
capacitor can be reduced in order to optimize the resulting area consumption.
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Fig. 4.10 Noise cutoff frequency versus baseband frequency for a 500 mVpp single-tone sampled
at 500 MS/s, and a baseband capacitance of 150 pF
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Fig. 4.11 Noise cutoff frequency versus baseband capacitance for a 500 mVpp, 8 MHz single-tone
sampled at 500 MS/s

4.2.3.2 Quantization Noise

In the resistive DAC implementation, the minimum voltage step that can be resolved
at the baseband capacitor Cpg is proportional to the minimum DAC conductance, in
this case determined by the unit cell resistance (Ryy;r) as shown in Eq. (4.15).
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AV, 4% Vig) (1 ( = )) (4.15)
= — . —exp| —————— .
MIN REF BB RunrCosFs

Using the Maclaurin series expansion [Stel2], the typically small exponent
1/RyniTCppFs allows the simplification of Eq. (4.15) as shown below:

=
RuNITCBBFS

203
AVMINZ(VREF—VBB)'(I—(l—i-x—i-—-i-—...))

21 3 (4.16)

~ (Vrer — Vig) - (—1 )

RynirCppF's

As indicated by Eq. (4.16), even though quantization noise in the resistive charge-
based architecture does not conveniently scale with the ratio between two capacitors
as in the CQDAC implementation, it can still be reduced by increasing either the unit
resistance, the baseband capacitor or the sampling frequency. This assumption can
be validated with simulations as seen in Figs.4.12 and 4.13, showing the RQDAC
equivalent number of bits (ENOB) for various Ry, Cpg and Fs combinations,
without the RF load.

Quantization noise is also reduced in the architecture by the equivalent RC filter.
This advantage is clearly noticed in Fig.4.14, where a clear attenuation of the
quantization noise can be observed, significantly reducing it’s impact on the out-
of-band noise emission.

ENOB [bits]

+ Fg = 250MHz
—1{1+— Fg = 500MHz
FS = 1GHz
—3=— Fg = 2GHz
10 20 30 40 50 60 70 80 90

RUNIT [kﬂl

Fig. 4.12 RQDAC equivalent number of bits versus unit resistance (Ryy;r) at multiple sampling
frequencies, for a baseband capacitance of 100 pF
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Fig. 4.13 RQDAC equivalent number of bits versus baseband capacitance (Cgg) at multiple
sampling frequencies, for a unit resistance of 25 k2
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Fig. 4.14 Example baseband output spectrum showing the RQDAC transmitter quantization noise
filtering

Similar to the capacitive QDAC TX, the RQDAC number of elements is not
determined by quantization noise requirements. Instead, the QDAC size is defined
according to the maximum DAC conductance required to provide the wanted
baseband swing and frequency. Figure 4.15 shows the required RQDAC number
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Fig. 4.15 Required number of DAC elements versus signal amplitude for two baseband maximum
frequencies

of bits for various maximum amplitudes considering a baseband capacitance of
100 pF. As noted, the maximum DAC conductance—and hence the required number
of bits—increases significantly when the baseband swing approaches the supply
voltage.

4.23.3 sinc? Alias Attenuation

As discussed in Sect. 2.2.1.1, charge-based transmitters have their output spectrum
shaped by a sinc? function, owing to the quasi-linear interpolation between samples
that is inherently provided by the architecture. However, what in the capacitive DAC
is achieved by delivering discrete packets of charge at a fraction of the sampling
period (at LO rate), in the resistive DAC is implemented in a significantly more
efficient way, by taking advantage of the intrinsic continuous-time RC charging of

Figure 4.16 shows the simulated alias power for various ratios between the LO
and sampling frequency. As expected, when compared to a conventional RFDAC
implementation, more than 30 dB of additional alias attenuation is provided in this
example. Moreover, since the baseband interpolation is inherently provided the
RQDAC operation, the improved alias attenuation can be achieved at virtually any
sampling speed.

On top of the significant amount of power saved by running the DAC switches at
a lower speed, the resistive DAC architecture also allows the detachment between
the sampling and LO frequencies, increasing flexibility.
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Fig. 4.16 Alias attenuation for different baseband sampling frequencies

4.2.4 Harmonic Performance

Without the PPA in the transmitter signal path, a relevant contributor to signal
distortion is removed. However, the PPA removal also means that more power is
pushed through the baseband circuitry, making it even more challenging to provide
the required linearity. Since both Cpp and the RF load are expected to have marginal
impact on the transmitter harmonic performance, the only two components left that
can possibly degrade the signal integrity are respectively the RQDAC switches and
the mixer switches, analysed independently.

4.24.1 RQDAC Switch

The simplified schematic of the resistive QDAC (Fig.4.17) shows the unit cell
consisted of a fixed unit resistance (Ryy;r) and a selection MOS switch. The reduced
voltage dependence typical of poly-silicon integrated resistors (in contrast with
diffused or well resistors) makes the MOS selection switch ON-conductance the
major contributor to signal distortion deriving from the RQDAC.

For a qualitative analysis, the switch is assumed in triode operation at all times,
in which case the drain-source conductance (gg,) is simplified as:

4.17)

w
8ds = MnCox— (Vov — Vrs~

AVgy
L )
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Fig. 4.17 Simplified schematic used to study the impact of the unit cell switch on the transmitter
harmonic performance

The nominal switch resistance (Rswo) is defined here as the inverse of the
maximum conductance, given when the voltage drop across the switch terminals
(AVsw) is zero:

1
Rgwo = — (4.18)
Hon Coxz (Vov)

The maximum resistance (Rsw,,,), on the other hand, is calculated when the
voltage drop is maximum, defining a total switch resistance variation (ARgy):

A
ARgy = Vsw (4.19)

w
MnCOXZVOV (Vov — AVsy)

The ARgsy relative to the total unit cell resistance (Rsw + Ryn;r) is thus given by:
AR AV
LA W (4.20)

R R R
swo + Runir (Voy — AVsw) (1 4 UNIT)
Rswo

where AVgy can be calculated as a fraction of the RQDAC output swing (AVpp).

The analysis of Eq. (4.20) leads to the following conclusions: First, the impact
of the switch voltage dependence can be reduced by either increasing the switch
overdrive (Vopy), or reducing the baseband voltage swing, which is not convenient in
this case since the output power should be maximized. Second, the relative switch
resistance variation is also decreased when Ry is made sufficiently smaller than
the fixed unit resistance Ryyyr, translated into a larger Ryyr/Rswo ratio.

Using different switches sizes and a 25 k€2 unit resistance, the harmonic per-
formance versus Ryyr/Rswo is studied. Figure 4.18 shows the spectrum of a
single-ended RQDAC implementation, where the increase of Ryyr/Rswo from 6 to
20 provides the respective HD2 and HD3 improvements of 25 and 18 dB. The same
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Fig. 4.18 Example baseband output spectrum for two implementations with different switch
resistances
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Fig. 4.19 Harmonic distortion versus RQDAC switch resistance

trend is observed in Fig. 4.19, where the dominant odd harmonics are analysed for
multiple resistance ratios.

The control switch OFF-resistance is another important parameter with respect
to linearity since it directly impacts on charge leakage from Cpg. As demonstrated
in Figs.4.20 and 4.21, the transmitter harmonic performance is improved when
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Fig. 4.20 Example baseband output spectrum for two implementations with different Rorr/Ron
ratios

Harmonic Distortion [dBc]

-100 .

-110 .
103 104 105
Ryt /Ron

Fig. 4.21 Harmonic distortion versus Rorr/Ron

the ratio Ropr/Ron is increased. Figure 4.20 shows the impact of two different
Rorr/Ron ratios on the baseband spectrum, where the increase from 3 to 30k
incurs 20 and 24 dB improvements on HD2 and HD3 respectively. Despite the larger
conductance attained with the same overdrive, ultra-low Vth MOS switches may not
be appropriate in this case due to a typically poorer Rorr/Roy (~10k in a sub-45 nm
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Fig. 4.22 RF output spectrum for two example implementations with different switch resistances

node, versus ~100k provided by a regular Vth minimum-length MOS switch of the
same technology).

4.2.4.2 Mixer Switches

The same reasoning is applied to the mixer switches in attempt to assess their
contribution to signal distortion. Different from the resistive DAC control switches,
the mixer switches do not have a fixed overdrive, implying a inevitable ON-
resistance voltage dependence to the baseband voltage Vpp.

Figure 4.22 shows the RF spectrum using different switch sizes with equivalent
Ryxer of 2 and 0.2 © (50 2 RF load). The harmonic performance for various switch
resistances is shown in Fig.4.23. In this analysis, complementary switches were
used for their lower ARy xgg, charge injection and clock feedthrough.

The harmonic distortion produced in this example demonstrates that especially
when low impedance RF loads are used, the harmonic performance of the resistive
charge-based transmitter is notably dominated by the mixer non-linearity. Again, the
impact of the switch ON-resistance modulation can only be reduced by decreasing
the impact of ARyyxgg on the total RF impedance (R oap + 2Ruuxer), also achieved
by reducing the mixer switch resistance.

However, though transmission loss is also decreased when Ryxgr is reduced, the
benefits of having low resistance mixer switches are hampered by excessive area
and LO-driving power consumption, and parasitic capacitance loading of the output
node, ultimately degrading the harmonic performance.
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Fig. 4.23 Harmonic distortion versus mixer switch resistance

4.3 Circuit Realization

The complete circuit realization of the resistive QDAC TX is disclosed in this
Section. Again, architecture validation and early-stage performance evaluation were
performed using a comprehensive MATLAB model. Transistor-level simulations
using SPECTRE were also used to validate the expected harmonic performance and
out-of-band noise emission.

Both design and prototyping were realized using a 28 nm CMOS technology,
with a supply voltage of 0.9 V.

4.3.1 RQDAC

An overview of the resistive QDAC architecture is shown in Fig. 4.24. The RQDAC
is implemented as a 12-bit array, segmented into 7 bits binary and 5 bits unary
in order to improve DNL and provide a monotone behavior. For the thermometric
decoding, the same logic described in Sect. 3.3.1.3 was used in this implementation.
Again, both binary and unary cells are derived from a parallel combination of the
same unit cell.

Each one of the unit cells comprises a fixed unit resistance, which can be
alternately connected to Vpp or Gyp through SWH and SWL, respectively. The
number of active elements is given by the digital input word. The selected cells
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Fig. 4.24 RQDAC architecture

are combined in parallel, so that the RQDAC provides a linearly increasing
conductance, proportional to INPUT[0:11].

In the previous case of a capacitive QDAC TX, quantization noise could be
scaled with the ratio between two capacitances, and the noise cutoff frequency was
not affected by the RF load. The gate capacitance of the PPA input transistor was
not sufficiently large to impact the baseband node’s time-constant, allowing both
baseband and unit capacitance to be reduced to a minimum while keeping all the
noise filtering capabilities.

On the direct-launch transmitter, on the other hand, the low impedance RF load
has a direct impact on the noise filtering, increasing the baseband conductance and
shifting the noise f_345 to higher frequencies. The only way to reduce the noise
cutoff frequency in this case (and thus benefit from intrinsic noise filtering) is by
increasing the baseband capacitance accordingly. Figure 4.25 shows the equivalent
noise cutoff frequency as a function of the baseband capacitance for various backoff
conditions from 7 dBm maximum output power. According to Fig.4.25, at least
125 pF baseband capacitance is required to guarantee noise filtering at the RX band
(45 MHz offset) even at maximum output power. For a typical PAPR of 7 dB, the
same 125 pF Cpgp yields a noise cutoff frequency of roughly 15 MHz.

Once the baseband capacitance is defined, quantization noise becomes mostly a
function of the unit resistance as demonstrated in Eq. (4.16). The Ryy;r value used
in this implementation is chosen by increasing the unit resistance until the average
quantization noise spectral density at 45 MHz offset (10 MHz integration window,
from a 2 GHz modulated carrier) was lower than —165 dBc/Hz. Figure 4.26 shows
the simulated noise spectral density versus the unit resistance, and the required
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Fig. 4.25 Equivalent noise cutoff frequency as a function of the baseband capacitance
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Fig. 4.26 Simulated noise spectral density versus the Ryy;r, and the required number of DAC
elements for a 20 MHz bandwidth with a peak output power of 7dBm

number of DAC elements (in bits) to provide up to 20 MHz bandwidth with a peak
output power of 7dBm. For this realization a unit resistance of 25 k€2 was chosen,
thus requiring a 12-bit implementation.
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4.3.1.1 Unit Cell

The simplified schematic of the resistive QDAC unit cell and the corresponding
control logic are shown in Fig. 4.27.

Compared to the previous CQDAC, the resistive unit cell has a much simpler
construction with only two switches that are operated at the much lower baseband
sampling speed. Named SWH and SWL respectively, the Vpp and Gyp switches are
selected according to the decoded selection bit SEL and the corresponding SIGN
control bit. For obvious reasons, these two switches are never selected at the same
time to avoid a “short” current between the supplies, which would also corrupt the
amount of charge stored in the baseband capacitance.

As discussed in Sect. 4.2.4.1, the control switches SWH and SWL have a direct
impact on the resistive DAC dynamic performance. The non-constant voltage-
dependent switch ON-conductance degrades the system linearity introducing non-
linear distortion. For this reason the sizes of both SWH and SWL are typically
increased, so that the impact of the non-linear switch conductance in the overall unit
cell conductance is minimized. At the same time, the OFF conductance should be
reduced to minimize the charge leakage while the switch is not selected, otherwise
the charge balance in the system can be affected. In this case, the Rorr/Roy ratio is
maximized by using regular Vth transistors.

On top of these two contributors, another non-linear distortion mechanism should
be accounted in the proposed implementation. As depicted in Fig.4.28, the drain
capacitances of both SWH and SWL switches combined with the contact parasitics
of Ry produce an additional load capacitance “Cp”, that multiplied by the number
of OFF-state unit cells at a given time, also appears as part of the load capacitance.
Since the number of OFF cells is code dependent (#opr = #ro1ar — #on), this
parasitic loading introduces signal distortion that affects more intensely the lower
codes (when #¢pp is maximum) and it can hardly be pre-compensated.

The approach used here to minimize the dynamic performance degradation
caused by “Cp” was to optimize the sizes of SWH and SWL and reduce the number
of DAC elements though the series/parallel combination of unit cells. The whole
DAC is implemented using 3.125kS2 (25 k€2/8) resistors, which are combined in
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Fig. 4.29 RQDAC series/parallel bit construction

series in the 3 least significant bits (Fig. 4.29), and in parallel at the remainder. The
total number of elements using this approach drops from 4095 to 525, minimizing
significantly the parasitic capacitance at node P. Poly-type integrated resistors were
also used for its lower parasitic capacitance and matching performance according to
PDK technology data.

The impact of reducing the number of DAC elements (and hence the parasitic
loading at node P) is demonstrated in Fig.4.30 with an example spectrum using
both DAC implementations. Figure 4.31 shows the expected third and fifth-order
harmonics for various baseband frequencies using the proposed approach.

Notably, the main drawback of the proposed DAC topology is the matching
degradation caused by the given LSB construction. Again, through layout extraction
and extensive Monte Carlo simulations an expected yield of more than 80 % could
be estimated, potentially improved by increasing the area taken by the unit resistors
and selection switches.
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Fig. 4.31 Harmonic distortion of proposed RQDAC construction for various baseband frequencies

4.3.1.2 Layout

An overview of the RQDAC floorplanning is shown in Fig. 4.32. The 12-bit DAC
array is divided into 38 lines, again with each line being occupied by a single binary
or unary bit. Starting from the vertical central line, the multiple bit lines are spread
both up and down, starting from the binary cells and followed by the unary. The
unary cells are grouped according to the their thermometer logic functions (if looked
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Fig. 4.33 Bit-line in detail

closely, the difference between TH1 and TH17 is only one logic gate, where the
MSB is combined).

Different from the previous implementation, the RQDAC is fed from a single
(left) side. The input data is first decoded and combined with the SIGN bit. Before
connecting to the control switches, the control lines are re-timed using flip-flops
to avoid errors due to switch-time skewing. The control signals are fed horizontally
across the bit line (Fig. 4.33), and dummy switches are used to balance the capacitive
loading seen from every control logic driver. Dummy cells are also widely applied
to avoid border effects.
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The baseband 125 pF MOM capacitor is placed on the right side of the array, and
occupies a total area of 110 um x 370 wm.

4.3.2 Mixer Design

In the direct-launch transmitter, the mixer implementation is critical. Since all the
RF power is driven through the mixer switches, achieving the stringent linearity
requirements with increased output power levels is challenging. In fact, once the
PPA is removed from the signal path, the mixer switches become the primary signal
distortion contributor in the charge-based transmitter.

As pointed in Sect.4.2.4.2, the voltage dependence of the switch ON-
conductance is the dominant distortion mechanism implied by the mixer, which
becomes even more pronounced when low impedance RF loads are used. Achieving
sufficient settling (as in the CQDAC TX) is not the main concern anymore, but rather
how much the switch conductance changes across the baseband dynamic range.

The straightforward way to improve linearity in this case is to increase the
switch conductance (decrease the switch resistance) until the impact of its voltage
dependence in the total RF impedance (R poap + 2Ruixer) becomes negligible.
However, as indicated by Fig.4.34, in order to achieve a third-order counter
intermodulation (CIM3) lower than —60 dBc, the mixer switch resistance would
have to be at least 100 times lower than the RF load (using complementary
switches), leading to an incredibly low switch resistance of 0.5 2. Providing such
a large conductance with a single-type NMOS or PMOS switch would be simply
impractical, and even with a complementary switch implementation the required
sizes (Wgy > 2mm, Lyyy) would also lead to excessive power consumption and
LO feedthrough.
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Fig. 4.34 Required switch resistance for a given mixer dynamic performance
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A better compromise could be achieved in this design by keeping the switch
sizes as small as possible, and boosting the ON-conductance by increasing the
switch overdrive. A similar technique was used in the previous TX implementation
by decoupling the LO signal and shifting the DC voltage with an external bias
(Sect.3.3.2.2). However, the non-zero OFF voltage created in this case would
also increase the switch OFF-conductance, and the improvements provided by the
larger overdrive would be masked by excessive leakage. The solution found in this
implementation was to increase (by design) the supply voltage of the last LO driving
stage from 0.9 to 1.1V, so that the ON-conductance is increased without changing
the OFF-conductance. Evidently, a valid concern about reliability is raised from the
proposed solution, however the reduced duty cycle (25 %) is expected to compensate
for the 22 % increase in the gate driving voltage, since short AC is believed to be
less impacting than DC stress to oxide breakdown [Abo99].

The mixer switch schematic is shown in Fig.4.35. The expected harmonic

performance versus backoff from a peak output power of 7dBm is shown in
Fig.4.36.

4.3.3 LO Generation

As described in Sect.3.4, an important issue affecting the capacitive QDAC TX
operation was an undesired overlap between the 25 % duty-cycle LO phases
introduced by an increased hybrid transformer phase imbalance. When the LO
phases overlap, charge is shared between the various baseband capacitors, cor-
rupting the amount of charge stored in each one of these accumulators. The
characterization of the CQDAC TX prototype was still possible thanks to the
inclusion of a pulse generator reducing the duty-cycle at the 2 - f; input, but the LO
frequency was limited to roughly 1 GHz. To prevent the same issue from happening
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Fig. 4.36 Simulated harmonic performance for given mixer design

another time, a new method to create lower than 25 % duty-cycle LO phases is
proposed.

Depicted in Fig. 4.37, first the LO signal is decoupled and buffered by the input
stage. Second, a configurable-strength back-to-back inverter is used to restore the
180° phase difference between the differential LO components. The inclusion of
the back-to-back inverters was crucial to fix the phase overlap, and a controllable-
delay block was also added to reduce the duty cycle. Detailed in Fig.4.37, by
changing the driving strength of the falling edge in a specific inverter with a fixed
load capacitance, it is possible to produce a configurable duty cycle LO signal.
The LO generation block is able to provide duty cycles from 20 to 25 %, with
worst-case loaded phase noise performance better than —160 dBc/Hz at 80 MHz
offset (—159.2 dBc/Hz @ 40 MHz) for the minimum duty cycle configuration. Also,
for a duty cycle larger than 24 %, the spectral noise density at 40 MHz drops to
—167 dBc/Hz (Fig. 4.38).

4.3.4 Top-Level Description

A top-level diagram of the resistive QDAC TX is shown in Fig. 4.39. In addition to
the above described RQDACS, mixer and LO generation, different blocks such as
NOC, memory and clock dividers were also included.
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Fig. 4.39 Top-level block diagram of the RQDAC TX prototype

Since the resistive DAC architecture allows the baseband sampling frequency
to be completely independent from the LO, an additional clock input with internal
50 2 termination and buffering was also included. The memory clock input can be
thus selected as a fraction of the LO frequency or the external clock (from 1/1 to
1/8), set by a sequence of frequency dividers that can be bypassed if needed.

The memory content is evaluated externally, using mathematical tool MATLAB,
and later loaded into the integrated memory via SPI interface. Once loaded, the data
is continuously cycled, first being de-interleaved and re-timed before reaching the
RQDAC. Based on a wanted transmit signal, the algorithm evaluates the necessary
amount of charge according to the Equations described in Sect. 4.2.1.

To address the memory size limitation faced in the previous TX realization,
a RAM-cell-based 8k memory was used. Each memory position is 32-bit wide,
designed to provide a 16-bit resolution to both I and Q data. Again, since the
differential I and Q data can be distinct at any particular time (D4 [k] # D;_[k]),
the transmit data is interleaved before loading to the memory, reducing the available
number of memory positions by half. Nevertheless, with eight times the previously
available memory size, EVM performance could finally be measured with this
prototype.

Again, an additional test mode where the mixer switches can be independently
switched OFF was also implemented. The baseband node observation without the
influence of the mixer and RF load can provide valuable information about the
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Fig. 4.40 Chip micrograph

RQDAC parameters, as well as its intrinsic dynamic performance. As such, the
baseband nodes could be observed externally via four unity-gain amplifiers, as
described in Sect. 3.3.4.

Finally, using a 28 nm CMOS technology, the chip occupies 1.05 x 1.15mm?
(with pads), with an active area (including the entire transmitter except integrated
memory and NOC) of 0.22 mm?. Available spaces were filled with supply decou-
pling caps, which again are not believed to be decisive on achieving the reported
results. A chip micrograph is provided in Fig. 4.40.

4.4 Measurement Results

4.4.1 Measurement Setup

For the RQDAC TX measurements, the prototype chip is directly bonded to
a custom-made PCB (FR4—4 layers) using conventional wire-bonds. Distinct
supplies are assigned to each one of the sensitive blocks, including the analog
RQDAC supply and the mixer. These supplies are separated from the other
switching intensive blocks, such as the memory and clock buffering cells. The
baseband voltage buffers are also supplied from a dedicated 1.8 V source. In total,
five different supplies are used (3 x 0.9V, 1 x 1.1 Vand 1 x 1.8 V), all provided by
Agilent N6705 regulated supplies with multiple outputs.
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Fig. 4.41 RQDAC TX measurement setup

The RF output was directly measured using the R and S FSW-26 spectrum
analyzer, while the baseband voltages were buffered with a differential active probe
(TEKTRONIX 1163). Without any output amplifying stage or bias tee, the mixer
output directly drives the RF load. The differential to single-ended conversion is
done using two different external transformer-based baluns (MURATA) for the
frequencies of 900 MHz and 2.4 GHz, AC coupled to the mixer output. The 50 2
RF load is given by the measurement equipment input impedance.

The LO differential signal is input from a KRYTAR hybrid coupler, sourced from
a R and S SMA100A. The clock input signal is provided from a R and S SMR40.

An overview of the measurement setup is shown in Fig. 4.41.

4.4.2 RQDAC Measurement Results

As with the previous charge-based design, the TX measurements starts from the
RQDAC characterization. By switching OFF the mixer switches, the RQDAC
output could be observed externally without the influence of the RF load. For the
RQDAC parameter extraction, implementation aspects prevented the estimation of
the baseband capacitance through the measurement of the input current, as done in
the previous TX. Instead, the RQDAC calibration was done by fixing a baseband
capacitance of 252 pF (estimated with layout extraction) and sweeping the unit
resistance value until best harmonic performance was achieved.
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Fig. 4.42 Measured RQDAC baseband output spectrum with mixer OFF

Figure 4.42 shows the output spectrum of a 10 MHz baseband tone (500 MS/s)
for the maximum 550 mVpp (single-ended) baseband swing when a unit resistance
of 26.75kS2 is considered.

The dominant harmonics (second, third and fifth) at both full swing and 3 dB
backoff are shown Fig.4.43. As noted, at 3dB backoff every harmonic is lower
than —55 dBc, demonstrating superior linearity as required by advanced wireless
communication systems. Naturally, the second-order harmonic are further reduced
in differential operation.

4.4.3 RQDAC TX Measurement Results

After fine tuning of the RQDAC unit resistance and baseband capacitance, the
mixer was switched back ON and several different measurements were realized
in order to assess the TX performance with respect to noise, harmonic distortion,
spurious emission, EVM and power consumption. The transmitter performance
was characterized at 900 MHz and 2.4 GHz, as an attempt to demonstrate its
functionality at both low and high cellular bands, as well as WiFi/Bluetooth
applications in the ISM bands.

After de-embedding losses from both cable and balun, a peak RF output power
of 3.5dBm was measured at both LO frequencies. Figure 4.44 shows an example
spectrum of a 10 MHz single-tone (transmitted at 900 MHz with an output power
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Fig. 4.45 RF spurious emission versus baseband frequency at 0 dBm

of 0dBm), where a native LO and Image suppression of —64 and —48 dBc can be
noted, respectively. Considering that without the RF load the RQDAC provides an
HD3 lower than —55 dBc also at 3 dB backoff, the harmonic performance shown in
Fig.4.45 at 0 dBm indicates that excessive distortion is being implied by the mixer
switches.

As an attempt to improve the harmonic performance, the baseband signal was
tentatively pre-distorted for the mixer’s non-ideality. Determining the switch con-
ductance voltage dependence is not straightforward however. Several measurement
approaches were attempted to characterize the mixer switches, but the best results
were achieved in the end by assuming the characteristic resistance versus voltage
profile extracted from simulations, and “stretching” it while looking for the best
harmonic performance.

The X parameter shown in Fig.4.46 could be determined independently since
any combination of ¥ and A indicates that the switch resistance peaks when Vg is
equal to 0.6 V. The remaining Y and A values were defined by simple sweep.

With an X, Y and A of respectively 0.6, 3.9 and 2.5, CIM3 and CIM5 could be
reduced, as shown in Fig. 4.47. Figure 4.48 compares the spurious emission with
and without predistortion at 0 dBm output power. At 2.4 GHz, the improvements
are more pronounced since the calibration was done at this specific LO frequency.
Nonetheless, at 900 MHz improvements up to 5 dB in CIM3 can be noted as well.

The single-tone spurious emission was also verified with different backoff
conditions and sampling frequencies (Fig.4.49). At 500 MS/s, CIM3 as well as
the higher frequency odd harmonics are always below —50 dBc, for any baseband
frequency. LO feedthrough and Image rejection, in turn, are always lower than —40
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Fig. 4.47 RF spectrum before and after baseband pre-distortion

and —50 dBc respectively. Running the RQDAC at higher speed (1000 MS/s) did
not bring much improvements in terms of harmonic performance as also noted in
Fig. 4.49, reason why the lower 500 MS/s sampling frequency was preferred during
ACLR measurements.

The measured sampling aliases are shown in Fig. 4.50 for multiple baseband and
sampling frequencies. As in the previous charge-based TX, the output spectrum
is clearly shaped by a sinc? transfer function, which in worst case adds at least
20dB of additional attenuation at 500 MS/s. The continuous-time RC charging of
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Fig. 4.48 CIM3 and CIMS5 before and after pre-distortion. As noted, the improvements are more
pronounced at 2.4 GHz since calibration was performed at this LO frequency

Cpp guarantees that the quasi-linear interpolation and the resulting alias reduction
happens at virtually any sampling frequency, as demonstrated through the different
measurement cases.

Adjacent Channel Leakage Ratio (ACLR) measurements were performed using
a multi-carrier baseband signal with maximum 20 MHz bandwidth. Random phases
were assigned to each one of the multiple tones, so that a Peak-to-Average Power
Ratio (PAPR) of 7 dB could be achieved. The ACLR measurements were realized as
defined by E-UTRA (LTE10 and LTE20) standards, with an example screen capture
shown in Fig. 4.51.

Table 4.1 summarizes the ACLR measurements for various signal bandwidths at
500 MS/s. Running the RQDAC a higher speed did not bring a clear improvement
in ACLR performance, therefore not justifying the additional power consumption
that would be required in this case. The baseband pre-distortion, on the other hand,
provided an average 2 dB improvement to both ACLR 1/2.

For the EVM measurements, different WLAN-like transmit signals were gen-
erated using QPSK, 16QAM and 64QAM. The constellation plots for each one of
these cases are shown in Fig.4.52, with their respective measured EVM shown in
Table 4.2. As noted, outstanding EVM performance below 1.64 % could be achieved
at both LO frequencies.

The out-of-band noise performance of the resistive QDAC TX at both 900 MHz
and 2.4 GHz are respectively shown in Figs.4.53 and 4.54, using in both cases
a 10 MHz single-tone (500 MS/s) modulated carrier, so that quantization noise is
also included. At 45 MHz offset, the measured noise spectral density at both LO
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Fig. 4.49 Single-tone spurious emission for various backoff values and sampling frequencies

frequencies are notably below —159dBc. Moreover, thanks to the intrinsic noise
filtering capabilities, at 7 dB backoff the noise performance drops by less than 2 dB
as shown in Fig. 4.55.
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Table 4.1 ACLRI1/2 performance
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ACLR1/2 performance
BW 10 MHz 20 MHz
ACLR172 —48.8/—62.8 | —48.3/—61.4 | —49.2/—59.5
@ 900 MHz
ACLRI172 —46.8/—58.9 | —47.2/-58.5 | —47.1/~58.9
@ 2.4GHz
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Fig. 4.52 Measured QPSK, 16QAM and 64QAM constellation plots

Table 4.2 EVM
performance

EVM performance
Modulation QPSK
EVM [dB] |—35.7
@ 900 MHz

EVM [dB] |—35.8
@ 2.4GHz

16QAM | 64QAM

—36.9

—=37.1

—36.1

—37.0

Finally, a performance summary (Tables 4.3 and 4.4) and comparison table are
provided (Table 4.5). Driven at baseband sampling rate the power consumed in the
resistive QDAC digital operation (decode, register and switching) is reduced by a
factor of 7 when compared to [Par15b], providing an even simpler and more power
efficient solution for charge-based architectures. Leveraged by the incremental-
charge-based operation, the entire signal path comprising RQDAC, mixer and RF
load achieves an improved efficiency of 5.8 % at 7dB backoff, only degraded by
the LO power consumption—over designed due to the external LO utilization in the
test chip. In a transmitter with integrated VCO, the LO chain power consumption is
expected to be reduced by approximately 60 %.
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Fig. 4.53 Measured out-of-band noise at maximum output power for 900 MHz modulated carrier
(10 MHz single-tone sampled at 500 MS/s)
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Fig. 4.54 Measured out-of-band noise at maximum output power for 2.4 GHz modulated carrier
(10 MHz single-tone sampled at 500 MS/s)
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Fig. 4.55 Measured out-of-band noise at different backoff values

Table 4.3 Performance summary (900 MHz)
Performance summary @ LO =900 MHz

RF bandwidth [MHZz] 5 10 20
Maximum pout [dBm] 3.5 3.5 3.5
ACLR1/ACLR2 @ —3.8dBm [dB] —48.8/—62.8 | —48.3/—61.4 —49.2/—59.5
Noise @ 3.5dBm/—3.5dBm [dBc/Hz] —159.2/—158.9
Offset [MHZz] 45
LO Feedthrough @ —3.5dBm [dBc] <—60
Image @—3.5dBm [dBe] <—45
CIM3 @—3.5dBm [dBc] <—=50
Consumption @ —3.5dBm
DAC (charge intake) 2.36 2.45 2.99
DAC (digital) 1.35 1.44 1.57
Mixer [mA] 1.59 1.59 1.59
LO generation 5.75 5.57 5.75
Supply voltage [V] 0.9/1.1/1.8
Active area [mm?] 0.22
Process [nm] 28 nm

4.5 Conclusion

In this Chapter, the operating principles, circuit realization and measurement results
of the resistive charge-based TX are disclosed.
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Table 4.4 Performance summary (2.4 GHz)
Performance summary @ LO =2.4 GHz

RF bandwidth [MHz] |5 10 20
Maximum pout [dBm] 3.5 3.5 3.5
ACLRI/ACLR2 @ —3.8dBm [dB] —46.8/—58.9| —48.0/—58.5 | —47.1/—58.9
Noise @ 3.5dBm/—3.5dBm [dBc/Hz] —159.9/—158.0
Offset [MHz] 45
LO Feedthrough @ —3.5dBm [dBc] <=55
Image @—3.5dBm [dBc] <—40
CIM3 @—3.5dBm [dBc] <—=50
Consumption @—3.5dBm
DAC (charge intake) 2.20 2.28 2.81
DAC (digital) 1.72 1.80 1.93
Mixer [mA] 4.19 4.19 4.19
LO generation 17.7 17.7 17.7
Supply voltage [V] 0.9/1.1/1.8
Active area [mm?] 0.22
Process [nm] 28 nm

Based on the observation that the first chip’s power consumption was highly
impacted by the PPA bias current, a direct-launch implementation where the PA
is directly driven using the QDAC was targeted. The QDAC was implemented
using a 12-bit conductance array, which proved to be the most area efficient way of
increasing the charge capacity of the QDAC. Instead of delivering packets of charge
at LO rate as in the first implementation, now the required total charge is transferred
to the baseband node by charging and discharging Cgp in continuous-time. Since the
DAC switches are now operated at baseband speed, further improvements in power
consumption could also be achieved when compared to the first realization.

All the noise filtering capabilities provided by the capacitive charge-based TX are
also seen in its resistive implementation, with only one exception: the quantization
noise in the RQDAC transmitter does not scale with the ratio between two capac-
itances, but it’s rather dependent on the absolute value of the unit resistance and
baseband capacitance. Intrinsic noise filtering (including quantization) is provided
though, but in the direct-launch implementation the baseband node’s conductance
is increased significantly when a low impedance RF load is used. To keep the noise
cutoff frequency below 20 MHz so that out-of-band noise emission is reduced, the
baseband capacitance has to be increased accordingly.

Different from the CQD