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Chapter 1
The Mysterious Discipline

Abstract The introduction reviews the history of systems research and explains
how the discipline has matured and divided into branches such as systems engi-
neering, systems thinking, systems operations research, analysis of economic sys-
tems, theories for social and anthropological systems, modeling of biological
systems, and management of organizational systems. This fragmentation of the
discipline makes it difficult for a young student today or an interested novice
without years of experience in a field that connects to systems studies to learn about
systems analysis. There are many books written within each branch of systems
research, but this book is unique and very much needed because it establishes a
framework for studying systems that connects with all research branches but does
not require the reader to have any prior backgrounds.

Friends, when I was a young engineer studying aerospace systems in graduate
school, I greatly admired how the book Six Easy Pieces, by Nobel Laureate
Richard Feynman [1], brought the wonders of physics to a more general audience.
It is good to sometimes step back from the equations and look at the bigger picture.
Then, as I entered the world of business, I greatly admired how the book The 7
Habits of Highly Effective People, by Stephen Covey [2], helped people focus on
the real factors of success in life. It is good to sometimes stop working and think
about what one is doing. Thus, after 25 years of studying systems and publishing
systems research papers in fields such as disaster response, public administration,
program management, national security, astrophysics, and theoretical biology, I
find myself wondering why no one has published a book on the basic discipline of
studying systems. The skill of being able to self-identify and explore behaviors and
problems in our world from a systems perspective is so useful that it should be
taught at the high school level.

Do not get me wrong. There are many fine books on systems engineering,
systems thinking, systems operations research, analysis of economic systems,
theories for social and anthropological systems, modeling of biological systems,
management of organizational systems, and so forth. Further, there are books on
specific processes and techniques derived from the study of systems, such as Lean
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2 1 The Mysterious Discipline

Six Sigma, Total Quality Management, Balanced Scorecard, Fifth Discipline, and
Agile Development. If [ were a young student today or an interested novice without
years of experience in a field that connects to systems studies, this great diversity of
books that approaches the study of systems from different angles can be over-
whelming. How do I begin to acquire systems analysis skills? And how do I move
beyond the dictionary definition of a system being a group of parts that work
together to yield total effects? Even so-called primers and introductory volumes are
often oriented toward specific methodologies and philosophical perspectives.

The dictionary definition of a system indicates that we will find systems
everywhere in our world and that all of nature can be considered a giant system.
Some systems are made by man. Some systems are observable by man as clear
constructs of nature. And some systems are more flexibly defined by man to help us
better understand nature, society, and organizations. As a result, the study of sys-
tems is across many fields (transdisciplinary) and integrates methodologies from
many fields (interdisciplinary). This strength of endeavor is perhaps also why
systems studies is so fragmented and lacking a well-defined rudimentary core. I will
further elaborate on this statement. But first, let me propose that, even for academic
researchers and practitioners, it might be useful at times to step back from com-
peting theories, contending schools of thoughts, set processes, and established tools
to think about the basics. So, the search for the basics for those familiar and not so
familiar with systems studies is the objective of this book.

The fragmentation of systems studies is tied to the fact that so many of us came
to it from our own fields of study and bring to it our own biases in methodologies
and research philosophies. I, for example, started with the design and engineering
of well-bounded systems and later began to investigate the techniques for rapidly
analyzing large military system of systems architectures in the course of providing
technology and acquisition planning recommendations within the Pentagon during
the latter years of the Cold War. Then, as I became involved in studying
Information Warfare and exploring ranges of potential futures, yet another
dimension of systems analysis opened up to me. This experience in the mid-1990s
promoted a life-long research interest in complex system behaviors that can be
projected through system models but cannot yet be validated because of a lack in
supporting data. Sometimes, mechanisms for collecting the appropriate data have
yet to be formulated, and, other times, the need to collect the appropriate data must
be presented. I am sure that many others, such as biologists learning to build node
and link diagrams as a part of the emerging field of systems biology and managers
learning to build process flow diagrams as a part of business system reengineering,
all have wonderful stories of how systems studies entered their lives. Further, I am
sure that those who have majored in systems engineering and operations research
will have a thousand stories of challenges, accomplishments, and collaborative
experiences.

There is, however, a much bigger story of systems studies that extends back to
the establishment of the scientific methodology by Johannes Kepler in 1602, [3]
and it is worthwhile to summarize this story to help place all our experiences and
the objective of this book in context. Kepler’s Laws of Planetary Motion is an
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observationally and analytically established model for planetary systems. Since the
days of Kepler, scientists have been deductively breaking apart all aspects of natural
systems into measureable and relatable pieces to support hypotheses, theories, and
validated facts. For complex natural systems such as living organisms, the efforts to
identify their component parts intensified with the discovery of the cell in 1676 and
cell structures in the 1800s [4]. The philosophy that a system is no more than its
identifiable component parts, scientific reductionism, in turn, became very popular
in natural science communities [5]. As scientific instrumentation advanced in the
twentieth and twenty-first centuries to identify all component parts, the philosophy
of positivism, which states that knowledge should only be based on what can be
measured and mathematically/logically explained, also became popular in natural
science communities [6]. These philosophies continue to influence those with prior
scientific training in their study of systems.

Systems studies followed another path with the industrial age, as man created
ever more sophisticated systems to serve society. Inventions, such as those by
Thomas Edison starting in 1869, were achieved through inspiration, creativity, and
inductive thinking [7]. The figuring out of how parts fit together and the designing
of parts for fitting together into systems have been the focal points for the engi-
neering fields. This endeavor has intensified with the miniaturization of electronic
devices, the start of the computer age, and the growth of the World Wide Web. To
study systems that must work together to form greater systems, the US Department
of Defense and others have invested substantial resources since WWII in operations
research (how systems perform in real environments), logistics (how systems are
supported during operations), lifecycle management (how systems are built,
deployed, and retired), and war gaming (how systems specifically compete with
other systems in symmetric and asymmetric ways). Recognizing that modern
man-made systems must often integrate mechanical, electronic, computer, and
communication subsystems as well as take into account the capabilities and limi-
tations of the users, many universities and institutions have established systems
engineering departments and divisions. The term “systems engineering” traces back
to Bell Telephone Laboratories in the 1940s, [8] and engineering endeavors have
since focused on design, modeling and simulation, optimization, control, and
reliability. With the advancement of computer tools over the past decades, all these
endeavors have matured into specialized fields, and some of the modeling tech-
niques have been adapted to study biological systems.

As the industrial age shifted the structure and tempo of societies, the study of
systems followed a third path into the social sciences. Herbert Spencer popularized
the philosophy of functionalism, which argued that society should be viewed as a
complex system with mutually supporting parts [9]. He also introduced the bio-
logical theory of natural selection into social dynamics. As society has economic,
political, military, and cultural components, each of the connected academic fields
has incorporated systems thinking and systems modeling into their studies. For
example, Karl Marx, in 1867, presented one of the earliest theories on social system
failure by arguing that economic inequalities will cause internal tensions that lead to
social collapse [10]. Von Neumann, in 1944 [11], mathematically modeled the
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interactions across political systems and systems driven by individual actors based
on rational decision-making by all sides. The interactions gave rise to Game
Theory, which was advanced by many scholars and later applied also to biology.
Yet Karl Ludwig Von Bertalanffy and others in the 1930s made perhaps the most
important advancement in systems thinking for the social sciences through the
argument that social systems are too complex to be studied by pure scientific
reductionism or engineering-based mechanistic models. Instead, the resulting
General Systems Theory argued for the study of social systems to be more focused
on holism and organic behaviors [12].

General Systems Theory launched the realization that systems involving inter-
acting human actors cannot be tightly bounded or easily quantified despite the
endeavors of man to create structured organizations. Like other organic systems, the
complexity is often reflected in self-organizing, self-adapting, and even
self-proliferating characteristics. However, modeling such characteristics can be
more challenging than systems in nature because we do not always have an
objective system state or reference frame for how the human system should per-
form. After advancing operations research in the 1950s, Churchman [13] would
declare such systems are “wicked problems,” and Ackoff [14] would call such
problems “messes”. To study these systems, Checkland in the 1980s [15] formu-
lated the Soft Systems Methodology (SSM), which recognizes that our actions to
measure a system affects the system and that there are no perfect models of systems.
Instead, SSM advocates a recursive learning approach for systems understanding
starting with an initially imperfect conceptual model. This methodology is aligned
with the philosophy of action research and challenges the idea that man can
engineer rigid systems and organizations that have complete mastery of interactions
within their environment [16]. Contrary to the objectives of design research, there
may always be some hidden consequences, latent patterns, and/or unforeseen forces
because the true nature of all real-world systems is unbounded.

I have mentioned deductive and inductive methodologies in systems studies;
thus, SSM should be considered a more explorative methodology. However, there
are other ways to explore complex adaptive systems as first defined by the Santa Fe
Institute [17]. If we are not certain about whether a bunch of parts even constitutes a
system or whether many interacting systems will lead to unrealized effects, modern
computers now enable us to simulate such behaviors through agent-based models.
The philosophy of agent-based modeling is the belief that even simple interactions
between agents (computer models representing people, organizations, things, and
the environment) lead to highly complex outcomes over time. If we want to study
macro behaviors in an extremely large and complex system, modern computers
now enable us to simulate dynamics at an abstract level using models built based
upon the principles of system dynamics as established by Forrester in the 1960s
[18]. One type of abstraction is a way to model the whole world based on
inter-regional and transnational division of labor through the World Systems
Theory of the 1970s, to be discussed later. However, there are many other theories
on how to abstractly model geopolitical and transnational behaviors.
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In the United States, system dynamics has greatly influenced the social sciences,
economic theories are being extended to biological systems, and researchers are still
trying to validate the results of agent-based models. However, Soft Systems
Methodology has historically remained unpopular and is left largely to the
endeavors of European researchers. We can speculate that the United States has
invested tremendously in the design of physical and organizational systems over the
years, and control or illusions of control, depending on your perspective, has taken
priority over systems understanding in some cases. Certainly this appears true at
the organizational management level where many books have been written to
help practitioners control organizations for optimization and transformation.
Simplistically, some models are more system metrics focused, such as Total Quality
Management and Balanced Scorecard [19, 20], some models are more systems
process focused, such as Lean Six Sigma [21] and some models are more systems
integration focused, such as The Fifth Discipline as established by Senge in 1990s
[22]. There are overlaps between these models, and all the models seek to transform
organizations. However, the consideration of organic behaviors in the organization
varies, and the control points, as a result, vary.

At this point, I will apologize for not doing justice to any of the system study
paths and methodologies presented. However, these paths and methodologies will
reappear again as we explore the basics in studying systems. All I wish to show for
now is the reality that systems studies lack a single coherent core, and that, despite
efforts to apply methodologies and techniques across disciplines, the dichotomy
between the paths has caused contention and mutual misunderstanding.
Practitioners and researchers along different paths of systems studies are indoctri-
nated into communities, and problems in communities are still falling through the
cracks because of philosophical limitations. To the rest of world not familiar with
systems studies, it must truly appear like a mysterious discipline. There is so much
promise for problem resolution and so much ambition in the scope of problems
being tackled. Yet, I will argue that seldom has system study approaches and
outcomes been explained clearly and concisely to young students and senior
decision-makers. One of the most familiar system diagrams in the news years back
is that of a messy chart trying to show the interrelationships between factors
affecting stability in Afghanistan. Instead, the chart convinced the general public
that the Pentagon had missed the big picture [23].

I am not sure that everyone conducting and applying systems research can ever
agree on philosophies, methodologies, and theories. But I do know that I am not the
one who can bring about agreement. Sometimes a little disagreement is healthy for
the advancement of knowledge, as long as each side is willing to consider the
arguments of the other. Other times much potential is lost. My interest is to
introduce the wonders of this mysterious discipline to the outside world at a basic
level where there are no major disagreements. As hopeful novices, let us now
explore how systems form and how systems break. Then, you the reader can decide
to what degree you want see the world through the perspective of systems analysis
and to what depth you wish to learn about systems analysis techniques.
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Chapter 2
The Characteristics of Systems Formation

Abstract This chapter establishes the basic concept of what constitute systems and
defines characteristics associated with the concept. The characteristics are broad
enough to apply to all types of systems and have associated metrics that can define
specific system components, structures, and behaviors. Many examples based on
natural systems, human organizational systems, and man-made systems are pro-
vided in each section to explain how system metrics are to be applied.
Methodologies for studying systems are further introduced in the context of
applying metrics to specific types of systems. Through the established conceptual
framework, we further explain how hidden systems can be discovered, logical
divisions between systems can be determined, systems can be designed based on
total dimensionality, and the behaviors of systems can be explored.

Our world is filled with systems and activities that can be defined as systems.
Therefore, a student studying systems formation might be tempted to just jump into
case studies upon case studies. The challenge with this approach of going from the
specific to the general is that one might never get the case studies to converge upon
a common understanding and one may never be certain that the right scope of case
studies have been used to achieve common understanding. Studying real world
systems, even at a fundamental level, further requires subject matter skills. The
division between subject matter experts then enforces the fragmentation of the
discipline.

Our study of systems formation will, therefore, start with the basic concept of
what constitute systems and the definition of characteristics associated with the
concept. These characteristics will perhaps be obvious to some by first introduction.
Yet, if all systems are bound by these characteristics, then we can study systems
formation by going from the general to the specific. I believe that these general
characteristics will help us discover hidden systems, determine logical divisions
between systems, design systems based on total dimensionality, and explore the
behaviors of systems. And, we need to first understand how systems form before we
can study how systems break. People who are studying specific failure modes might
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argue with me about the last statement, but the statement might make more sense
after I explain my definition for formation.

I fully understand that many systems in nature are so complex and so old in
origin that their paths of formation will continue to elude us. However, nature and
even our own physical bodies teach us that whatever is not forming or growing is
often in the process of failing and dying. As soon as our bodies reach adulthood, the
process of aging begins. As soon we build a machine, the process of wear and
breakdown begins. Breakdown can be controlled and delayed through maintenance,
but absolute steady-state is a rare thing. So the study of system formation is the
study of the system across its life of changes and transformations to the point where
breakdown is unavoidable. Sometimes, failures occur in the process of formation,
and other times failures occur after formation has stopped. Either way, to fully
understand failures, we need to know not necessarily the beginning of formation but
most definitely the end state of formation and formation activities. That end state,
even when cut short, is the reference frame to which system breakdown can be
measured.

If a system is a group of parts working together as a whole according to defi-
nition, then an understanding of system formation must involve the study of:

The dynamics of the parts and the whole

The associations between the parts to make the whole

The structure of the whole based on the parts and associations

The boundaries of the whole or the boundlessness of the whole

The interactions between the system and the environment with other systems
The qualities of the system as a whole

The integration of systems to form greater systems.

These can be considered the top-level characteristics of systems formation, and
the many paths and methodologies of systems studies can be placed in the
decomposition of characteristics. These characteristics also affirm that systems
studies is a discipline that cuts across other disciplines and integrates disciplines. As
researchers have long realized, systems with common characteristics in nature and
society often exhibit similar behaviors that enable comparative analysis. Systems
with unique capabilities in nature and society might further inspire the design of
man-made systems. And man-made systems often integrate with social and nature
systems in complex ways that have potentially unforeseen secondary effects.

As a result, our journey into the basics of systems formation will be an exam-
ination of system characteristics and interrelationships between characteristics. If
you approach all the problems, opportunities, and behaviors of this world through
the lens of these characteristics, I guarantee you that the world will never appear the
same again. If you partake of other fields of study through the lens of these char-
acteristics, then each field will not appear so distant and so alien to your under-
standing. The patterns of system behaviors repeat themselves over and over again,
and the causes of system failures, which we will explore in Chap. 3, are seen
everywhere that we find systems.
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2.1 Dynamics: Moving System Parts

Any discussion of systems should probably start with the term “dynamics” because
there cannot be a system without change. A bunch of parts connected together in an
unchanging way is merely an object. The object can be incredibly complex.
However, if there is no work being done and no changes occurring, then the object
is a display piece. On the other hand, a combination of very simple moving parts,
such as a wheel that grinds wheat being turned by water flowing down stream,
forms a system, and the activities of the system are termed system dynamics.
Systems dynamics is the dynamics of the parts and the dynamics of the whole
system. In very simple systems, the dynamics of the parts is easily translated into
the dynamics of the whole systems. In very complex systems with many parts,
complex parts, unknown parts, and/or unknown parts relations, the study of the
system becomes a dedicated discipline. Before we go too far down the road of
complex systems, first let us start with an understanding of the basic dynamics for
system parts.

A part that belongs to or could belong to a system is generally described through
four types of dynamic characteristics as shown in Fig. 2.1. As the part can be a
material component, software module, human actor, biological entity, information
element, or a subsystem composed of any combination of the other part types, we
must start with a very broad understanding of dynamic characteristics and then
advance our understanding toward specifics.

In the first type of dynamic characteristics, the part will have an orientation
relative to a reference frame that is based on the system or the system’s operating
environment. For machines, one orientation would be how a part fits with other
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Fig. 2.1 Four types of dynamic characteristics
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parts, and the orientation could be relatively fixed in the design reference frame.
However, as the machine moves in an environmental reference, the orientation of
the part will change relative to the environment as well as the forces and material
interactions within the environment. For software, the orientation could be the
position of a group of codes relative to other codes and code interfaces. Software
parts must reside in physical computer parts, but the management of software
through hardware and platform technologies in modern network-based cloud
computing systems does not have to follow a one-to-one relationship. For human
organizations, the orientation could be the political leaning of a special interest
group, the procedural guidance for a team, the needs of different users, etc. For
systems of pure information, the orientation could be how a bundle of information
is positioned against an agenda such as a marketing campaign with many bundles of
information working together. The key point about orientation is that it might be a
governing factor to how parts will work together and how the working relationships
can change.

The second type of dynamic characteristics is motion and oscillation as a specific
type of motion. Once again, motion needs to be measured against a reference frame,
and a part can have different kinds of motion relative to the system and to the
operational environment. In the physical world, motion could be linear or rotational.
Linear motion merely means that a line vector describes the motion, but the path or
pattern of motion could follow a complex trajectory. If a motion continuously
reverses and repeats itself, then the part is in oscillation. A part can move linearly
alone one directional axis and oscillate along another. Also, a part can oscillate in
place back and forth or oscillate about a rotational axis. And, rapid back and forth
motion can be described as vibrations. For nonphysical parts, motion is essentially a
statement of change for the whole part relative to a nonphysical reference frame.
For example, an encapsulated malware is in motion across the World Wide Web
until it lashes onto a host software application and causes harm. Humans in society
or an organization are said to be in motion if they change locations or if they change
their group alignments. As I will discuss later in studying system structures, some
systems and structural configurations can tolerate the relative motion of their
internal parts more than others. Both internal motion and motion tied to the whole
system might affect the input and output characteristics of a part and the compo-
sition of a part.

Accordingly, the third type of dynamic characteristics is input and output for
different parts. If a part has the structure of a subsystem, then how that subsystem
receives inputs and transmits outputs to other parts, systems, and the environment is
fairly complex. Regardless, all manner of simple and complex inputs and outputs
can be further categorized as forces, energy, substances, and communications. This
breakdown is in favor of physical parts, as they can receive and transmit all four
kinds of input and output. For information technology systems, the inputs and
outputs are limited to energy and communications. However, the communications
can be further subdivided into data transmission, software uploads and downloads,
protocol exchanges, and status updates. For human systems, inputs and outputs
could represent ownership. Products can be given to a human recipient. The human
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recipient can pass the products to others. And the human recipient can create or
modify his/her own products to pass on as output. In fact, a part taking inputs and
using them to create outputs is one of the most common component functions in a
system.

The fourth type of dynamic characteristic is the composition of a part. At the
most fundamental level, a part should have a size and surface contour with features
that are relative to the reference frame for that part. If the part is a physical com-
ponent, then the size can be from the atomic level to the planetary level because the
atom is a system, and the stars and galaxies are all systems. The physical features
could be receptors that promote integration with other parts or systems, textures that
affect contact interactions, and gates that control the inputs and outputs. For soft-
ware parts, the size could be number of lines of code, and the surface could simply
be the code boundaries and interfaces. For parts in human systems, the size could be
the number of people in a component group and the surface could be the positions
of the people. Finally, an information part could be sized by the quantity of
information and the accessibility of the information. Inside each kind of part, there
should be an internal structure that could be very complex. Physical structures can
have material and energy properties, information properties, and behavioral char-
acteristics. Other structures might only have information properties and behavioral
characteristics. The information properties of software parts might be very complex,
and the behavioral characteristics of organic and human parts in systems might be
even more complex. This complexity sometimes includes how parts can
self-proliferate and how parts will age and break down overtime. The sources of
complexity lead us to the next step of exploring how to study the dynamics of parts
and systems.

As all systems have dynamic characteristics, measuring and studying the
macro-dynamics of the total system is a way to identify and understand the system
parts. Then, measuring and studying the dynamics of system parts is a step toward
understanding the formation process of the system. The measurement of the whole
and the pieces can be an interactive process that steadily incorporates the other
characteristics of formation as the understanding of the system begins to manifest.
However, the endeavors of measurement bring us into the positivism versus soft
systems thinking debate.

I will at this point declare that I do not strongly embrace the positivism phi-
losophy like so many of today’s scientists. This is because I do not accept that
today’s instruments and methods can always measure all the parts and part char-
acteristics in real-world systems. Further, I believe that, despite the lack of data,
systems studies might still help us press forward with discovering new methods of
measurement, new system needs, and even new parameters that have been ignored
by other researchers. Instead of building systems thinking around the data, I, like
many others, prefer to build systems thinking around the actual problems and
dynamics observed in the real world. In this manner, I agree with soft systems
thinking in that real-world systems can never be perfectly measured because a
perfect set of measurements means that we will have built another model of the real
world. To elaborate, every measurement of change that we take with modern
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instruments is still at intervals across specific parameters. Movies are at a
frames-per-second rate that is much faster than the eye and brain can perceive.
Digital images breakdown data intervals into pixels per square inch. And computer
databases must record data in distinct increments.

The two big shifts in the measurement of systems in modern time are: (1) a
dramatic increase in measurement capabilities across many scientific fields, and
(2) a dramatic increase in data storage plus processing capability with high capacity
blade servers, fiber optic networks, and cloud computing distribution platforms. The
most dramatic advances in measurement are perhaps in the biological sciences with
the conduct of the Human Genome Project from 1990 to 2003, the identification of
countless proteins/enzymes that regulate cell activities, and the discovery of many
drug combinations that affect biological processes. However, the details of our
universe gathered by the Hubble Space Telescope and other space probes are also
impressive advances. The most dramatic advances in database usage are perhaps in
the social media business area where the buying patterns, viewing habits, demo-
graphics, and preferences of millions of online users can all be recorded as terabytes
(1000 GB) of data. However, these databases will soon be rivaled by databases
with the electronic health records of billions of people. To place a terabyte in
perspective, an IBM PC in 1982 has a 5-MB hard drive. This means that one of
today’s 4 or 6 TB drives, which only cost a few hundred dollars, will have the data
storage capacity of 1 million 1982 IBM PCs.

The net result of this explosion in data collection and storage is that the world
now has and may continue to have more data than system models to understand the
data. If we believe that the world is composed of systems within systems, then all
data in theory has a systems connection. Achieving that connection is perhaps the
biggest challenge for systems studies in the future. However, data can be deceptive
because immense quantities of data do not mean that the data sets are complete.
Hidden patterns in the dynamic characteristics of parts can exist between mea-
surement intervals. Some dynamic characteristics may still not be measured. Some
parts may still not be detected in measurements. And some system formations may
not be identifiable even with tons of existing data. For example, with all the
research attention devoted to capturing the DNA as the map for organic growth,
operations, and senescence, I have instead wondered who is doing research on the
reference frame for the DNA map [1]. How do cells in the body grow and specialize
into shapes and functions using the DNA map? No matter how well we measure the
map, the system understanding is incomplete without the mechanism for the ref-
erence frame. The search for missing information, undetected parts, and unidenti-
fied systems will require an integrated understanding of all the characteristics in
systems formation. Therefore, at this point, let us first explore what to do with all
the data at hand.

For data sets that are well structured in that the primary information has clear
fields of associated information, computers have been quite successful at storing
and using such data through relational databases. Relational databases use table
structures to capture data and correlate data fields through a relational index.
A spreadsheet is an example of a relational database. As shown in Fig. 2.2, the first
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Fig. 2.2 Notional representation of a simple relational database

column of record IDs connects the elements/parts being described with the fields of
descriptors and associated information. These databases can be quite large, as long
as the relationship structures can be maintained, but there will eventually be scaling
problems (perhaps at the terabyte level), as the size of the database cannot be easily
handled by current server technology.

In response to large data sets without well-defined relational structures and with
the need to leverage distributed cloud computing capabilities, technologies for
nonrelational databases have advanced, led by Google and other leaders such as
Apache. Essentially, nonrelational databases, as shown in Fig. 2.3, try to encap-
sulate data and parse data across a terrain. The data can be managed and controlled
at the cell level with even security and access to the data controlled at the cell level.
With this parsing, packets of data can be dynamically associated with one another
in a complex manner based on incremental and iterative advances in understanding
the data. The first step in advancing our understanding of the data is data mining. So
in this first section on part dynamics, we will review data mining techniques and
leave the many analytical techniques that are applicable to mined data for later
sections.

Almost everyone today who has been on the Internet has conducted data mining
activities. The most popular mining endeavor is the Google search based on key
words and phrases. What the user gets in data mining are hopefully pieces of
information from vast quantities of data that shed light on the user’s problem and
research interests. It is easy to understand the concept of a key word search, but
there are other more advanced searches into the vast networks of data. I will review
some of these advanced techniques below, and many of these techniques will
require specialized search tools and inference engines that connect search activities
with rule sets.
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Fig. 2.3 Notional
representation of a
nonrelational database

2.1.1 Data Mining by Deductive Decision Tree

In this technique, as shown in Fig. 2.4, a search engine is given a hierarchical set of
rules, which is automatically applied to search results. With each level of the search,
the results are automatically assessed, and the rules tell the search engine which
branches to follow in the next level of search. This multistep search capability
produces incremental results that are presentable in a tree structure to promote data
relationship understanding.

This technique is quite useful in rapidly searching for parts and part character-
istics that are associated with an evolving distributed system in a complex envi-
ronment [2]. For example, this search can automatically map out how a disease
system is spreading across a society. Also, this technique is quite useful in tracking
down sources of errors in complex multistage organization processes.

2.1.2 Data Mining by Agile Characterization

In this technique, as shown in Fig. 2.5, a search engine collects data broadly and
dynamically organizes the data into summary groups, such as groups based on data
ranges, for presentation [3]. The purpose of the grouping is to enable rapid com-
parisons of contrasting data between groups and to adjust group boundaries to
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better characterize data for follow-on searches. This process of characterization and
recharacterization might require sufficiently generalized definitions of groups in the
beginning, but the iterative searches that increasingly place data in more accurate
groups can yield precise descriptive results.

This technique is quite useful in figuring out which distributed system, such as
military forces, owns which parts as systems interact/conflict with one another.
Also, this technique is useful in isolating system parts, such as biological agents,
from an environment of similar parts. The refined definitions of groups can be
further used to describe the associated system at a macro-dynamic level, and the
process of grouping can be used to design or form systems from raw material.

2.1.3 Data Mining by Complex Classifications

In this technique, as shown in Fig. 2.6, a search engine identifies properties that are
common across all or portions of the data and interrelationships between data
elements based on these properties [4]. The initial identification process can use a
correlation matrix. Once there are properties to link data elements, these links can
be used to determine parts that belong to a system and the associations between the
parts.

Property A Property B Property C
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Fig. 2.6 Notional representation of complex classifications
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This technique is quite useful in filtering data elements, such as properties of
people in society, for behavioral patterns that link select elements to systems, such
as secret organizations. Also, this technique is useful in separating properties/effects
that belong to parts in a system from other related properties/effects from the
environment.

2.1.4 Data Mining by Regression Analysis

In this technique, as shown in Fig. 2.7, a mathematical best fit line or curve fitting
tool is used to discover how to extend the known patterns in data into regions of

Linear Best Fit

Best Fit Curve

Fig. 2.7 Notional representation of regression analysis
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unknown data [5]. Linear regression can project the nature of data in regions
beyond current measurement capability. Alternatively, curves can show us ranges
of potential data.

This technique is quite useful in guiding researchers toward areas of missing
system dynamics information, such as output qualities when inputs are increasing
beyond current measurements. Also, this technique is useful in formulating/
projecting the existence of additional parts for systems with the understanding that
such parts are pending future verification.

2.1.5 Data Mining by Inductive Data Association

In this technique, as shown in Fig. 2.8, a computer tool creates real-time node and
link constructs in data based on discovered associations [6]. As to be explained in
the next section, association type and strength can be reflected in the definition and
distance of linkages. This representation can further be used to identify spatial gaps
in data and future collection requirements. The initial inductive model might not be
accurate, but through iterative data mining based on the model, the study of system
parts and the whole system can be folded together in the data mining process.
This technique is quite useful at quickly linking the behaviors of the parts to the
dynamics of the total system. Also, projected links are useful in finding data as well
as hidden system parts. The changes in links and link characteristics will provide
insight into the dynamics of parts and the system, and massively complex
point-to-point relationships in data, such as those in protein studies (proteomics),
might be more easily represented by nodes and links than other capture methods.

Fig. 2.8 Notional representation of inductive data association
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Fig. 2.9 Notional representation of cluster analysis

2.1.6 Data Mining by Clustering Analysis

In this technique, as shown in Fig. 2.9, the search engine conducts artificial
grouping and regrouping of data to discover metadata sets where knowledge dis-

covery is better achieved [7]. The

meaning of a cluster is often understood after

analysis whereas the meaning in data classification is more connected with the

classification process.

This technique is quite useful at studying a mass of data, such as in
information-driven systems, with no clear interrelations and delineations. At the
beginning of the data collection processes, clusters can be flexibly assigned and

overlapping. Then as data changes,

the clusters can be refined to more accurately

reveal system content and system dynamics understanding.

2.1.7 Data Mining by Baseline Pattern Searches

In this technique, as shown in Fig. 2.10, the search engine looks for entire patterns,
groups, and states in data based upon traceable paths and/or baseline reference
frames [8]. These entities may sometimes be obscured by other data elements
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Pattern Identification by Path

Baseline

Pattern Identification by Baseline

Fig. 2.10 Notional representation of pattern searches

intermixed into the patterns and groups. Therefore, a path or baseline is used very
much like a filter to discover behaviors and relationships within apparent chaos.
This technique is quite useful in comparative data analysis, such as finding
similar patterns of disease propagation in other cities when there is a baseline
pattern from the originating cities. Also, this technique is useful in finding new,
perhaps hidden, patterns by trying out a variety of nonrandom paths as filters. For
example, admits the individual activities of people in a city, unique patterns of
behaviors, such as specific person-to-person interactions or movements from
location to location, can be discovered to indicate a coordinated terrorist plot.
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2.1.8 Data Mining by State Change and Deviation Filters

In this technique, as shown in Fig. 2.11, data filters are continuously applied to
monitor for when dynamic patterns have exceeded specified ranges [9]. If the data is
connected with system parts, then the dynamic characteristics of the parts, as
described above, can be used as a basis for determining what states to monitor.

This technique is quite useful in understanding peak behaviors in defined system
parts undergoing volatile periods of changes, such as worker dynamics in an
organization hit by a business crisis. For example, who needs counseling support
and who needs to be released can be assessed by behavioral filters. Also, this
technique is useful in finding parts that are acceptable in a system, such as
mechanical testing of manufactured components for performance within designed
limits.

The above techniques for data mining are naturally mathematically involved
during implementation, and many complex algorithms as well as computer codes
have been developed in the exploding field of “Big Data” analytics. However, it is
important for us to not lose sight of the fact that the human mind, which processes
data in a nonlinear manner, is still superior to the computer’s linear processing in
some ways despite the computer’s overwhelming speed, capacity, and accuracy.
Therefore, I introduced the above concepts not merely to be a beginner’s tutorial
but also to be a stimulus for people closest to data to see pass the obvious for
insights based on thinking about how to look and what to look for. To elaborate, the
computer sees data as discrete elements and must work through data from one piece
to the next. If the computer draws a curve through points, it goes from point A to B
to C. In contrast, the human mind sees data as a whole as well as in discrete
elements. Therefore, when we draw a curve through points, we can, if trained and
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focused, see how the curve fits simultaneously at all points. At times, we can still
present a better fit solution in a faster time frame, particularly if the problem is
unbounded. One might argue the man is inherently more able to think and act
against uncertainties because the human mind is built to study real-world systems,
while the computer is built to study bounded abstract models of systems created by
man. [ am, thus, a believer in the systems researcher using computers as tools and
am quite concerned by systems research activities bounded from the beginning by
the limitations of computer models and capabilities.

For those diving into the realm of “Big Data” with terabytes and even petabytes
of information, I wish to add a reminder that data is not a mirror to the world, and
all large data sets have errors. Errors might occur as a result of the processes in
collecting, storing, and transferring data as well as in generating metadata from
source data. These errors are typically systematic, occurring in a predictable
manner, and can often be corrected through process changes when identified. Errors
might also occur through a variety of external factors independent of process, such
as random human mistakes in data collection, unforeseen environmental influences,
and unanticipated glitches in the mechanistic activities of data management. These
errors are typically nonsystematic, occurring in a perceptively random manner. This
implies that their detection and correction must often occur in a one-by-one manner.
Sometimes, a lack of validating methods might require data mining techniques to be
adapted for error identification. Given the size of databases, the challenge is to
figure out how to get machines/computers to learn the causes of errors through
iterative discovery.

The nature of errors in data includes incorrect information, false information
mixed into valid information, missing information, and inconsistent information.
Incorrect information can be caused by the data capture person or device (collec-
tors), states and behaviors of the source, and corruption after data capture. False
information can be caused by the collector’s inability to discriminate/filter data,
opposing forces generating false data, and extraneous data that made their way into
the database. Missing information can be caused by flawed collection such as not
enough range or repeat cycles, flawed transportation such as packet loss across a
communications circuit, and flawed storage such as ineffective data architecture
design. Finally, inconsistent information can be two or more competing data ele-
ments for one parameter, two parameters with a common data element, and data
elements in the wrong places.

In this section, I started discussing dynamics within system parts, but dynamics
also contribute to the other system formation characteristics that we are about to
explore. Therefore, this book is cumulative in its presentation style—each section
becoming a foundation stone to understanding following sections. With the
dynamics of the parts, the next logical step is to understand how parts associate with
one another to form integrated dynamic properties.
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2.2 Associations: Connections Between System Parts

As systems are parts working together, there must be associations between the
parts. Every part does not have to be and should not be associated with every other
part. However, when two parts have an association, there are characteristics that are
identifiable. We can deduce four ways to describe the association, as shown in
Fig. 2.12: (1) type or types of association that is between the parts; (2) the orien-
tation of the association that can be connected with the orientation of each part;
(3) the quality of the association that can be driven by each part’s dynamic char-
acteristics; and (4) the effects upon the association that can support or challenge the
quality of the association. Beyond these descriptive characteristics, the parts con-
nected together by associations can be treated as a high-level entity/subsystem with
total dynamic characteristics as described earlier. In other words, the parts together
have group orientation, motion, inputs and outputs, and composition.

In regards to the types of associations, two parts can be linked together in a way
that there is a continuous ability to transfer force, exchange physical material,
communicate information, and/or detect one another’s role and status in the system.
For example, the planets in our solar system are continuously under the gravita-
tional force of the Sun and one another. A pipeline could pass oil or natural gas
from a reservoir to a user machine, such as a home furnace. A wireless network

Type Orientation
Continuous,
External

Incremental, or
Sporadic

Force
Physical Exchange
Communications

Process Dependence Mutual
Quality Effects
Flexibili Torsion
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Capacity

Reliability Temporal Effects

Fig. 2.12 Describing association characteristics
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could pass data from one computer to another. And a factory worker could start
his/her work, which depends on other people’s work, by merely following the
directions provided and looking at the clock. In the latter case, the workers are
linked together by a process and do not necessarily have to communicate with one
another.

The links between parts do not have to enable continuous force, material, and
process data exchange. Incremental exchanges are still definable as links. At which
point, the nature of the increments, such as time between engagements and duration
of interactions, become additional characteristics. Further, the link could form only
as needed and break in a sporadic manner depending on the dynamic state of each
part. Human players working as a group and adapting to an unpredictable and
changing environment will often form and break ad hoc associations as needed.
Based on the number of link types and exchange types, there are 12 combined types
of associations between parts. Two parts can yield more than one of these 12
association types, and the types can change as a form of dynamics. Sporadic links
can suddenly become continuous, and incremental links can gradually become
more sporadic. The flow of material between parts could stop while the commu-
nications continue, and the communications could stop while the process that
associates the parts endures.

If there is any kind of link between parts, the flow of force, material, information,
and/or awareness can be in just one direction or both directions. Unidirectional
associations often create a subordinate relationship between parts. Beyond these
link orientations, a link between two parts can also be external. In other words, the
forces, material, information, and process controls can pass from one system part
into some element of the environment that passes them to some part in another
system. For example, when we are on the Internet, there is not a direct commu-
nications link between our computer and the web application server on the other
end. Instead, information on both sides are sent out in packets with protocol layers
that tell routers throughout a vast global network on how to direct the movement of
the packets along adaptive paths. The optimization of the Internet than controls the
flow of countless packets so that millions of users all think that they have direct
lines of communications. Looking at the Internet example, we can also consider
external link orientations as mostly dependent links on system controls, as it is
difficult to imagine a simple environment redirecting the paths of forces, material,
information, and awareness. In contrast, direct links can be facilitated by a simple
medium, such as pipe, wire, paper, etc., or no medium at all.

With link type and orientation, the next set of characteristics is for describing the
quality of the link. The quality characteristic of flexibility is how the link can be
changed while still remaining intact. The change can be initiated by changes in the
dynamics of one or both parts, or it can be due to changes in the medium or
mechanism that enables the link. For example, parts that are moving or changing in
properties might require the link to also change in order to be viable. If the medium
enabling a link, such as air for the passing of sound, water for the shipping of
containers, and wire for the passing of electrons, is damaged or altered, then the link
characteristics might have to flexibly respond.
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The quality characteristic of strength in a link is simply how much opposing
force can be withstood by the link based on the reference frame of the link. The
opposing force for a link based on forces or physical exchange could act directly on
the forces in the link or transport mechanisms enabling the link. Alternatively, the
opposing forces could act at each end of the link on the parts. The opposing force
for communication links could be false information; the opposing force for process
links could be opposing processes.

The quality characteristic of capacity is simply the level of throughput for each
type of link. How much force is applied? How much material can pass at one time?
How many bytes of data can be transmitted per second? Links based on process
might not have a capacity, but the number of procedural steps enabled by the link
per second in the process could also be interpreted as capacity in some cases.
Finally, the reliability of the link is slightly different than strength in that reliability
accounts for the effects of time. A link can be strong initially but become unreliable
due to the course of change. Also, the association can simply be unreliable from the
beginning as an inherent quality. Not the same as sporadic links, which are known
to break and reform, unreliable links fail to meet their objective level of endurance
against time and forces. In designed relationships, reliability can sometimes be
improved like strength and capacity. Ways to improve reliability include increasing
strength, maintenance, backups, and redundancies.

The last set of characteristics for the association of parts is the effects of time,
environment, and other parts on the association. Using a physical mechanistic
analogy, the effects on an association can be regarded as: (1) stresses; (2) strains;
and (3) torsion.

Stresses are things external to the association that seek to force change in the
association. In mechanics, stress is the force that presses inward. In a communi-
cations link, external stress can be other external communications causing the
intended communications to be more difficult. In a physical exchange link, external
stress can be checkpoints and detours along a road that chokes the shipping of
goods. In a process link, external stress can be other laws and regulations that the
process might have to comply with. In mechanics, strain is the force that seeks to
pull apart the link. In a communications link, external strain can be parts moving
further apart and into areas where the communications infrastructure is less robust.
In a link for physical exchange, external strain can be a breakdown of transport
vehicles and reduction of delivery personnel. In a process link, external strain can
be people unwilling or unable to conform to the process. Finally, torsion is a force
that seeks to change orientation. In the case of links between two parts, external
torsion might flip the direction of forces, communications, and physical exchange.
In a process, torsion might shift the flow of the process. The reason I have added
torsion is as a reminder that external forces can affect association in complex ways.

The study of associations given the general characteristics described is separable
into the understanding of existing associations and the prediction of future asso-
ciations as well as changes in associations. In the study of current associations, we
first start with whether there are deterministic ways to describe the association—
ways that explain cause and effect and ways for the capture of absolute behavior. At
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times, deterministic definitions of associations are possible because associations are
not as diverse and complex as parts. To be specific, the ways to describe parts are
unbounded. System parts can be almost anything and anyone, and human com-
ponents in a system are beyond complex, almost impossible to adequately define. In
contrast, the association between even the most complex parts cannot be as com-
plex as the parts themselves. Instead, a subset of the parameters that define the parts
will govern the association. Thus, if we can isolate the subset parameters and isolate
the nature of the linkage, we might be able to formulate a behavior for the
association.

An example for deterministically defining an association is when the force,
physical exchange, and/or communication that join two parts follow a wave pattern.
Wave patterns are describable by formulas, and the cycles, peaks, and contours can
match the association characteristics. Some common wave patterns for incremental
links include square waves, sawtooth waves, rectified half waves, and surge and
release waves, as shown in Fig. 2.13. Square waves reflect a cyclical flip between
two states, such as times when products are moving from Part A to Part B and times
when there are breaks. This cycle is definable as a discontinuous function. Sawtooth
waves reflect a cyclical rise and decline with discontinuous changes at peak and
nadir. This wave/cycle can be used to describe interactions between Part A and
Part B that reverse directions based on an upper and lower limit. For example,
Part A pours water into Part B until a certain level, and then Part B pours the water
back. The link overtime will look like a saw tooth. Rectified half waves reflect a
cyclical pulse and a corresponding rest portion. This wave cycle can be used to
represent associations based on periodic events with ramp-up start and ramp-down
end. Finally, surge and release waves reflect a buildup to a point of sudden release
like a capacitor. This release can be periodical discharges of energy that go from
Part A to Part B to create an association.

Square Wave

J’% Surge & Release Wave

One Cycle
+—>

Fig. 2.13 Wave form types for incremental links
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Continuous links between two parts with changing characteristics are better
expressed as continuous wave functions. These waves can vary in amplitude and
cycle overtime, and the patterns of variations for links transmitting energy have
been the basis for modern coded communications. In communication links, where a
large amount of data encoding is desired, we want shorter waveforms and higher
frequencies for modulation. In the links of forces, such as planets in elliptical orbits
around the sun, the strength of the forces can vary by distance and other factors to
create very long waves. Continuous links do not always have to vary overtime.
Instead, the characteristics of the parts joined by a link could change. Thus, there
are link dynamics, part dynamics that drive link dynamics, part dynamics, and part
dynamics that are shaped by the links.

The types of associations that lend themselves to precise determination of
behaviors are, in many cases, a part of designed systems. In natural systems, the
associations might be difficult to identify and difficult to quantify. For a particular
type of association, the qualities might vary dramatically across a large number of
samples without clear causes. Given a defined sample set, we might nevertheless be
able to determine the probability of each level of quality occurring and graph the
probability of all the quality levels, as shown in Fig. 2.14. If the graph shows a
standard probabilistic distribute curve with a dominant mean and most samples
falling within the standard deviation, then we are led to consider that there is
coherence in the effects upon the association type. If there are multiple clusters of
peaks, then we are led to consider that the association type is split by other char-
acteristics and effects to include shifting behaviors over time. For example, people
taking a test to become employed in an organization/system will have varying
scores depending on individual capabilities. However, we should expect the com-
mon test and people’s common understanding of the questions to create the
coherence and standard distribution of results. The test can then be viewed as a
process link between people and the organizational system. If the test is poorly
written so that half the people will read the questions differently than the other half,

»
»
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Fig. 2.14 Distribution of probabilities for a coherent association
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then the results will be split and the process will be broken. This initial under-
standing might help us find linkage issues prior to full understanding and look for
the interrelationships between the characteristics of associations to discover causes
and effects.

In associations between parts where there is a known group of mutually
exclusive types, a pie chart, as shown in Fig. 2.15, can be used to show what
percentage of the total number of associations is dominated by each type. The
percentages can then be determined by studying large data sets. While we may not
have enough understanding to determine which type of link will result when a new
association forms, the distribution will provide some insights regarding occurrences
in large samples. For example, an organizational component may have multiple
choices for sending packages to another organizational component, such as by
government mail, commercial shipping, private courier, or employee tasking. While
the decision process for selecting the link between sender and recipient at each
occurrence of sending a package is highly complex, if the components and con-
ditions remain relatively stable over a time frame in which a sample set is estab-
lished, then we can build the pie chart. If a shift in the components, such as arrival
of new decision-makers, or a shift in the association type, such as price changes,
can be specifically identified to enable a new sample set to be collected, then we can
study dynamic changes in the association.

If different associations in a system have common but not well-understood
characteristics, then the overlap of characteristics between different associations are
expressible in a Venn diagram, as shown in Fig. 2.16. This visualization of simple
set dynamics can help us focus on the most import groupings of characteristics in a
complex system. While the overlaps between three associations are quite simple to
see, diagrams involving many associations and sets of characteristics might be
visually complex. In this complexity, the human mind might be able to see centers
of gravity, hidden stresses, and driving characteristics. If the characteristics being
explored also have probabilities of occurrence, then the diagrams can be connected
to probability theories for examining the system.

Association
Type E %

Association
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Fig. 2.15 Pie chart breakdown of association types between specific parts
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Fig. 2.16 Venn diagram of association characteristics

The use of probabilities to define associations is an acceptance that individual
behaviors of elements in a sample population are too difficult to measure. We know
that there are commonalities in the elements that drive the determination of prob-
abilities for given behaviors/associations, but we do not know exactly how an
element will choose to behave at any given point. The most obvious elements of
this type are human beings with our incredibly complex mental processes making
decisions based on past experience and thousands of environmental factors. Despite
this complexity, people as a whole are remarkably predictable when the population
state is measurable and the environmental stimulus is quantifiable. The modern
advertising industry is completely based upon this fact. When a test market group of
people that is traceable to the profile of the general population is shown a com-
mercial, their probability of reacting in specific ways and forming specific associ-
ations are translatable to the overall consumer population. The success of
population studies by statistics has extended to medicine, city planning, organiza-
tional management, military strategies, and all other missions of human society.
The success of statistics has further been extended to other types of populations
such as microbes, wild animals, and even environmental phenomena. However, if
any of these populations have internal structures of associations/links, statistics will
offer limited understanding.

Giving up on understanding how parts in a system will individually behave in
achieving associations is contrary to the idea of studying how systems form.
Statistical descriptions of association behaviors do not yield true system models if
one does not believe that there is true randomness in system behaviors. Even for
systems with massive amounts of associations that seem impossible to individually
measure, the exact outcome of every association/interaction are predictable if all the
conditions in the system and surrounding environment can be modeled. Thus, the
notion of a stochastic system can be viewed as merely an abstract concept for
coping with the inability to model behaviors or the impractically of modeling
individual behaviors. Regarding impracticality, what if the actions of that one
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specific person or part matter? What if one relationship or one broken relationship
can change the outcome of the whole system? For example, a drug company might
only care about the total number of acceptable fatalities in the user population for a
new drug. However, if the few people with fatal side effects include promising
scientists, leading artists, and/or key political leaders, then the whole world is in the
balance with only a few associations. I am not arguing about the value of new
drugs, and we all understand risks. However, from this perspective, is it not
worthwhile to see if specific associations/interactions can be modeled through new
explorative techniques? In the case of new drugs, is it not valuable to be able to
isolate people who would have adverse reactions through systems analysis?

When deterministic definitions cannot be discovered, and when stochastic
assumptions are not enough, there is a series of uncertain reasoning techniques that
can be used to explore associations between parts in a system as well as between
parts and the environment. Some of these techniques are discussed below, and most
of these techniques are being actively explored in research communities. Again, I
cannot do justice to these techniques for which researchers have devoted years of
effort in developing algorithms and computer models. However, using the concepts
for advanced techniques might at times help even novice problem solvers think
about the world with its many parts, associations, and systems.

2.2.1 Discovery by Fuzzy Logic

This technique, as shown in Fig. 2.17, treats variables as vague but not random.
A fuzzy variable can belong to different sets with varying levels of enclosure. The

Association B Y

Fig. 2.17 Fuzzy logic connection between characteristics and associations



2.2 Associations: Connections Between System Parts 31

boundaries of these sets are, therefore, elastic, and the logic for determining
enclosure is more driven by degrees instead of simply true or false outcomes.
Algorithms with binary outcomes (i.e., If X Then Y) are, therefore, not well suited
for fuzzy logic analysis. Instead, fuzzy logic algorithms allow outcomes to have
degrees of truth (If Very, If Somewhat, If Not Much, etc.), and the degrees can shift
with iteration against changing influences.

The concept of fuzziness has been mathematically explored throughout the
twentieth century, but the terminology of fuzzy logic did not become formalized
until 1965 [10]. With advancements in computer technology, fuzzy logic has been
used to try to mimic complex processes, such as in artificial intelligence, and cope
with complex interactions, such as controlling unstable objects. However, at the
fundamental level, fuzzy logic is about figuring out associations that are not fully
defined but not random in nature. This is most definitely true for interactions based
on the human mind as well as all the countermoves to match shifting environmental
forces on unstable objects. In both cases, mimicking or modeling outcomes might
be easier than figuring out specific associations. Therefore, we might need to find a
simpler example of how fuzzy logic can be used to understand associations as a step
in understanding how systems form.

That example could be undetermined protein activities as parts in a cell. We
know that many complex proteins have a multitude of functions and associations in
the course of supporting cell dynamics. When these associations have been isolated,
the protein’s role in the system can be simply mapped. However, what should we
do with protein characteristics that are not clearly tied to associations? Iterative
analysis using fuzzy logic and many instances of data might gradually enable us to
narrow down the nature of the primary associations (characteristic sets) connected
with the uncertain protein characteristic. If we put aside the purest view that fuzzy
variables must remain fuzzy, then this technique could move understanding from
degrees of belief to near certainty.

2.2.2 Discovery by Bayesian Networks

This technique, as shown in Fig. 2.18, uses a node and link network to propagate a
behavior, such as the formation of associations, based on the probability of each
uncertain step in the propagation moving forward in one direction or another [11].
The use of probability in this case does not imply automatic acceptance that the
entire system is stochastic. Instead, the probability can be used to describe the
uncertainty as patterns of belief. These patterns can provide us with insights
regarding the accumulated consequences of formed associations. After multiple
steps in propagations, we might see propagation paths cross one another, initially
dominant paths shift into obscurity, and unrealized ranges in outcomes. The theory
in studying associations with such networks is that simple courses of action might
lead to complex results over many steps of interaction and association formation.
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An example of parts in a system dealing with a limited course of actions is
people in an organization starting to work together to confront a specific crisis
situation. The organizational environment and operational procedures provide some
constraints on the ranges of people’s actions. The emerging crisis creates a degree
of uncertainty for people’s actions. And different types of people will have different
probabilities for choosing the ways to work with others as the crisis progresses. The
result is a natural network diagram of associations and evolving associations.
Associations that are temporary or enduring can be uniquely identified to portray
possible end states. Similar network diagrams can be used to track the status of one
person in moving from one action to the next. In either case, we are not examining
large populations and assumed randomness. What we are looking for are config-
urations, patterns, ranges, and overlaps.

2.2.3 Discovery by Rough Set Theory

This technique, as shown in Fig. 2.19, starts with data, such as association char-
acteristics, which clearly falls within specific sets and data, such as uncertain
characteristics, which falls within the region between sets [12]. Then, a reductionist
approach is used to determine how to be lenient with inconsistent data and to create
rough boundaries. For the approach, information is decomposed down to indis-
cernible elementary granules of knowledge that can form elementary sets (con-
cepts). Elementary sets can then integrate into compound sets, which are then
classified as either crispy sets or parts of rough sets. This operationally intense
technique meant that robust application did not start until the 1990s as computer
processing capabilities increased. In application, the technique crosses from data
mining to machining learning that involves large data sets.



2.2 Associations: Connections Between System Parts 33

Uncertain !

toretios| Characteristict Characteristics,
1

ICharacteristics
1

~” Association C
Characteristics

Fig. 2.19 Rough set theory of association characteristics

In discovering associations that are a part of existing and potential systems, rough
set theory can be used to filter out system associations in a sea of other types of
interactions. For example, in human society, there are countless associations/
relationships between people each with characteristics. Suppose one wants to find
out what structure of relationships in the mass of relationships indicates the activities
of a terrorist organization, what is the path of discovery? Using this technique, one
would take all the characteristics that are from undetermined associations and break
them apart, such as a person buying a gun and a person going to the gun store on his
birthday. Then, these granules will start to coalesce around association types, such as
the person is planning an attack or the person is buying a birthday gift. Granules from
other undetermined associations, such as another person interacting with this person
and another person buying a gun, might start to shift the set boundaries in favor of
specific types associations. When conducted on a set of “Big Data” for population
behavior, this type of assessment might produce complex networks of possible
associations for indicating hidden systems. In some cases, we may not even wish to
start searching for a specific system but, instead, allow the rough set associations to
lead us down paths of discovery. Serendipitous discovery can sometimes be highly
important in complex system dynamics.

2.2.4 Discovery by Genetic Algorithms

This technique, as shown in Fig. 2.20, leverages evolution theory and uses algo-
rithms that compete candidate search approaches against large data sets [13].
Through comparing fitness parameters connected with the search approaches, a
selection using search results is made regarding the best approach to undergo
alteration for the next generation of searches. In altering the fittest approach, genetic
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Fig. 2.20 Generations of improving search approaches with genetic algorithms

operators are used to adjust/deviate key instructions in the searches. These operators
can also pull positive elements from other search approaches to create hybrid search
approaches. The result is a new generation of search approaches based on con-
trolled variation from an evolutionarily successful parent. The goal is to obtain the
best search outcomes, even though the initial starting point of discovery may be
way off target. In theory, this discovery process will become increasingly intelligent
or refined overtime. After generations of searches through complex data environ-
ments, one might be able to narrow down the critical pieces of data, which is like
finding a needle in the haystack.

Genetic algorithms can clearly be used to search for highly obscure associations
without many identifiable characteristics. For example, the early stage propagation
of a rare disease with minimal initial symptoms but hugely damaging long-term
effects might merit this type of search. How the disease connects with people as
hosts, how it proliferates in the host, and how it passes to other people can all be
very undetermined at the start of the search. Then, as each victim is discovered, the
search can be refined for other victims and more specific propagation paths. This
type of discovery is similar to the human process of a detective deductively con-
sidering his or her options and pressing forward with each step of an investigation.
However, when automated through high-speed computing and sophisticated search
evaluation and refinement approaches, the search can quickly advance through
hundreds of generations of refinements and a complex path through the data space.
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Fig. 2.21 Neural network representation of uncertain association dynamics

2.2.5 Discovery by Neural Networks

This technique, as shown in Fig. 2.21, uses a layered interconnected network of
subsymbolic (no rigidly defined symbolic meaning) elements known as neurons to
abstractly model a problem space or network of associations [14]. The neurons are
defined to have weights as well as connection strengths and can receive positive
(excitatory) and negative (inhibitory) inputs from the environment, which induce
changes. Therefore, we are attempting to study the dynamics of associations
without clear understanding of the parts and the links between parts. After studying
the dynamics over a period of time and across a range of conditions, we might then
be able to add more specificity to the definition of the neurons and the morphing
network structure. Neurons and neuron types that do not fit with clearer definitions
can be eliminated. Links that are turning out to be not a part of the system dynamics
can also be dropped from the topology. In the opposite direction, increasing
dynamic knowledge may cause us to add neurons and links as well as to leave the
total topology of the network unbounded. The environmental inputs upon the
network that is a stimulus to change could also be initially not well defined.
Additionally, the network might have a pattern of change independent of the
environment. Deeper understanding of both these change patterns will further
contribute to environmental understanding.

Neural networks have been used to study organically formed associations and
systems across the World Wide Web. We can track network traffic, identify the
ends of communications, and model the dynamics of information flow. However,
understanding the people and groups who are communicating and the nature of the
communications that form associations can be very challenging. Social networks
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are often self-organized and rapidly changing. Thus, using a neural network model
could reveal the characteristics of nodes and links and discover the extent of
associations.

2.2.6 Discovery by Agent-Based Modeling

This technique, as shown in Fig. 2.22, requires the use of an explorative modeling
tool that enables us to create agents for representing actors, system components, and
environmental elements [15]. Agents are defined through a series of logical
behaviors that describe what each agent will do when confronting other agents in
the modeling environment. The resulting associations and broken associations over
time with many interacting agents might be complex, even though each agent is
simply defined. In practice, we want to design agents to be abstractions of
real-world entities with the behaviors focused on the associations and system
dynamics that we care about. We cannot and should not try to build perfect software
replicas of real-world entities. After designing the agents, complex system theory
then argues that simple behaviors can interact in complex ways when executed
across a large population and/or extended time. The results can reveal hidden
patterns, unforeseen consequences, and latent forces.

Agent-based models can be effective at studying organic systems with self-
adapting, self-organizing, and self-replicating associations. Obvious organic sys-
tems of many actors include ant colonies, bacterial infestations, herd migrations,
and other animal groups. However, humans under tactical situations and machine/
software codes allowed to freely operate in an environment can also exhibit simple
organic interactions. For example, if we use an agent-based model to see how our
troops will work with one another and engage enemy troops on a battlefield of

Fig. 2.22 Agent-based model of organic associations
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evolving environmental conditions, we might be able to discover new vulnerabil-
ities, unrealized ranges of potential outcomes, and tactical opportunities. The dif-
ficulty in such models is that they can only offer ranges of possible futures and not
specific projections of outcomes. So the results are difficult to validate against
measured data and often not trusted by strategic planners. Yet, when analysts and
researchers are confronted with unbound systems and overwhelming complexity,
this technique can narrow down the problem scope, help us determine where to find
the key associations, and enable us to visualize the dynamics of systems and
interacting systems.

In our discussions, I have often used humans and human organizations as
examples of complex associations and resulting systems. Therefore, it is worthwhile
to discuss the two dominant approaches for simulating human cognition/rational
thought. For the past many years, researchers of the human mind have focused on
either classical decision-making or naturalistic decision-making.

In classical cognition theory, our rational thought is modeled as a hierarchical
tree structure of possible actions and further actions. The theory then argues that the
human mind weighs the pros and cons of each course, considers the
consequences/outcomes, and determines follow-on actions until the mind discovers
an acceptable path to take. In complex situations, strategic planners have tried to
organize our choices first by major strategies and then by the tasks for imple-
menting the strategies in different ways [16]. Leaders wishing to follow a disci-
plined approach for making decisions have enlisted methodologies, such as the
Analytical Hierarchical Process, to help them think through the strategies and tasks
in a consistent ways [17, 18]. In other words, if they prefer Strategy A over
Strategy B and they prefer Strategy B over Strategy C; then the methodology will
tell them that they should prefer Strategy A over Strategy C. Classical
decision-making can be simulated by computer algorithms as a rules engine that
determines what rules to execute based on situational inputs. As such, it could be
quite useful in bounded problem spaces and where the choices as well as the logic
connected with the choices are clear.

In naturalistic cognition theory, our rational thought is modeled as a comparison
of our current situation with similar situations of our past. Using a complete image
of a past reference frame or several past reference frames, we then decide what to
do in the current situation based on commonalities and differences [19]. The theory
is that this process enables our minds to make instant decisions under complex
situations, such as soldiers on the battlefield. In support of this model, it can be
shown that we can make rapid decisions that are neither random choices nor a
path-by-path weighing of options. To simulate naturalistic decision-making, we
need to establish a large collection of mental reference frames, rules for how
situations are connected with reference frames, and approaches for how decisions
can be made based on comparisons.

Regardless of which cognition modeling approach we prefer, it is quiet easy to
see that humans are perhaps the most complex and uncertain parts of systems, and
systems based primarily on humans without the constraints of clear enforceable
rules might be difficult to shape and control. Even the single association of one
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person to another person can have a multitude of dimensions. So the structure
formed by such associations reveals the complexity and dynamic intensity of
systems. System structure is, therefore, the natural next step in our exploration of
how systems form.

2.3 Structure: All Parts and Associations in the System

Up to this point, I have not really talked about systems formation because I wanted
to start with the building blocks of systems: parts and associations. We can see that
the dynamics of the parts will translate into the dynamics of the system, and how
the system will behave depends on how the parts work together as defined by the
associations. Systems can be divided into those formed by man and those formed in
nature. Manmade systems, to include systems composed of people, can be precisely
designed, controlled in self-formation by people, or uncontrolled in self-formation
by people. Because all systems are parts working together, they will each have
some type of structure that is defined by specific parts and specific associations.
Some systems have common associations from part to part, and some systems have
associations that link the parts in step-by-step processes.

In studying system structures, we can start from the individual parts and move
up to the total system. Alternatively, we can start with a total system, which has an
abstraction of the parts and associations, and progress down to the specificity of
parts and associations. If the system is extremely large in the number parts and
associations or complex in the behavior of the parts and associations, the abstrac-
tions can focus on macro-dynamic behaviors first.

In thinking about macro-dynamic system behaviors, we can envision four types
of general system structures as shown in Fig. 2.23: firm and fixed structures,
clustered and morphing structures, dynamically linking structures, and dynamically
influencing structures. The best way to understand this breakdown is to explore
examples, as we will do below. But first, let me say that real-world system struc-
tures are not always cleanly divided. Some systems are actually a system of systems
with different types of structures at each level and/or region of the overarching
system. Some structures may be hybrids, exhibiting qualities of multiple types.
These realities raise the questions of system boundaries and system content; both of
which we may not fully understand in initially studying a system’s structure. The
next section is devoted to discussing system boundaries. In regards to system
content that are not deliberately simplified in models to study macro-dynamics,
there are two strategies for finding missing parts and associations.

The first strategy for content analysis is to assume that the missing parts and
associations reside within a bounded section of the system where some level for
macro-dynamic behaviors can be measured or modeled. This bounded section can
then be treated as a control volume, as shown in Fig. 2.24, with defined inputs and
outputs [20]. Based upon matching the inputs and outputs as well as taking into
account any known parts in the control volume, research efforts can then theorize
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Fig. 2.24 Control volume analysis of unknown system content

and test options for structures inside the control volume that will meet the input and
output profiles. In this strategy of bounding the unknown, highly complex input and
output profiles make it challenging to formulate theoretical models. However,
successful models will be better validated to garner higher confidence.

The second strategy for content analysis is to look across the known parts and
associations of a system to see if there is a void, as shown in Fig. 2.25, where links
should go into. Indicators of this void could be missing functions and even missing
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Fig. 2.25 Black box analysis
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parts. Once we believe that a void might exist and that there are possible links or
starting points for links on the surrounding parts for going into the void, research
efforts can then treat the void as a “black box” for theorizing and testing possible
structural options inside the void [21]. In this strategy of finding holes in the known,
the larger voids in densely populated systems are the easiest to find but perhaps the
hardest to theorize in regards to internal structures. Small voids could, alternatively,
wedge themselves between parts and associations to create perceived disconnects in
the associations. Instead of perceived broken links, maybe a void has slipped in.

We need to always keep in mind that the system we perceive may be quite
different than the system that exists in the real world. Clearly our perception might
have missing awareness of content that hinders our understanding of system
structure. However, even with defined structures, our understanding of the details
within the parts and associations could reach limits. Doctors a thousand years ago
studying the organs of the human body did not understand that they were composed
of cells. Doctors a hundred years ago studying cells, discovered in 1665 by Robert
Hooke, [22] did not understand how they were controlled by DNA, discovered in
1953 by James Watson and Francis Crick. Even when we think we understand
everything within a system, we may not understand all the forces, energy, sub-
stances, and communications interacting with the system. This is because not all the
associations/links made by parts are necessarily with other parts in the system.
Associations between parts and the environment and between parts and other
systems could greatly affect system structure and system dynamics. Such associa-
tions are specifically discussed in the following sections on interaction and
integration.

Instead of getting too far ahead, let we define the four types of system structures
and let us explore examples that explain the merit of each definition. People have
devoted entire lifetimes to studying each of the example systems, and each course
of study has resulted in specific theories, models, and formulas. Our exploration at
this stage is not to debate the current research or use current research to control
specific systems. Instead, let us think about how systems are similar at conceptual
and structural levels before we start to study how systems are unique.
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2.3.1 Fixed and Firm Structures

System structures can be considered fixed if the associations between parts endure
for extended periods and the characteristics of associations remain unchanged.
These structures are then firm if they can maintain their fixed configuration under
internal and external forces. The limits of this definition depend on how long the
structure has to be unchanging in order to be considered fixed and how much force
the structure has to resist in order to be firm. Typically, in order for the structure to
be fixed, the associations have to be well-defined links between set parts. One way
for this definition to emerge is if the links between parts form a connected process.
This process then creates dependencies between parts and the strength of each
part’s ability to sustain its link impacts the total firmness of the structure.

Structures can have all common associations, which often means that the parts
are also similar. In such cases, the dynamics of the system resides primarily in the
changes moving across the links and not with the characteristics of the links. For
example, all the links in an electrical power grid delivering electrical current from
power station to power station are similar and the system looks static from the
perspective of the infrastructure. However, the system is dynamic because of the
power that flows through it. In contrast, the parts of a mechanical clock are all
moving in perfect synchronicity. The dependencies and the dynamics are all visible
and clear.

Many fixed systems can have highly volatile dynamics within the links and the
parts/nodes. Parts in fixed systems typically cannot change orientation or motion
independent of other parts. For example, all the gears of a clock must turn together.
And parts typically cannot change the type of inputs and outputs as well as their
internal structure and surface features. However, parts can accept changing levels of
force, energy, substances, and communications. If these changes in the connection
of the parts are too fast or exceed maximum or minimum limits, the internal stress
can cause a part to break away from the system, reorient, move, or compositionally
change in a way that causes fixed links to break or change. The continuous links in
a strong fixed system should resist stresses and strains, as discussed earlier. The
ways to resist are to have strong connections in how links join parts; have enough
capacity to sustain the dynamic flow of forces, energy, substances, and commu-
nications; and have high reliability. Nevertheless, internal dynamics can place great
stresses and strains on the structure just as external forces can push and pull upon
the nodes. Systems that look very firm can, therefore, be on the brink of sudden
collapse.

Fixed systems can expand in size by adding parts and links to the systems. This
expansion, however, has to be a planned build or growth event in moving from one
fixed state to another fixed state. If the expansion is continuous, then the system is
not fixed. In a build event, parts are either acquired from outside the system or
constructed by the system using external supplies. If the system has to use salvaged
resources to build parts, such as other failed parts, then the structure is not very
fixed. In a growth event, parts can self-generate new parts either by division or
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reproduction. Fither way, external inputs will be required to sustain the growth.
Noncontinuous growth usually occurs according to fixed cycles. At each cycle, the
parts can grow throughout the structure, in specific regions or around the surface.
Following the cycle, the structure then goes through a transition period where new
links are established and system structure is extended.

The following examples reveal the prevalence of fixed systems in our natural and
man-made world. In fact, these systems are so common that we often overlook their
constrained system dynamics until something goes wrong.

The Body as an Example of Fixed and Firm Structures: We, human beings,
are organic systems with fixed subsystems centered on primary organs held together
by the skin and skeleton of the body. The subsystems include respiration and
circulation enabled by the lungs and the heart; digestion enabled by the stomach,
liver, and intestines; thought and sensation enabled by the brain and sensory parts;
movement enabled by muscles and tendons; liquid waste management enabled by
the bladder and kidneys; and reproduction enabled by the sex organs [23]. Each part
of the subsystems is composed of building blocks called cells, which are by
themselves complex fixed systems. From the perspective of the body, the subsys-
tems and their organs work together with complete interdependency, and the system
will break if any organs/parts fail. The organs interact with one another through the
passing of red blood cells (erythrocytes) to carry oxygen and remove carbon
dioxide, nutritional substances directly through cell membranes, protein structures
for intercellular and intracellular communications and control, and hormonal type
chemicals like adrenaline for organ level control. Further, the nervous subsystem
uses chemically driven electrical impulse for thought, organ regulation, and control
of the overall body system. Although this is an extremely simplified description of
the highly complex human system, it clearly shows how a fixed system can succeed
in nature. The complexity of nature allows this type of fixed system to vary greatly
across different types of animal life and even more greatly between animal and plant
life. The complexity of nature further allows the human system to vary slightly
between person to person to allow for diversity and individual success across the
human species.

The Cell as an Example of Fixed and Firm Structures: Cells are the building
blocks from animal and plant life and represent the total system for single-celled
prokaryotic life in the categories of bacteria and archaea and eukaryotic life in the
category of protists. Cell structures vary greatly between prokaryotic cells, which
do not have a nucleus to protect the circular DNA control structures, and the
eukaryotic cells of animals and plants. Animal cells, with soft membranes, further
varying greatly from the firm structured plant cells in their internal chemical
reactions to sustain life. Finally, animal cells even in the body of one animal will
vary greatly to serve different functions in the body.

Nevertheless, each cell is a very fixed system, which only changes according to
the mitosis reproduction cycle across the S and G2 phases of cell life. However, this
cycle is slowed or suspended for cells in bodies that have achieved adult status
where further growth in size is no longer necessary. Bacteria and archaea cells are
less stable in that they are continuously reproducing through mitosis and expressing
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mutation effects from environmental chemicals and radiation as well as from the
DNA of other systems. The parts of an animal cell include the DNA blueprint
organized into linear chromosome molecules, nuclear membrane that protects the
chromosomes, ribosomes with RNA structures that support protein synthesis,
mitochondria that support energy generation, vesicle for material transport and
storage, and Golgi apparatus for protein packaging. As noted, this discussion is not
to make us cell experts but to show how nature has been successful in designing
fixed systems. In the case of the cell, the system can enable the formation of larger
more organized fixed systems like the organs of the body or it can enable single-cell
life that work together under other system constructs to be discussed.

The Government as Example of Fixed and Firm Structures: It might seem
quite strange to jump from human physical systems to government systems, but the
nature of people living together is to start forming structures of leadership and
control. The structure of government from the earliest tribal chief is perhaps the
oldest human-created system. Since the goal of government is to sustain a stable
society, government structures should be fixed and firm. The simplest way to
achieve a firm government is to crown a king with central control authority and
designate appropriate nobles to manage the affairs of regions. Because absolute
power can be abused, the monarchical structure of government can be constrained
by constitutional laws, such as the Magna Carta [24]. In complex societies, in which
the people are educated and have achieved economic prosperity, the people may
demand participation in government through democratically elected representatives
and direct approval of key decisions through a popular vote. The goal of democracy
from our perspective should be to sustain a firm system of government where
leadership change does not collapse the system.

Regardless of the specific form in government structures, all stable governments
are a fixed system with typically hierarchical structures of responsibilities. The
management can be based on regions, core societal services, population groups, or a
combination of all three. However, the links need to be clear for those in gov-
ernment and those being governed. The society being governed can, in contrast, be
a dynamic entity with economic fluctuations, introduction of new technologies, and
migrations of the people. The society can alternatively be simple with one core
marketable product and all other resources acquired through trade. Regardless of
the dynamic properties of society, the firm government system must integrate into it
to exert effective control. The challenges of system integration will be discussed in
a later section. However, I must note that effective control has been a topic of
political and economic theories and debates for many years.

Military Forces as an Example of Fixed and Firm Structures: Military force
structures emerged almost as early as the first government structures. Force struc-
ture refers to the organization of people to fight as a coherent group to increase total
combat power. This includes recruiting, training, a hierarchy of command, equip-
ping of soldiers, procedures for roles in the structure, a process for promotions, and
capability to treat the injured. In modern combat, the soldiers must adapt to the
chaos of the battlefield, adversary strategies and tactics, environmental stresses, and
the risk of unforeseen events. While the coordinated behaviors of soldiers could
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resemble other types of system structures to be discussed below, the dynamics of
war actually emphasize the importance of maintaining a firm force structure, a clear
way to deal with chaos. When parts are damaged and associations are broken, there
must be a way for the system to repair the structure. If new parts and associations
cannot be established, the system must have a way to collapse down to another firm
configuration. The reference frame in which a military force structure is fixed is not
the physical terrain but the information terrain. Soldiers in combat could suddenly
be hundreds of miles away. But as long as the communication links are maintained
and all sides recognize the responsibilities, the associations and parts are firm. The
military can consume supplies in a variety of patterns depending on the status of
conflict. But as long as the supply lines are maintained, then only the flow is
changing across the links. Based on historical examples, a well-organized military
force structure might be able to maintain its stability even after losing more than
50 % of its parts (soldiers and weapons) [25]. I will return to discussing the military
in exploring system interactions and how systems fail.

Companies as an Example of Fixed and Firm Structures: For-profit com-
panies are societal structures organized by people or the state to gather wealth
through integrated work activities. These work activities can lead to products,
services, and/or the manipulation of existing wealth. The integration of work
activities is typically based on established processes and procedures enabled
through a firm system structure. In highly volatile markets, processes can be
designed with flexibility and responsiveness. However, the structure of the com-
pany should still be firm to anchor the processes. For example, select people in a
company may be given great latitude to make individual decisions against market
forces, but these people must still recognize their reporting chain and who can
disapprove of their efforts. Otherwise, there will be no alignment of processes,
control of integrated work, or reliable associations to sustain the system. A bunch of
people working successfully each in their own way does not automatically make a
company. A company must have a structure of control. This control can be purely
hierarchical with the hierarchy to include positions such as president and CEO,
C-Level officers, division vice presidents, directors, managers, and employees.
Alternatively, this control can be a matrix of horizontals, such as with regional vice
presidents in charge of markets, and verticals, such as vice presidents in charge of
product lines and capabilities being delivered to the markets. Further, the company
control structure can be very flat, with few layers of management and a lean
organizational structure. Alternatively, the company can have extensive controls
across layers of management for enabling continuous oversight. The best or firmest
(most resilient) structure for a company, therefore, depends on what is being sold,
how things are produced, and the market forces.

Educational Systems as an Example of Fixed and Firm Structures: Parents
have been teaching children and masters have been teaching apprentices since the
first tribal societies. Formal educational systems, with structures of management,
professors, and levels of students, emerged in Europe based on the Cathedral
Schools of the Middle Ages [26]. Though the medieval schools were to serve the
nobility and to supply churches with educated clergymen, large educational systems
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would later emerge across the world to supply companies and the government with
skilled workers in the industrial and information ages. The educational systems at
the grade school and high school levels have become prevalent across modern
societies because all workers need a core body of knowledge and skills. Then, the
students can proceed to universities, colleges, and trade schools to prepare for
specific career paths. The structures of the educational systems are so fixed that
many have endured for centuries even as the courses taught are undergoing con-
tinuous change. Pictures of generations of chancellors are hanging on university
walls. Statues of famous university affiliates are occupying campus lawns. And
stories of university accomplishments are passed to the student and alumni popu-
lation. Walk into any school today, from high schools to universities, and one will
see the instruments for strengthening system structure. The system instills tradi-
tions, recognizes the best in each generation, enforces links and paths, celebrates
group accomplishments, and welcomes back those who have graduated.

Mechanical Machines as an Example of Fixed and Firm Structures: The
design of machines is man’s commitment to the power of fixed systems. From the
creation of the wagon to modern day jet planes, machines designed by man have
parts that must be made precisely, assembled into a physical system, and work
synchronously to achieve the intended dynamics of the system (i.e., to transport
goods along roads, fly people across continents, and manufacture goods). Some
machines, such as robots, can have a wide range of motion and functions. What is
fixed and firm in the structure of machines is the association of the parts to one
another. Even if a part can change associations based on operating conditions, that
ability to change must have been designed into the mechanical system. To preserve
the fixed state of machines, a process for replacing aging or broken parts is often
incorporated as an element of the design to extend system life. In more and more
cases, sensors are further embedded into machines to detect part failures. Current
mechanical systems cannot self-replicate like organic systems. There are no ways
for system components to gather more raw materials from the environment and the
mechanical systems still cannot fashion raw materials into parts to build copies of
themselves. 3D printing technology might move machines toward self-replication
[27]. For now, all machines have a life cycle, and all machines will need to be
retired unless so many parts have been replaced that one is getting a new machine.
How machines fail will be discussed later in this book.

Infrastructure Systems as an Example of Fixed and Firm Structures:
Modern human societies are sustained by electrical power, water supply, sewage,
fuels, fiber communication networks, and broadcast networks. Our homes literally
sit on top of these infrastructure components, which consist of mechanical
machines, computers and electronics, devices such as valves, and nondynamic parts
that facilitate transport. As I have mentioned earlier, infrastructure systems,
excluding orbiting telecommunication satellites, can appear static in the physical
world. However, the dynamics of energy, material, and information flow across the
system are what make infrastructure a system. The firmness of the system or
resilience against disasters, such as hurricanes, earthquakes, bombs, and blizzards,
depends on (1) the system’s ability to resist or avoid damage; (2) the system’s
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ability to be repaired once damaged; and (3) the system’s ability to reorganize flow
to minimize the impact of damage. Modern communication networks with dynamic
routing of information are highly able to reorganize information paths.
Well-managed city departments have crews that are ready to repair downed power
lines and broken transformers. And some water supply and sewage systems are
designed to redirect floodwaters. As people and systems used by people in urban
environments depend heavily on the infrastructure, the failure of this firm system
has serious consequences.

Electronics and Computer Hardware as an Example of Fixed and Firm
Structures: Systems that depend on electrical supply include a variety of electronic
and computer devices. Today, computer processors have become so versatile that
most electronic devices from the television to kitchen appliances all have embedded
computer controls. When we look inside an electronic device with all its compo-
nents and wiring, it is clear that it is a fixed system carefully designed to route,
amplify, and utilize electrical power. However, when looking at a computer board
with all the complex electrical pathways and embedded microchips, it can be dif-
ficult to understand what is fixed. The heart of the computer resides in the capa-
bilities of the microprocessor and random access memory (RAM). These and all
integrated circuits have millions of tiny transistors inside interconnected by a
complex web of semi-conducting material. The semi-conducting material can be as
thin as tens of nanometers and still carry electrical current. The microscopic tran-
sistors then control the routing of the electrical impulses to enable computing
functions [28]. This elementary presentation is only to point out that the designs of
integrated circuits are still fixed though extremely complex. In fact, the complex
structure is packed so tightly that the integrated circuit chip typically either survives
as a whole or fails as a whole. Over the past few decades, computer chips have
mostly been discarded as obsolete technology long before they have reached the
point of failure.

Software Applications as an Example of Fixed and Firm Structures: The
purpose of computer hardware systems is to sustain software that supports all
functions in society and most devices that we use. The question, however, is
whether software, as merely an interlinked series of commands that operate on data
and external inputs, constitute a system. The commands are in the form of a
programming language for people to create software. Then, the developed code is
either compiled into the binary-number-based language of the computer processors
in advance or interpreted in real time as the software is executed. Either way,
software is a linear series of codes that can be printed on paper. These codes can be
changed by the programmer to correct bugs/programming error, but they are fixed
except when codes are designed to self-modify. When stored and inactive, software
does not have the dynamics to represent a system. However, when a piece of
software is executed by the computer, it becomes a system that gathers and outputs
data, organizes and stores data, computes data to create metadata, and controls
physical systems based on computed results. This process, which can be highly
interactive with users and the environment, will appear adaptive and constantly
changing. However, the information is actually moving about a coded system of
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controls. Parts of the system may never be utilized, but the software of current
computers is a system that seeks stability. The level of stability or firmness depends
on how easily the codes can get corrupted due to errors in operations, exploited by
software virus, and accessed by computer hackers.

Moving on, I have clearly not covered all the countless fixed and firm system
structures in the world. Nevertheless, the presented examples have hopefully shown
that firmness is often a dominant state but not an absolute condition. Under the right
stresses and strains, fixed systems can break or transform into other structure types.
The formation of this dominant system structural state is, therefore, about tightly
connected processes, dependent parts, and resistance against damaging effects.

2.3.2 Clustered and Morphing Structures

System structures can be considered clustered if the associations between the parts
are close based on the primary reference frame in which the system is being
measured. Closeness does not have to mean distance but is often tied to the time of
interaction from one part to another. This closeness can be caused by the nature of
the parts and/or links. However, it can also be caused by the forces that travel across
the links as well as external forces pushing the parts together. Clusters can be small,
having a few parts as long as the number is more than two. Clusters can also be
huge, having millions of parts. A cluster of parts that do not shift their associations
with one another is simply a densely formed fixed system. However, many clusters
with close associations have enough forces and/or links keeping the cluster together
that individual associations can change without breaking apart the system structure.
These changes enable the structure to morph as the parts remain together. By this
definition, a clustered structural type is the only one that cannot enable a distributed
system structure with parts spread far away. A distributed rigid structure will be
difficult to sustain and perhaps difficult to redirect motion, but it can exist as long as
the links are strong enough. Dynamically linking and influencing structures can be
distributed to the extent the links can reach or the parts can travel. This leaves the
idea of clustering and distributing as directly opposite concepts.

The ways that associations can enable the clustered system structure to morph is
to have flexibility and/or incremental properties. In a cluster, flexible links enable
parts to shift positions relative to one another in the structure without breaking the
links. The links can reorient and stretch, but there is enough strength and pull in the
links to keep the parts together. In contrast, incremental links will break as parts
shift, but new links will form fast as the parts get into new positions. The incre-
mental links in a cluster cannot all break at once. Instead, the structure must always
be held together by some links as the other links are reforming. Finally, a morphing
structure can have a mix of flexible and incremental links or links that are both
flexible and incremental. In the latter case, the links will try to stay connect until
parts shifts beyond a certain point. Then, old links will break as new links form.
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Based on the above definition, clustered and morphing system structures
typically cannot have uniquely defined associations and process components. The
uniqueness of the links and the specific dependencies across the structure encourage
fixed states, thus making redefinition of relationships among many parts difficult.
This does not mean that all the associations in morphing structures must be the
same. Complex parts might be able to support a variety of situationally dependent
associations, and parts with self-control or even self-reasoning capability can build
highly complex networks of varying links in morphing structures. For example,
people living in close proximity to one another might form a clustered system based
on their relationships. This system is different than people in a company with
clearly defined roles and dependencies. However, the social structure can still have
many types of local associations and highly complex group dynamics. What keeps
the structure together are common characteristics in the associations such as the
need for friendships, the search for spouses, and the sharing of social resources.
Using social clusters as an example, we see that fixed structures with elaborate
processes can exist on top of morphing structures such as specific job responsi-
bilities for people in a social cluster. We also see that fixed structures with elaborate
processes can be threatened by self-formed associations between the parts that will
break the structure down to a morphing system. What if the workers in a factory
organize into a social structure that pushes against the defined workflow and
conditions? We then see two systems fighting to exist with the same parts or
overlapping parts. I will save this discussion for the section on integration.

Returning to the consequences of morphing structures, the volume of a system in
its reference frame is governed by the number of parts and closeness of the asso-
ciations. However, the structure can morph into many shapes because of internal
and/or external forces and because of the functions in the system. When morphing
is a reaction to forces, there should be an inherent level of resistance before
structural changes start. Thus, the structure will be fixed once the forces stop. In
morphing as a part of system functions, the parts and links could shift in the course
of working together or due to some level of centralized control. The system might
morph to evade, invade, engulf, pass through, or block.

Clustered and morphing systems can expand or contract continuously as well as
in phases. Expansion can be through pulling parts into the system, creating parts in
the system, or loosening the closeness of links. The ability to rapidly form links in
these structures enables high rates of growth. The ability to shift links to other parts
further allows the system to cope with high rates of parts breakdown. These
changes in parts can work in conjunction with the morphing of the total system. In
case of system damage, the morphing and growth can help restore weakened
regions and overall parts density.

The following examples reveal the immensity of some clustered system struc-
tures and the intensity of forces involved in structural changes. Most of these
systems are found in nature, as not many designed systems with man-made parts
have adopted clustered self-organizing dynamics. This could change with
advancements in nanotechnologies [29], micro-robotics [30], and automated
swarming weapon systems [31].
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Climate System as an Example of Clustered and Morphing Structures: The
weather patterns of planet Earth form a complex system that includes effects from
the Sun, Moon, Earth’s rotation, and Earth’s revolution. The gravity of the Moon
causes high and low tides at where the ocean meets the land. The thermo energy
from the Sun powers the circulation of the air. The position of Earth on its rotational
axis and about its orbit yields the seasons. Water from the oceans, seas, and lakes
fuels the clouds and transfers thermo energy to create storms from hurricanes to
blizzards, and mountains and rivers capture precipitation to feed the oceans, seas,
and lakes.

The Earth’s climate system is powered by thermo energy along with changes in
temperature states. However, water and air are its primary parts. Therefore, if we
observe water and air molecules across the planet, we see a massive clustered and
morphing system structure that moves and passes force as well as energy through
close interaction of the molecules. The system on a molecular level is actually quite
simple, even though air is composed of oxygen, nitrogen, carbon monoxide, argon,
and green house gases. Green house gases include carbon dioxide, nitrogen oxide,
methane, heavy oxygen in the form of ozone, and chlorofluorocarbon. It is the
interaction of these molecules across the planet that creates complexity beyond the
ability of current computer models to precisely predict. Thus, we get incorrect
weather reports and the climate change debate [32].

The debate regarding whether the Earth’s climate system is failing to support a
stable human society is centered on the increase of atmospheric green house gas
that can be traced to worldwide deforestation and burning of carbon fuels. Green
house gases are important for maintaining surface temperature, but an increase in
these gases that trap solar radiation could cause temperature increases and climate
instability. The debate is that we know that human endeavors such as over farming
can cause dust bowls and over burning of fuels can cause city smug. However, there
is still a lack of direct traceability between increases in green house gases and
temperature change. The Earth had gone through many major temperature-change
cycles long before human effects; thus, the level of human effects relative to Earth’s
own climate dynamics is still uncertain. If the effects of man are small compared
with the Earth’s own climate shifts, the world might still be heading toward a
climate oscillation and ice age due to melting polar ice. Unfortunately, in such a
case, closing down factories and using clean fuels will not prevent this reality.

Terrain Systems as an Example of Clustered and Morphing Structures: A
much slower system than the Earth’s climate is the terrain/surface features of the
Earth and other solid planets. Nevertheless, forces are continuously moving across
the Earth’s solid mantel layer that sits on top of the molten outer core. As a result of
these forces that pass across the clustered material structures of the ground,
mountains rise, valleys form, rivers start, and bodies of water emerge. Sudden shifts
between surface plates and the sudden collapse of the surface structures can cause
earthquakes. And lava from the molten outer core as well as water heated by lava
can burst their way to the surface in the form of volcanoes and geysers.

Even ignoring sudden tectonic disturbances, the surface of the Earth is highly
morphing when measured across millions of years. This surface is composed of
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localized material structures such as rock formations, sand and soil, and even
crystalline elements, which can all be viewed as system parts. When we remove a
part from the Earth, it is just a simple object. When we look at the Earth in human
time frames, it is just a static platform for architectural endeavors. Therefore, we
care about this system primarily for the sudden disturbances that result from
thousands of years of gradual change. Once an earthquake, volcano, geyser, or
rockslide occurs, the power of this morphing system is realized. The power in some
cases can be triggered by human error such as incorrect mining practices, poor
construction decisions, and deforestation. Therefore, nations, companies, and city
planners all have a vested interest in understanding the dynamics of terrain systems.

Bacteria Growth as an Example of Clustered and Morphing Structures: [
have introduced bacterium as a fixed single-cell organic system, but the repro-
ductive growth of bacterium through mitosis cell division can rapidly form clusters
of bacteria that constitute greater morphing systems. A cluster can invade nearby
cell structures in a host organism or dominate a nutrient-rich environment such as
food. In the spreading of the bacteria cluster, the association between bacteria cells
might be minimal. However, bacterium can communicate with one another through
chemical signals known as quorum sensing [33]. In this communication, bacteria in
a cluster can coordinate their movement and growth activities to increase their
success at overwhelming host’s defenses. One key coordinated action is for the
cluster to wait until it is large enough before launching a major assault on the host.
Another coordinated action is determining which chemical should be produced by
all the bacteria. As an invasion progresses, the bacterial growth and spread can be
along key pathways in the host. The bacteria can simply eat away at surrounding
tissue in the host, but a pathway would be for the bacteria to travel along the blood
stream and attack specific organs in the host. Some bacteria regulate their growth to
achieve symbiotic existence with the host body. This symbiotic existence can
benefit the host as in the case of bacteria in the human intestine that aids digestion.
However, symbiotic existence can also degrade the host by taking away nutritional
content, continuously battling the immune system, and causing low-level cell
damages.

To defeat an invading clustered and morphing bacterial system, one can kill off
individual bacterium faster than their growth rate, kill all the bacteria by exploiting
a common weakness, disrupt their chemical signals to weaken coordinated attacks,
and/or manipulate their chemical signals to break apart the system. In the open
environment or on the surface of bacteria-infected wounds, antibacterial substances,
such as alcohol or hydrogen peroxide, will kill the cell structures of bacteria. Inside
the body, antibiotics such as penicillin can either kill bacteria or inhibit their growth
process. However, bacteria evolve quickly. For every bacterium that has been
exposed to antibiotics but is not killed, there is the chance that its mutated char-
acteristics will survive to form strains of antibiotic-resistant bacteria. So the story of
bacteria is one of competing systems, which will be further explored later in this
book.
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Population Migration as an Example of Clustered and Morphing
Structures: 1 have described the infrastructure and organizations of societies as
fixed systems, but the people in society do not have to be trapped by these fixed
systems. In times of danger or in search of opportunities, people have been known
to cluster and migrate. This behavior is very different than people gathering to
watch a ball game where there is minimal association between people to yield a
system. Instead, when people are moving toward an opportunity, such as the wagon
trains going to the American west, they band together to help one another achieve a
common purpose. The collaboration can be as simple as forming defensive circles
when under attack or as complex as the exchanging of vital resources.

When people are moving away from a threat, such as running from a forest fire,
they must at times coordinate with one another to prevent gridlock and chaos. The
coordination can be as simple as some people directing the flow of traffic and as
complex as continuous exchanges of situational awareness across the cluster.
Humans have not always worked well together. So this type of system can have
very high transformability but very weak cohesion in the cluster. People might start
to move faster as panic increases, and the cluster might break apart as individual
fears take precedence over group survival instincts.

Mob Actions as an Example of Clustered and Morphing Structures: The
natural condition for forming a strong human cluster is, sadly, when everyone
shares a common intense emotion, typically anger, and wants to take action. The
emotion creates tight bonds between people, then the cluster/mob will morph once
one person starts to take action. This morphing might be an assault on a section of
the city when people, without centralized guidance, help one another tear down
statues, burn buildings, spread graffiti, and vandalize stores. Because of the lack in
centralized control, mob-type systems are difficult to confront. People in mobs can
still be adaptive and clever in their attacks, and the aggressiveness of the attacks
will not dissipate until the emotional intensity dies out. The associations in mobs
can span the range of human communications and communication devices.
Sometimes, it is the simplicity of communications and the localized rallying of
actions that make a mob effective.

Strategies to deal with a mob system include disbursing the people enough with
law enforcement or troops so that cluster dynamics break down, eliminating the
causes of emotional intensity through negotiations, terrorizing mob participants into
inaction through greater violence or arrests, and attacking all the mob participants.
Generally, the sequence of events in dealing with a mob is attempts at negotiation
and disbursal followed by individual arrests and broad attacks. The latter actions
might cause society-wide backlash if other people are also sympathetic to the cause
of the mob.

Close Quarter Troop Engagements as an Example of Clustered and
Morphing Structures: Successful human clustered and morphing systems are, at
times, created through training. A tightly formed group of combat troops is one
such system. Even in modern warfare, combat in jungle and urban environments
might require troops to work together in a cluster to engage enemy forces. The
cluster might not be large, but high-tempo operations depend on coordinated tactics
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and common understanding of set procedures. For example, communications when
enemies are near might rely upon hand signals, flashing codes, text messages, and
special sounds. Once the system is in action, the morphing pattern can be to move
in one direction, cover multiple paths and angles, surround the enemy, divide the
enemy, sneak up on enemy, hide and evade, regroup, or retreat. For highly trained
troops that can act independently and fight in coordination, a clustered system can
remain effective even under heavy losses. As the cluster components are trained to
maintain the cohesion of the cluster, the system is far more difficult to break apart
than mobs.

The few examples of clustered and morphing systems presented reveal great
diversity among this type of system structure with the power of transformation.
Many system structures can morph. However, the morphing of a cluster of system
parts is the most obvious. The cohesion of the cluster adds strength to the trans-
formations and the size of the cluster increases the power of the total system.

2.3.3 Dynamically Linking Structures

Systems can also have loose structures that are formed by temporary associations.
Such associations are formed by the changing orientation, motion, and/or compo-
sition of parts. The surface conditions of the parts, to include input and output
interface standards/openings, then governs how the links are established and when
the links will break. For example, if the content of a part exceeds a specific level,
the internal stresses might force a link to form with another part to transfer content
and lower stress. Alternatively, a part might have a content deficiency that compels
it to establish links with sources of available content. The key difference between
dynamically linking structures and clustered structures is that the links are not
formed by proximity between the parts or forces pushing the parts together.
Therefore, the links must have functions that keep parts together, but the links can
stretch and shift across substantial distances, as long as the functions of the links are
sustained.

Dynamically linking structures can cover a vast space and expand or contract
significantly within space. Parts can be expelled from the system when links are no
longer required and parts can be added to the system when links are justified.
Further unlike clustered structures, complex processes can form across the parts and
links with high degrees of uniqueness throughout the process flow. In such cases,
the uniqueness of the parts and links will control the dynamic behaviors of the
system, the rate of system expansion or contraction, and the realignment of the
structure. The capabilities of the system enabled by dynamic links can yield highly
self-organizing and self-adapting properties. This organization and adaptation can
concur through the autonomy of the parts or through centralized control. However,
if the system processes across the dynamically linked structure are complex, then
the controls within the parts or across the links must match the complexity.
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Dynamically linked structures typically have no baseline size. Therefore, system
expansion and contraction is an inherent characteristic and has no special meaning.
Parts can proliferate or be built inside the space of the system. However, the parts
will not belong to the system structure until a new role or repeated role has been
established through dynamic association. This definition creates a challenge in
establishing system boundaries, which we will further explore in the next section.
For now, the simplest way to describe the challenge is the question of: If parts are
dynamically linking to one another, how do we know what links are between parts
in the system structure and what links are to parts in the environment? The answer
will require an assessment of commonalities and differences between specific parts
and links for a defined system. Based on the assessment, a practical system
boundary can be drawn that does not include every single element/part that interacts
with one another.

The following examples show how dynamically linked structures are observable
in nature and incorporated into human activities. In studying the structural
behaviors, the uncertain reasoning techniques for identifying linkages, as discussed
on the previous section, might yield greater insight. We tend to think of dynamics
as links forming fast and/or often. However, it might be the slowly formed links that
are the most important and most difficult to study. For systems that have slowly
forming links, key parts within the system might exist in plain sight but not be
revealed for decades. To illustrate, a sleeper agent/spy planted in an enemy’s
organization would be a key part of an opposing system. Yet that association and
role will not be visible until the agent is activated through a triggering link.

Insect Colonies as an Example of Dynamically Linking Structures: Some
insects, such as ants, will work together as a distributed system centralized on a nest
or hive housing the queen. For ants, the workers then move out from the nest in
search of food and building materials. The male ants with wings also fly out to mate
with other queen ants. When foraging in the environment, worker and soldier ants
can individually wander far away. However, they will still circle back to commu-
nicate with one another to coordinate actions. Hundreds and thousands of ants can
quickly gather to bring food back along a transport column once a food source has
been identified. The soldier ants will organize for an attack when another insect
species, such as termites, is encountered. In the nest, the ants will work together to
dig caverns and construct living spaces. Thus, the status of the ant colony system
largely depends on communications between ants, the immediate needs of the
colony, threats facing the queen, and opportunities in the environment. The ability
of each ant to act independently and form associations as required is what makes the
colony a dynamically linking system. The system is not held together by the links
but by each ant/part’s commitment to the system. Even when disconnected from the
whole, the ant will perform its responsibilities for the system and seek to return to
the system. When necessary, worker ants will even sacrifice themselves for the
system. This is why a dynamically linking system can still be very strong.

Protein Interactions as an Example of Dynamically Linking Structures:
Proteins are complex amino acid molecules organized into polypeptide chains.
These chains are produced by organisms to perform a vast variety of functions [34].



54 2 The Characteristics of Systems Formation

Different folding protein structures support functions such as DNA transcription,
catalyzation of cell chemical (enzyme structures), intercellular communications/
signal transduction (structures like insulin), cell defense (antibody structures),
material transport (specific protein binding sites), and cell integrity (fiber proteins).
Thus, the bodies of living things are filled with proteins working together to sustain
life. Proteins do not have intelligence but, instead, a complex range of behaviors
based on molecular structure, folding dynamics, and surface binding sites. When
these molecules are outside of the body, they are merely nutritional elements for the
body to use in energy generation and cell construction. Within the environment of
the body, however, proteins are responsible for most of the dynamics within cells
and between cells. Proteins’ associations with one another include passing com-
ponents and triggering reactions. Yet, the most important association is perhaps a
common anchor to the cellular reference frame. In this reference frame, the cells of
organisms control the production and types of proteins released as well as the
retirement of proteins. It is through this control and the suitability of proteins for
specific functions that system cohesion is achieved.

Social Networks as an Example of Dynamically Linking Structures: I have
placed computer infrastructure and the worldwide network of fiber optics and cell
phone towers as fixed systems. However, the information on these systems, as well
as the activities of people in generating, consuming, and manipulating this infor-
mation, is far from fixed. Generally, a social network is enabled by a
web-browser-based software application that allows people to share information
based a set of rules and constraints.

The first set of rules governs role-based information access, which is supported
by user identity management [35]:

Who can sign on the application?

How is the information shared among people with different access privileges?
What information can be gathered by all participants on the application?
What information can be used by the application admin for purposes such as
advertising?

e What information is searchable on the open worldwide web?

The second set of rules governs the type of information that can be shared:
lengthy text, short text, photos, videos, web addresses links, links to content on
application, etc.

The third set of rules governs the quality of content such as filters against adult
material, filters against political opinions, filters against harassment-type activities,
and filters against copyrighted content.

There may be many other rules that govern associations between people, but it is
clear that social networks are dynamically linking structures that can grow and shift
rapidly across the population. People are joining and leaving networks all the time.
The information that people share changes with life experiences, emotional states,
and social interactions. The links people make change base on friendships, personal
interests, and professional needs. Social networks are spawning new product
markets, inciting revolutions, enabling criminal activities, generating media stars,
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facilitating commerce, reporting on news events, promoting friendships, and
causing interpersonal conflicts. Yet an entire network can collapse overnight as
people move on to better products and better communities. Such is the nature of
dynamically linking system structures.

Terrorist Organizations as an Example of Dynamically Linking Structures:
Terrorist organizations can be viewed as social networks held together by a com-
mon violent purpose. Such networks have learned to leverage Internet-based
applications for communications and organization. However, a terrorist network
can use any means of communications to include carrier pigeons. Like other social
networks, terrorists join and form local groups within the dynamically linking
system. Unlike other social networks, however, leaving the terrorist organization
can be quite difficult, as it will be viewed as a betrayal that requires violent
response. The ability of terrorist groups to take action without clear central
authority makes this system difficult to stop. The ability of participants to secretly
hide within the general population of society further makes this system difficult to
find. If one terrorist is captured or killed, multiple new recruits might fill the gap. If
a terrorist group/cell is broken apart, other groups might extend links to absorb
surviving members. If individual terrorists or groups are captured, links can be
quickly broken to protect the total system. Essentially, links between terrorists are
constantly adapting to support the survival of the organization and the achievement
of violent actions. As the only hard rule for associations is a commonality of violent
purpose, terrorist systems are exceedingly difficult to destroy. One can attack the
commonality of purpose or the integrity of the system parts. If all terrorists start to
have doubts about the organization, then the system will weaken. If one terrorist is
not sure whether another terrorist is a traitor, then the system will weaken.
Otherwise, this dangerous system can stretch out to all the societies of the world
and hide in the most obscure places.

Crisis Response Activities as an Example of Dynamically Linking
Structures: My last example for dynamic linking is the system of first responders,
military forces, government officials, and the general population all work together
to respond to a crisis event. Under great threat or disastrous outcomes, the normal
processes of society will stop. Then, the survivors will try to reorganize into a
dynamic system to increase the odds of continued survival. If attempts at reorganize
through new dynamic links fail, the people might either disperse or engage in
conflict for resources and shelter. Advance planning and the training of people for
roles during and after crisis can increase the ability of the survivors to form a new
social structure. New associations need to be formed based on the evolving con-
ditions of a crisis. For example:

e How should the police and fire department coordinate against each type of
crisis?

e Under what conditions should military forces be called into action?
Who in the government has relevant responsibilities?
Where should people go as the crisis event changes?
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These are all decisions that can be supported through studying representative
crisis scenarios and determining potential courses of action. With knowledge of an
appropriate step-by-step response, the people as parts of the new dynamically
linked system can focus on precisely forming and breaking links. Breaking links is
necessary at times when the capabilities of the parts are limited and/or the needs of
the parts have different priorities. First responders must focus on those in greatest
need. Government officials cannot take all phone calls. The people must sometimes
focus just on personal safety. Therefore, the societal structure during and after a
crisis is delicate. However, being able to reform a structure is incredibly important,
as the imperfect structure is the foundation for building the future.

2.3.4 Dynamically Influencing Structures

Finally, some systems do not have any kind of lasting structure at all. This means
that the parts do not have any permit or short-term dependencies on one another,
and enduring processes cannot stretch across the parts. However, the parts still work
together through interactions. Momentary associations that do not form links can
still pass force, energy, substance, and/or information from one part to another.
What makes these parts a system is then either some commonality of purpose
among the parts that synchronizes with interactions or some connection of the parts
to a common reference frame for basing behaviors. Through the constant interaction
of parts, we can then say that the structure is completely dynamic and based on the
parts influencing one another.

Parts influencing one another do not have the mutual pull to keep systems from
breaking apart. Therefore, the parts have to independently anchor themselves to the
spatial region of the system even as they reorient, move, and change their com-
position. In some cases, the environment for the parts will provide a boundary in
which systems behavior can form. In other cases, the parts have independent
controls that keep them within the proximity of one another for interactions.

Interactions among parts in a system can pass information that allows parts to
coordinate behaviors, substances that allow for operations and proliferation, and
energy that sustains operations. One part can also push or drag another part with a
force appropriate for the reference frame of the system to get the other part better
aligned with system behaviors. For example, if one part hits the boundaries of the
system’s environment, it can translate that force toward hitting other parts to pre-
vent all the parts from crowding along the boundaries.

Thus, despite the lack of permanent and temporary links, influence-driven sys-
tem structures can still reach stable states of dynamics. However, instability can
emerge with increasing number of parts, intensity of movement among the parts,
concentration of parts in one area, and deficiency of part interactions in other areas.

Virus Growth as an Example of Dynamically Influencing Structures: The
effectiveness of viruses is that they travel far in the body and from the body. An
airborne virus in the environment is potentially more contagious than one
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transmitted by fluid contact. Viruses that survive longer in the environment and
viruses that infect multiple animal species are also potentially more contagious. In
the body, the objective of all viruses is to invade cells and use the cellular com-
ponents to replicate countless more viruses. As viruses are DNA or RNA strands
surrounded by proteins, they are not fully formed life in the external environment.
Therefore, viruses should not have any ability to form associations with one another
to create a dynamic system. However, once a virus has invaded a cell, the cell
components then become a part of the virus lifecycle. At that point, systems
thinking would pose the question of whether associations can emerge. We would
still expect these associations to be links between viruses, but can viruses in the cell
control activities such as protein generation to influence the behaviors of other
viruses? Research in this case is ahead of system thinking because the study of
propagation rates and patterns in the vaccinia virus infecting monkey liver cells
conducted by Geoffrey Smith’s team shows that the viruses bypass cells that have
already been infected by other member of their group [36]. Thus, the vaccinia virus
is spreading faster than initial predictions. Apparently, the virus protein structure
recognizes changes in surface protein characteristics for a cell infected by their
fellow virus. This is, therefore, a classic example of a dynamically influencing
system structure.

White Blood Cell Activities as an Example of Dynamically Influencing
Structures: In the body of animals, the purpose of white blood cells is to identify,
destroy, and consume enemy invaders and the infected cells of the body. Of the
white blood cell types, the B type lymphocytes produce antibodies that identify
abnormal entities, the T type lymphocytes recognize the abnormal entities and kill
them, and the phagocytes to include the large macrophages finally consume the
abnormal entities. Like viruses in the body, the white blood cells travel far and fast
along the blood stream to go to points of infection. Therefore, they influence one
another through the execution of their individual functions. Yet, there are no direct
links between the cells as they can be far apart. The totality of dynamic influences,
based largely on antibody signals, is the body’s immune system. The power of this
system is that all the parts are anchored to the reference frame of the body and
guided by the conditions/signals of the body. As long as the body is viable and
enables the production of more white blood cells, the system will fight on.

Nanotechnology as an Example of Dynamically Influencing Structures:
Nanometer-size man-made molecular structures are categorized as nanotechnology.
The potential of these structures in performing mechanical functions in a variety of
environments to include the human body is being explored in scientific research
[37]. The size of nano-devices does not permit elaborate communications capability
to form long-range links. However, these devices can integrate into a fixed system
construct through contact and they can cluster to create material properties. A more
effective use of nano-devices could rely upon their ability to influence one another
through contact and spread out across the environment like white blood cells. Nano
devices can perform different operations, such as changing an organic molecule in
the body or an inorganic molecule in the environment. Each type of device can build
upon the accomplishments of other nano-devices. In this manner, nano-devices can,
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in theory, self-replicate if the raw materials for building themselves are available in
the environment. By mimicking the behaviors of organic systems, systems based on
nanotechnology parts can grow to immense complexity.

Democratic Political Process as an Example of Dynamically Influencing
Structures: The process of electing leaders in human society is a dynamically
influencing system because each eligible voter in the society must be given the
freedom to make a personal choice. Direct links between candidates and voters,
such as the buying of votes, and direct links between voters, such as pre-election
day commitment of votes within groups, are strictly prohibited. Therefore, the only
associations that can officially exist between the parts/voters are that of influence. If
the parts are polarized and committed to candidate positions, then the system is not
dynamic and the influence is not effective. The outcome of elections is, thus,
dependent on the size and commitment of each side. If there are parts that are open
to arguments and new ideas, then the system can be dynamic with influence
pushing voters from one candidate to another. For this type of dynamically
influencing system, the number of parts is limited by eligible participants, the range
of associations is governed by laws, and the purpose of the system is to satisfy a
defined process. The complexity in this system resides in ways to influence the
possible outcomes of elections. One approach for studying these associations is
through statistics. However, we can also try to understand the specific associations
through uncertain reasoning techniques, as discussed in the previous section. Is it
possible to understand the causes and effects on individual system parts? And is it
possible to control the proliferation of effects across system parts?

In the first two sections, I focused on ways to find and study the parts and
associations that go into systems. In this section, I focused on showing the breadth
of system structures that can be formed by the parts and associations. The gener-
alized examples presented should not be mistaken for the specificity of real-world
systems. When faced with a real-world system problem, we can start with finding
the parts and associations to formulate the structure and system dynamics.
Alternatively, we can start with a general understanding of system structural type
and then seek to discover the behaviors of the specific parts and associations.
Neither of these paths will be simple if the system has poorly understood bound-
aries, intense interactions with the environment or other systems, and/or dramatic
shifts in its form. This then leads us to the next three sections on the qualities of
complex systems and the final section that summarizes how systems form through
integration.

2.4 Boundaries: How to Define the System

The first statement about system boundaries should be that all boundaries are
artificial constructs to make the study of systems more manageable. As a result of
boundaries, the total system that is the universe is broken down into chunks within
chunks so that the capabilities of man can measure, study, and perhaps control.
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Each chunk can be regarded as a defined system or a subsystem of a greater system
depending on one’s perspective. Some chunks have obvious fixed boundaries, such
as a mechanical device. However, one can still wonder whether the real system
should include the person using the device as well as the entire operations the
person is supporting with the device. Other chunks have boundaries that are
expanding or contracting, absorbing or expelling parts, and spontaneously present
and not present.

Although the structure of a system drives the nature of the boundaries, it is
important to note that there does not have to be a direct correlation between the type
of structure and the boundaries. For example, all four structural types discussed in
the last section can be within a fixed boundary. Even when the system parts are only
dynamically influencing one another, the range of dynamics can be within a
boundary that is rigidly defined. Parts hitting the boundary, such as the surface of
the body that contains white blood cells, might literally be prevented from escaping.

The other point to note before we jump into boundary types is that there is a
difference between systems to which establishing boundaries is impractical and
systems to which we have not yet figured out the boundaries. Many complex
systems have boundaries that are difficult to determine, but this does not mean that
they are truly unbounded systems. In our exploration, I will propose that unbounded
is a specific boundary type that is diametrically opposite to a system with fixed
boundaries. Between the bounded and unbounded system, there are other boundary
types worth discussing.

In the effort to understand the boundaries and behaviors of systems, this section
will further explore the utility of different research philosophies and associated
methodologies. We will see how the definition of boundaries can change our per-
spective on system dynamics. And we will see how the definition of boundaries
often depends on the reference frame in which we want to study the system.
A system in one reference frame can have a completely different boundary type than
the same system in another reference frame. Thus, we might care about one reference
frame for control and another reference for understanding collateral effects.

The first type of boundaries, as shown in Fig. 2.26, is a boundary that sets a
maximum range for the system structure by using a measuring point within a
reference frame for system parts and associations. Thus, this boundary is fixed and
the parts are bounded relative to the reference frame. The whole system along with
the measuring point can move in the reference frame, but the boundary will remain
the same as long as the ranges from the measuring point stay the same. If the system
has a fixed structural configuration, then the boundary is simply the outer most parts
of the rigid structure. Depending on the reference frame, the parts along the
boundary might be the only parts within the system that interact with the envi-
ronment or another system. This determination of which parts are interacting across
the boundary with elements external to the system is perhaps more complex and
important for systems with clustered, dynamically linking, and dynamically
influencing structures. In the case of dynamically linking or influencing system
structures, the level and nature of dynamics as well as the commonality of char-
acteristics between parts may be what determines whether associations are within
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Fig. 2.26 Types of system boundaries

the system boundary or extending past the system boundary to parts that are not in
the system. If a part is in the system, then a fixed boundary will prevent the part
from moving beyond the maximum range. In some cases, the boundary is an actual
barrier for containing the system, and the barrier might be a part of the environment,
such as an ecological system being contained by the boundary of a lake. In other
cases, the barrier is simply a behavioral rule of the parts where the parts will
self-limit their dynamics at a specific range.

The second type of boundaries is a boundary that expands or contracts because
system parts are pushing or pulling the boundary past fixed states. This expansion
or contraction might only change the system’s shape in a reference frame, or the
volume might also be changed to create more distance between parts. The fluidity
of the boundary and the level of resistance against initial change are system
characteristics. Clearly, fixed and firm system structures will promote fixed
boundaries that resist expansion and contraction. If an expansion or contraction is
forced upon a fixed structure, then the system will typically want to settle down to
another fixed structural and boundary state. For other types of system structures, a
fluidic boundary can serve a variety of purposes. In a clustered and morphing
system, the boundary might reflect how the system will engulf other entities in the
environment or move around obstacles. In a dynamically linking system, the
boundary might reveal how the system will expand to gain dominance. In a
dynamically influencing system, the boundary might show the impact of increasing
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or decreasing dynamics. Sometimes, measurements and research will initially reveal
more about the behaviors of the boundary than the structure of the system.

The third type of boundaries is a boundary that is absorbing and/or expelling
system parts. This boundary results from systems whose structure is in a state of
transformation or flux. All four types of system structures previously discussed can
shed parts or take in new parts to change their structural configuration. Depending
on the nature of the parts and associations as well as the structure of the system,
parts can be removed or added to the system at specific rates and to specific
sections. The porous boundary can, therefore, change shape as the system changes
or maintain its shape to force the system into increasing or decreasing its density.
The rules regarding which parts are going in and come out of the porous boundary
are characteristics of the system. Parts can be pulled in or pushed out by existing
links with the system structure. Parts can force their way in or out by creating links
with the system structure. Further, parts outside the structure and parts inside the
structure can have natural pairings that promote integration.

The forth and last type of boundaries is a boundary that is spontaneous and
temporary. Parts can be associated with the system or outside the system at any time
depending on dynamic conditions. As the system is essentially unbounded, this type
of boundary is often not effective at describing system constraints. However, the
boundary can describe system states. There may not even be a process for parts to
cross the boundary in joining or leaving the system, as the unbounded system may
not have a core set of parts. All four system structural types can be unbounded if the
structures are prone to collapse and reorganization. However, dynamically
influencing structures are more suited for unbounded characteristics. For example in
the case of virus propagation, one boundary could be the entire environment of an
infected body. However, the virus is designed to spread from body to body as well
as from species to species in some cases. So other boundaries could be clusters of
outbreaks, regions of epidemics, and national borders. The viral propagation system
in this perspective can be viewed as an unbounded system where the spontaneous
boundaries are our constructs to contain the virus. The virus then mutates in
attempts at breaking past these boundaries.

The artificial definitions of boundary types above are established to help us
understand the nature of system boundaries. Unfortunately, the actual determination
of boundaries for real world systems can be challenging as systems tend to not fit
cleanly into bins. There are two interrelated strategies for a real-world boundary
definition. First, we can establish boundaries to match our objectives and methods
for controlling the system. For example, we break down national voting in the
democratic system of the United States by states, congressional districts, and pre-
cincts. Second, we can discover natural points where boundaries can be defined by
studying the behaviors of the system. For example, a bacteria growth system might
be naturally constrained by the extent of a nutrient rich growth environment. The
results of the first strategy should not conflict with natural boundaries, and the
results of the second strategy should also help us with control. The challenges come
in when neither of the two strategies work or when system behaviors extend into
other reference frames to yield collateral effects and hidden consequences. When
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boundary definition strategies do not work, it generally means that the controls are
not effectively controlling the system or that the natural divisions are not really clear
and lasting divisions. When system behaviors in a different reference frame are
yielding dramatic consequences, it generally means that the initial dimensions in
measuring the system were not broad enough. Parameters thought to be irrelevant
actually have impact or there are unknown parameters as well as parametric ranges
in the problem.

To wrestle with real-world systems with unclear boundaries, researchers have at
times declared such systems initially as all unbounded to facilitate unconstrained
searches for system parts and associations using techniques previously discussed in
Sects. 2.1 and 2.2. For example, agent-based models can test the dynamic ranges of
system parts to see where unknown parts to the system are hiding in the real world.
This search, however, can become overwhelming when dealing with systems, such
as human society, with millions and billions of parts. Thus, other approaches for
assessing the system from a macro perspective have been adopted by researchers in
different fields. Though each field will advocate for its specialized methodologies,
we can place these methodologies in a general systems framework to understand
their value and limitations. Three dominant methodologies are discussed below.

2.4.1 Methodology of Iterating a Conceptual System Model

As noted earlier, Soft Systems Methodology (SSM) seeks to iterate a conceptual
model of the system until enough insight and accuracy are gained to affect the
system. The general tenet of this methodology is that no system model can be an
exact replica of the real-world system and that the act of measuring the real system
changes it. Instead, the model is an abstraction with compromises made due to
inability to measure the real system beyond a set point, record all possible data
associated with the real system, identify all the parts of the real system, and/or avoid
disturbing the real system. For example, if one wants to perfectly model a clock,
one will have to record the structure of the clock down to the atomic and subatomic
levels and identify all the effects on clock from the friction of the gears to the
transfer of heat from the environment. One also cannot take apart the clock or even
touch it in any way while measuring it. Giving up on perfect, we can create a
conceptual model of the clock with the shape of all the gears to show how the clock
works. Therefore, the objective of SSM is to create and leverage an effective
conceptual model.

The SSM iterative cycle described by Peter Checkland is practical and
problem-resolution focused for the business community. We can describe his cycle
in a slightly more general perspective and with less advocacy to be one of multiple
ways to wrestle with the unclear boundaries and behaviors of real-world systems.
The iterative process, as shown in Fig. 2.27, begins with recognizing a complex
real-world system. There are existing ways to measure the parts and associations in
the system, but these ways might not be able to capture all the structure, dynamics,



2.4 Boundaries: How to Define the System 63

1. Real World < 7. Ways to Affect
System the System
6. Identification of Influence

Points and Possible
Changes

2. Measurable Parts and /
Associations of the 5. Comparison and
System “4—— Improve
Measures
\ Real World N

\4 Systems Thinking
3. Fundamental Structure
and Missing

Understanding 4. Conceptual Model of

~___» theSystem \

4a. Existing Model 4b. Other Reference
Baselines and Frames for
Reference Points Modeling

Fig. 2.27 General cycle of soft systems methodology

and boundaries. One can have missing understanding in a reference frame, and one
can have completely missing reference frames. From what the real world can
provide, systems thinking then projects the structural characteristics of the system
and the missing understanding between the measurable and complete reality. The
inconsistencies help us to create an initial conceptual model. Based on the system
structure, one might be able to find other systems with similar structures to help
build the conceptual model through comparative analysis. Similar behaviors in
other reference frames can also help define the conceptual model for resolving
inconsistencies.

The initial conceptual model can be brought into the real world and compared
with existing measurements. This comparison might enable the improvement of
ways to measure the system, which then leads to further refinement of the con-
ceptual model. After iteration, the conceptual model might reveal points for
influencing the system and ranges of possible change within the system. Using
these influence points, we then want to find ways to affect the systems in an
understandable manner. This process of interacting with the system will probably
not be initially precise. However, one might be able to get to an acceptable level of
control through additional measures and additional refinement of the concept
model.

We do not have to follow SSM rigorously to apply the method of iterating and
testing an imperfect model to understand the hidden nature of a system. In fact, the
model can be abstract when there is limited data about the system, and the model
can still have value if new ways to measure the system can be gleamed from
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studies. The weakness of an iterative methodology is that conceptual models that
can be easily iterated often cannot be extremely dense in parts and associations.
Further, the philosophy that one cannot exactly model reality may cause us to
prematurely give up on the idea of more detailed modeling approaches. We need to,
therefore, know when to break away from this philosophy and switch to other
system modeling approaches once iterative conceptual models have served their
purpose.

2.4.2 Methodology of Eliminating Intermixed Boundaries

The alternative to using the temporal domain to enhance systems understanding,
such as through iterations, is the idea of studying systems with multiple potential
boundaries by eliminating sets of boundaries or making some boundaries more
important. This spatial simplification methodology is most commonly found in the
study of macro human interactions across the world, as shown in Fig. 2.28. For
centuries, the most obvious boundaries around people are that of political states
represented by territories controlled through systems of government. However, as
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people migrate, companies trade, and banks move currencies across state borders,
scholars have wondered whether there are other boundaries around people that are
more definitive of systems changing the world. Before discussing this second set of
population boundaries, let us first explore the idea of state boundaries and how such
boundaries have already displaced older boundaries based on human associations.

From a systems perspective, the nation state is an artificial construct of man to
sustain the power of government and the ability to establish militaries for enforcing
and expanding state boundaries. The natural parts in state systems are people. The
natural associations across the parts that can support or hinder the strength of
government are the common ethnicity between people, the shared cultural experi-
ence among the people, the people’s embrace of prevailing ideology, and/or the
people’s dependence on an integrated economic system. When state boundaries are
aligned with the boundaries of these natural associations, the government tends find
a form of stability. When state boundaries divide ethnic, cultural, and ideological
boundaries, as in parts of Europe, the Middle East, and Africa, tensions within state
boundaries can become very high. Countless political science papers have been
written about the tensions within states and the tensions between states due to
misaligned boundaries between the government and common human associations.
A part of the discussion is how governmental boundaries have been changed
through civil war and invasions to achieve better alignment.

The boundaries of human associations can also influence forms of government
as well as conflict behaviors. Government boundaries tightly wrapped around
ethnic boundaries can promote racist policies. Government boundaries tightly based
on strong culture can turn nationalism into a fascist policy of cultural expansionism.
Alternatively, many governments are enforced by ideologies and promulgate their
ideologies. One of the earliest ideologies for governing is that of a ruling class
(nobility) running the government and the head of state (monarch) coming from
nobility. A variation of the ruling class system is the ideology of the head of state
coming from the religious caste as a member of the clergy. And, more recent in
history, is the ideology of representative democracy where the head of state and
government officials are elected from the general population. Along this view of
government and human associations, there are two ideologies that have not been
popularly embraced across human associations but have, at times, been successfully
promulgated by the power of government. First is the idea that one single person
should have absolute power over the people. Although this idea tends to be rejected
by the people, totalitarian governments have formed based on the head of state’s
grasp of military power. Second is the idea that only the wealthy should have power
over the people. Though disliked by the majority of the people without wealth,
governments owned by the wealthy have formed based on the politicians’ alle-
giance to money. These last two examples are important from a systems perspective
because they show that the boundaries of government artificially established by
man can overcome other boundaries among people to be powerful and enduring.

Returning to the methodology of eliminating types of boundaries to focus on the
dominant levels of system interactions, the nation state appears to be one logical set
of boundaries, as we can treat ethnicity, culture, and ideology as merely forces with
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the boundaries of states. The interactions between nation states are then governed by
political decisions and explored through political science theories. Though greatly
over simplified, we can say the Theory of Anarchy argues that states brutally compete
with one another for survival [38]. The Theory of Realism argues that the decision to
wage wars must be tempered by rationality [39]. The Theory of Neorealism argues
for the overcoming of hostilities between states [40]. The Theory of Neoliberalism
argues that states can achieve limited cooperation [41]. And Theory of Liberalism
argues that states can collaborate as partners in the global community [42].
Beyond the theories regarding motivations for political decisions, there are
theories that argue that political decisions are merely reflections of the needs of
system structures within states and between states. The Organic Theory argues that
states behave like predatory living entities and must seek to devour more territory to
survive [43]. The Theory of Constructivism argues that states may have an evolving
self-identity that governs behavior [44]. The Theory of Democratic Peace argues
that democratic states are motivated to not wage war against one another, as the
people pay the price of wars [45]. And the Theory of Institutionalism argues that
global financial institutions and corporations are shaping the actions of states [46].
The challenge with all these theories is that, as long as the system is defined by
political boundaries, the interactions between the systems are always vulnerable to
the irrational and emotional decisions of leaders. At times, psychological profiles of
individual world leaders may provide more insight than studying system dynamics.
The dependence of state systems on leadership decisions leads us to question
whether leadership decisions are really what shape the dynamics across the global
human population. If we eliminate state boundaries, what is the second set of
boundaries between people for defining systems? One type of new boundaries is
based on global geography. Are there advantages accorded to people of an entire
region, which may include many states, due to the region’s geography? In response,
the Heartland Theory argues that the people at the center of mass in a continent will
have advantages in territorial reach [47]. So whoever can dominate the heartlands of
Asia and Europe will dominate the world. In contrast, the Rimland Theory argues
that the regions with both sea and land access have the advantage in global reach
[48]. So whoever can dominate the rimlands will dominate the world. We can draw
boundaries around heartland and rimland geographical areas. However, the World
Systems Theory makes the argument that a region’s economic status is what drives its
success in global dynamics [49]. Boundaries must, therefore, be drawn around core
regions with advanced technologies, diversified economies, and educated workforce.
The core system, according to theory, is then surrounded by buffer semi-periphery
regions with industrializing economies and growing level of skilled labor. Finally,
the periphery regions are beyond the boundaries of the buffer regions and have
nonskilled labor, weak governments, and primarily exploitable raw materials.
Related to world systems are the Theory of Modernism, which argues that
regions or states advance incrementally to the level of modern society [50], and the
Theory of Dependency, which argues that regions or states in the periphery are
trapped by their dependence on the core [51]. In all these regional theories, if we
eliminate state boundaries from consideration and focus on the regions, then we can
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suggest that all the countries in a region will share similar system structures.
Regardless of theories, we should expect to see similar system behaviors and issues
in one region and different system behaviors and issues for another region. The
debate, however, is whether these boundaries are more dominant than decisions of
the state.

In discussing so many theories, I know better than to be caught in passionate
debates against advocates. I present the theories to explain an overarching
methodology, which may not be recognized by all the scholars advocating theories.
That is fine. In order for the methodology of eliminating boundaries to work,
advocates of specific boundary types must merely argue that their definitions are the
most dominant. This is despite the reality that all the boundaries might be inter-
related and all the theories might have conditions where they are not fully relevant.
If we are to drop a set of boundaries, then the argument about dominance has to be
made and compromises have to be accepted.

Lastly, this methodology does not have to be restricted to human population
systems. Almost any group of associating parts that can be defined by multiple
types of system boundaries can go through the assessment of which boundary
definitions are more important. The key is to not to lose sight of reality, recognize
that dropping boundaries is only for the convenience of studies, and understand that
all boundaries impact the system.

2.4.3 Methodology of Summarizing Lower Order Systems

For systems that are pervasive in their spatial reach, the boundaries that we care
about are the range of fidelity for measuring internal system dynamics and the range
of time intervals for taking measurements. The methodology for leveraging fidelity
and time interval is to find ways to roll up vast amounts of discrete lower order data
into macro-level parameters that describe the pervasive system or to find ways to
directly collect summary data based on the macro-level parameters. The economy is
an example of a pervasive system. Earlier, I have noted economics as one of four
main structures connecting the human population, and I have presented other
scholars’ theories on dividing up the world into different interlocked economic
regions. The global economy can, however, also be viewed as a single system with
the research methodology focused on what macro-dynamic parameters and models
accurately represent the interactions and outcomes of countless firms, distributors,
and buyers, as shown in Fig. 2.29. The range of these macro-dynamic parameters
then represents the boundaries of the global system.

To demonstrate the methodology of macro-dynamic analysis, the most important
parameter in macroeconomics as recognized by Adam Smith is the capabilities and
capacity of the people in producing goods and services of value [52]. Thomas
Malthus then recognized that changes in the size of the population impacts eco-
nomic activities [53], and Ricardo [54] recognized that the ability to specialize and
produce in large scale creates a comparative advantage. Marshall [55] further
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explained that total production of specific types of goods and services and total
demand for those goods and services are interdependent and have dynamic cycles,
as long as firms have the freedom to produce and people have the freedom to buy.
The dynamic cycles in the economy can be further understood by measuring time
for market awareness, time for production, and time for deliveries [56]. The
importance of information about market needs and the logistics to match changing
market needs are further explained by Von Hayek [57].

Decades of scholarship by economists across the world have led to parameters and
processes for measuring the macroeconomic system without having to model all the
parts and associations in the economy. Specifically, these parameters take aggregate
inputs and outputs from the totality of industry sectors, market segments, buyer
population groups, information channels, and distribution networks. The challenges
of summarizing the dynamics of lower order systems to bind the macro-system are:
(1) whether the range of measured data over decades is enough to identify all the
behaviors and potential behaviors of the macro-system; and (2) whether the economy
can be effectively influenced through these macro-parameters. These challenges have
led to some theoretical debates as further described.

The first debate is over the existence of longer cycles of change in the economic
system [58], and the possibility that even the most advance regions of the system is
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still evolving in structure [59]. In fact, Evolutionary Economics has become a
dedicated field of study to focus on the natural forces for changing capitalistic
economies.

The second debate is over how and to what degree the government should
influence the economy to achieve sustained growth. John Maynard Keynes argued
that intervention policies are required by the government to reduce the impact of
inflationary and depressionary forces in the economy [60]. In contrast, Milton
Friedman argued that the economy is more self-correcting [61]. The resulting
Chicago School (monetarists) of practice is, thus, focused on controlling the
monetary supply as the primary means to stimulate the economy to self-correct.

The third debate is whether there are components of the economic system that
are disproportionately concentrating wealth relative to their value. This surfaced
during the industrial revolution and might surface again. Karl Marx described this
as “surplus value,” [62] but the resulting remedy of communism became a failed
form of government. Nevertheless, such imbalances in the economy might still
exist, such as the increasing concentration of wealth in the 1 % population of the
United States as noted in media [63]. If so, are there any ways to correct possible
inefficiencies without abandoning the entire economic structure?

As we consider the debates that still go on in macroeconomics and the periodic
inability by scholars to project major economic events, we should remind ourselves
that the approach of macroeconomics is just one method for dealing with complex
systems. The boundaries of the economic system do not have to be drawn at the
current levels. With advances in “Big Data,” we might be able to model economic
behaviors from the overall dynamics of the firms directly up to the behavior of the
global system. How the actions of one CEO, the performance of one company, and
the buyers of one product impact the global economy can be captured in the
economic system models of tomorrow.

I close this section with the reminder that system boundaries and the definition of
systems are established by those who study them. Some boundaries have been set
by academic communities for so long that no one tends to question their limitations
and effectiveness. However, we must always be clear about what is reality and what
compromises we have made to study reality. When existing boundary definitions
are hindering our studies, then new boundaries as well as new methods for
establishing boundaries should be explored. The success in studying a system often
depends greatly on how the study begins. Toward this purpose, I have only pre-
sented some methods for establishing boundaries.

2.5 Interactions: How the System Behaves

Together, we have explored the structure of systems and the boundaries for defining
systems. I have further emphasized that systems exist because of their dynamics,
the changes between parts and associations for the system, and the changes within
parts and associations for the system. These changes can be further studied as a
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whole at the systems level assuming that the parts are working together [64]. If the
parts are not working together or even influencing one another in an integrated
manner, then we do not have a system. If the parts are having problems and
difficulties working together, then we are facing concerns about system failure to be
addressed in Chap. 3. For now, let us assume that we have working systems that are
able to interact with their internal parts, the environment, and other systems. Our
next step in exploration is to then look at the ways and proposes of interaction.
Similar to the decomposition endeavors of prior sections to find broad sets of
system characteristics, system interactions can be divided into four conceptual
types, as shown in Fig. 2.30. Unlike the structural and boundary types, which may
have unclear divisions but are nevertheless mutually exclusive, the types of system
interactions to be discussed can all emerge over the course of a system’s life cycle.
Further, as we explore the types of interactions, it will be clear that one type of
interaction can impact the dynamics of another type of interaction to make system
behaviors very complex.

2.5.1 Operational Interactions

At the fundamental level, the purpose of all systems is to operate as defined by
allowing the parts and associations to work together. The operations of a system can
be captured in an overarching process or series of processes that describe what each
group or subgroup of parts and associations is doing. Processes exist even when the
associations between parts are changing as long as the dynamics between parts are
not random but serve the system’s purpose. Processes also exist, even when the
parts are being added or removed from the system, as long as the changing of parts
across the system boundaries is acceptable based on the design of the process.
Finally, processes can be momentary in unbounded systems or systems with
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incremental as well as sporadic associations. However, there needs to be ways to
project when the system will undergo certain processes.

As few systems are perfect by design or through formation, system processes
and decisions can contain degrees of variability with cases of lower performance
and levels of imprecision leading to errors. Improving the consistency of perfor-
mance, such as production rates, and avoiding errors that stem from performance,
such as product defects, thus, have been matters of great research focus for human
designed systems. This is in addition to the fundamental system design challenge of
creating structures and dynamic processes that make achieving objective perfor-
mance and behavioral results feasible.

Assuming that acceptable performance can be maintained and error rates can be
kept at acceptable levels, we then have a functioning system that will operate with
the purpose of sustaining itself, producing outputs, affecting the environment,
and/or controlling other systems. The idea of a system merely sustaining itself
seams pointless for human designed systems. However, for systems where the parts
have value, such as people in a social system, the simple purpose of processes for
enabling parts to live and thrive can be noble. Systems that formed in nature tend to
follow one test of acceptable performance, which is survival under harsh envi-
ronments. To pass nature’s test, systems must act with enough consistency and
precision to fit within the changing dynamics of the greater natural system. Slight
mistakes in action could lead to death. Slight deficiencies in capability could lead to
the extinction of an entire species. At the same time, systems in nature work
together to help one another survive. Operations support one another and natural
processes connect with one another.

Beyond a system acting just to keep itself viable, the processes can produce
outputs such as products, raw materials, energy resources, and information
resources. For systems in nature, their outputs, such as oxygen from plants, can help
other systems to survive. For human designed systems, the outputs often define the
purpose of the system. The most obvious outputs come from factory processes, and
the most complex outputs might be the terabytes of information generated by
software system processes connected across the World Wide Web.

The counterpart to a system contributing something new to the environment is
the system performing actions that affect existing components of the environment.
These actions include transportation, assembly, alteration, demolition, storage, and
consumption. In fact, most systems consume from the environment and contribute
to the environment in some way. The counterpart to a system contributing some-
thing new to another system is the system controlling or attempting to control
another system. These controls include physical changes to the other system, forces
upon the dynamics of the other system, instructions to the other system, and
parametric inputs to the other system for basing dynamics. If the interactions
between the systems are tight enough, then we can consider whether we are
studying a system of systems or a system with subsystems.

Years of researching systems operations have led to a series of methodologies
and techniques for managing the operations of human designed systems. One
popular methodology, which focuses on identifying and improving core measures,
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has been Total Quality Management (TQM). TQM, referenced earlier and shown in
Fig. 2.31, recognizes the importance of both leadership and participating workers in
a modern corporate organization. At all levels, employees need to understand that
they are producing in response to the needs of customers internal to the corporation
so that processes connect. Further, the total production must respond to external
corporate customers, which is the bottom line.

The involvement of leadership and workers in the processes of operations
enables the system itself to focus on operational measures to improve and sustain
quality. Performance issues in satisfying processes should be continuously identi-
fied and resolved. Then, the members of the organization/corporation need to be
trained or educated to prevent performance issues from reemerging. Through this
empowerment of the system to achieve optimum operations, end products will, in
theory, have better total quality. Continuous identification and prevention of
component and assembled product errors will lead to the elimination of waste.
TQM was popularized in American manufacturing in the late 1980s and early
1990s to reduce defective products. Later, as organizational processes became more
agile with computer-driven design, production, and coordination, management
focus appears to have shifted from metrics centric approaches to process capture
and change based techniques such as Lean Six Sigma, which was also referenced
earlier. Lean Six Sigma, for example, relies on external experts (Black Belts and
Master Black Belts) to map the processes, isolate statistically verifiable perfor-
mance issues (Six Sigma standard is over 99.99 % error free), design/test corrective
actions, and improve the entire process flow (lean design of processes). Such
techniques not only optimize operations but can lead to a transformation or evo-
Iution of the system to be discussed. Employees can be removed or added, business
units can be changed, and processes can be completely replaced.
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2.5.2 Adaptive Interactions

Beyond a system merely operating against a set of processes, the operations of the
system can be adaptive. In other words, the processes allow for changes in rates,
procedures, outputs, and interfaces depending on the feedback received from sys-
tem performance results as well as interactions with the environment and other
systems. I use the term adaption in this context to represent responsive changes in
the way the system operates but not changes in the structure of the system. For
example, human beings are remarkably adaptive systems compared to other ani-
mals, even though our bodies are rigid systems in a similar manner. What allows for
human adaptiveness is largely the superior brain that receives sensor inputs, records
past experiences, and learns to act based on past experiences to optimize the human
condition. From the learning process comes the body of human knowledge built
and shared across the centuries. From the desire to improve the human condition
comes innovation, discovery, and construction to control the human environment.
Over the centuries, the human condition has gone from hunting and gathering to
survive to traveling into space and underneath the sea. We have discovered
medicines to alter the performance of the human system, and we have invented
devices to enhance the capabilities of the human system. However, it is only
recently, with the mapping of the human genome and developing of DNA modi-
fication techniques, that man can change the structure of his own system. Before we
explore evolution, however, let us first delve deeper into the purpose of adaption.

On one level, the purpose of adapting through system interactions is to improve
the performance of the system. The performance of the system is then tied to the
mission of the system. In the case of companies, for example, the general mission is
to gain higher market share, increase profits, and grow intellectual property and
other assets. The mission of an organic system is to survive, reproduce, improve
quality of life, and satisfy emotional and/or intellectual needs. The mission of
military systems is to defeat adversaries, defend against threats, capture and control
territory, and deter potential aggression. The ability to adapt might be critical to
system operations if the operational environment is highly unstable or unpre-
dictable. This would prevent processes from being designed to rigidly interact with
the environment and other systems in the environment. Instead, the processes must
be designed to adapt to unpredicted events, new drivers, and shifts in environmental
conditions. The human mind is ideally suited for this type of unbounded system
interaction. Artificial intelligence research and learning systems based on cognition
theories are starting to move computers toward higher levels of adaptive capability.

In seeking to control system adaptiveness, the modern military concept of tac-
tical operations as captured in the Observe, Orient, Decide, and Act (OODA) Loop
created by US Air Force Colonel John Boyd is a good reference frame [65].
Although the OODA Loop was designed for combat in highly dynamic and often
unpredictable environments, it can be used to describe the cycle of system processes
required to adapt to any performance conditions. This expanded use of the OODA
Loop is shown in Fig. 2.32. Essentially, in order for a system to adapt, it must
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observe and establish an understanding of what to adapt against. This understanding
can be achieved through feedback on operational results, changes in the environ-
ment, and the behaviors of other systems in the environment. For nonhuman sys-
tems or systems that enhance human capabilities, the sensors and metrics for
enabling observations are the starting point of adaptation. Speed, cycle time, and
fidelity of observations are then driving factors. With observations, the system
analyzes the situation to determine a conceptual model, compares the model with
past experiences consistent with Naturalistic Cognition Theory, and determines
other factors as well as constraints that would affect decision-making.

The actual decision process would start with the adaptive options associated with
the conceptual model of the situation, the understanding of consequences associated
with each option, and the assessment of probability for success associated with each
option. Before an adaptive action can be taken, the system must first decide on which
option to take based on trade-offs. The challenge of the trade-off process is that few
conditions have clear answers. In most cases, options carry negative consequences as
well as risks of negative outcomes beyond just the potential benefits. The human
mind is quite skilled at navigating through these opposing factors, but it is nearly
impossible for rules-based computer programs to cope with the unpredictable
aspects of operating environments that require adaptation. Thus, uncertain reasoning
techniques and artificial intelligence is the path that must be taken.
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The actual act of adapting is the last part of the response cycle, and all actions
must have clear objectives and ways in which processes are adjusted to achieve the
objectives. If the actions are perfect and complete, then the adaptation can stop, and
the system might be able to achieve a new steady state level of operations.
However, adaptation is often an iterative process where the system must interact
with the shifting situation. Actions must be taken, and the outcomes must be
observed so that the system can reorient further adaptive actions.

In an interaction involving two or more opposing combat systems, the OODA
Loop is continuously executed on both sides. Often times, victory is dependent on
the speed of this adaptive cycle and the accuracy of the actions. Getting within the
cycle of the enemy can disable the enemy’s ability to respond, as one is adapting
faster than the enemy’s ability to reorient and act.

Adaptive actions can be centrally controlled within the system or be taken
individually by system parts. This depends on the structure and boundaries of the
system and the ways in which the system interacts with the environment as well as
other systems. Central control allows for the power of concentrated system-wide
knowledge, situational awareness, and computation to be applied to actions. So the
adaptive actions can be complex with deep understanding of total potentials and
consequences. Adaptive actions by the parts can be faster in response to environ-
mental situations, harder to counter because of many decision points, and highly
complex as a result of mutual coordination. Even the human body has localized
reflex actions that do not require commands from the brain. However, it is centrally
commanded and locally responsive human systems that pose the choice of selecting
the approach that is more adaptive. For example, some companies embrace the
delegation of adaptive capability to highly trained frontline employees. Other
companies want employees to rigorously follow the commands of leadership who
will decide how to adapt. The right approach is probably situationally dependent,
and the most adaptive company/system might be the one who can switch the control
of adaptive actions based on needs.

2.5.3 Interactions to Evolve

As noted, all types of system structures and system boundaries, though not all
systems, can be adaptive in their behaviors. Likewise, all types of system structures
and boundaries can evolve. Evolution involves the changing of the parts and
associations enabling system dynamics. This change can be within the structure and
behaviors of parts and associations, and this change can involve the replacement of
parts and associations. Evolution can be caused by external and internal forces, and
changes might not always be advantageous to the purpose and mission of the
system. Positive evolution is an adaptive event, but systems adapting through
evolution might not be adaptive when they are not evolving. In contrast, adaptive
systems might not be able to evolve. Negative evolution is a reflection of
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weaknesses within the system at the levels of parts, structures, and/or boundaries.
Vulnerabilities to forces might cause the system to change to a state with less
structural integrity and less ability to successfully operate.

Natural selection is a theory suggesting that, through random changes in the
system and letting these evolved systems compete with one another in the envi-
ronment, the most fit systems will survive in the end to dominate. Systems with
poorly evolved features and capabilities will die off. The limitation of this theory is
that it takes a step function view of how systems interact with the environment. In
this view, what is best in the next step is given priority over what might be better for
the future. If systems are intentionally evolved through reorganization to surpass
previous systems, then the designers might wish to look at the changing environ-
ment and needs across the extended future, not just a series of next steps. One clear
risk of a next-step evolutionary approach is reaching dead ends, such as mass
extinct events as presented by paleontologists.

The key parameters in system evolution are the rates of change and the levels of
change. For systems such as those based on information technology, the rate of
technology advances has often driven systems evolution as well as the invention of
completely new systems. However, whenever such changes occur, they create
learning and adaptation changes for the human users. Therefore, product release
cycles and product adoptions have been a major area of study in market research.
Replacing systems too quickly or with too few innovations could lead to reduced
profitability from prior system investments, user delays in adoption, and/or user
perception of lacking value. Replacing systems too slowly or with too major a
change could lead to reduced relevance for the existing system that should have
been replaced, overwhelming of users, and/or loss of user willingness to change.
One can argue that evolution is an inherently high risk but perhaps necessary level
of system interaction. When pushing for evolution, both in human systems and
human created systems, the process of transition from the current system to the next
should perhaps be regarded as equally important as the structures and functions of
the next system.

A method of transition is evolving systems in the course of reproduction or
replacement. Changes in parts, structures, and boundaries for organic systems and
systems mimicking organic characteristics can occur during mitosis and sexual
reproduction. Changes in other systems can occur as a part of constructing
replacement systems. Some systems can, however, evolve without being replaced,
and some types of structures and boundaries are more conducive to changes while
the system still operates.

The control of human organizational systems to evolve while continuing oper-
ations has been a matter of great research emphasis in management studies. The
Fifth Discipline presented by Peter Senge and referenced earlier specifically argued
for system thinking in enabling organizational change, and I have already noted that
Lean Six Sigma offers techniques for changing the system as a part of changing
processes. Because of the complexity in this endeavor and the ongoing research into
controlling organizational transformation, I am not going to present any
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methodological diagrams. For example, the Balance Scorecard, as referenced earlier,
argues for change as a cycle of setting Vision and Strategy, Communicating and
Linking Performance, Planning and Target Setting, and Strategic Feedback and
Learning. However, I do not want to trap anyone in formal steps given the com-
plexity and diversity of system dynamics. A methodology might work for one
organizational condition and not the next. So I will present some summary obser-
vations already made by other systems and management science researchers.

e Organizational systems are often inherently self-adaptive and self-organization
based on organic behavioral properties

e Even with performance issues, a stable system will often resist change, and the
resistance will increase with external attempts to control change

e Unstable systems will change in unpredictable ways. Thus, causing change
could be easy, but controlling change might be difficult

e Complex systems will change in complex ways with possible untended
consequences

e There may be hidden patterns and unforeseen forces that affect one’s attempt to
control change

e The right control points are, therefore, difficult to find

e The extended effects from a control point can emerge anywhere in the system at
any time.

Thus, controlling the evolution of a human organizational system could be a
myth. Nevertheless, managers and operations researchers might be able to nudge
system changes in better directions. One can redesign to obtain the best processes
and hire the best people, but the enduring culture of human organizations might get
in the way. Gentle use of control points can yield significant results, and iterative
use of control points might hone in on more preferred outcomes. So, when in doubt,
systems evolution should perhaps be in small increments.

2.5.4 Interactions to Proliferate

Evolution is a state-to-state type of system transformation. A system can also be
designed to dominate through proliferation instead of just through operations,
evolved operations, and adaptation. The proliferation that allows a system to
dominate the environment is growth in number of system parts and/or high rate of
reproduction to yield greater number of systems. Proliferation is, therefore, another
form of system interaction. In growth, the system structure or parts of the structure
can be replicated to expand the system. The system can also have processes for
building structures in evolved ways as it grows. In reproduction, the design of the
parent system or integrated design of multiple parents is used to create offsprings.
A high number of resulting systems is achieved through having many offsprings in
one generation and/or having many succeeding generations.
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System proliferation in environments that seek to achieve balance can be an
internally or externally regulated interaction. In internal regulation, system growth
and reproduction will slow down based on indicators that the environment will not
be able to sustain the size and/or population of the system. For example, food and
other resources could be dwindling, competition for resources could be intensify-
ing, and environmental conditions could be getting harsher to warn the systems to
adjust interactive behaviors. For systems that are not good at internal regulation,
such as poorly organized packs of animals, external forces or systems could help to
achieve balance. The most well-known proliferation balancing interaction is per-
haps the predator and prey model as shown in Fig. 2.33. In this simple interaction, a
population of predator animals (such as lions) and a population of prey animals
(such as zebras) provide a check and balance in population growth [66]. As the prey
population increases to dominate the land, the predatory population will increase to
eventually dominate the prey. As the prey population is brought down by the
increasing number of predators, the reduced food supply for predators will cause a
lagging reduction of population. Once the predator numbers drop blow certain
levels, the prey population can grow again in a system-to-system coupled manner.

The cyclical approach to achieving balance in potentially unstable systems can
be seen in a variety of system control schemes. For example, when using opposing
thrusters to stabilize a spacecraft in a low gravity atmosphere-free environment, one
often can only get the stability down to a small wobble called a limit cycle, as the
exact force to fix the system’s position is not achievable. Limit cycles are common
to oscillatory systems when the oscillations are not growing out of control or dying
down. When the system is governed by more than two opposing forces, stability
and control are more complex. Control science is the discipline of identifying all the
dynamic metrics governing a fairly structured and bounded system (such as an
aircraft), determining how the metrics associated with one another (typically
through partial differential equations), and solving these equations often through
computer-based methods to gain control of the system. This discipline does
encounter difficulties with systems that are less structured and less bounded.
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In environments with less balancing forces, unconstrained system proliferation
has, at times, led to massive systems die-off. Bacteria cultures in the lab have
demonstrated this behavior where mass growth has reached a point of nonsus-
tainability. Then, suddenly, the population will die off to a level where survival in
the environment is again stable. It is still uncertain whether human social systems
can internally regulate growth. One can argue that competition for resources and
wars between regions in the past has provided some constraints. With a global
economy and rapid growth across many regions of the world, how to sustain the
system has become a paramount question in the twenty-first century.

Real-world systems can be extremely complex in structure and undefined in
boundaries. Therefore, the results of system interactions can be filled with unknown
dynamics and effects. I do not want to trivialize the challenges in understanding
system interactions in any way, for the book of management history is filled with
failed attempts to shape the interactions of human systems. Even in war, with
decisive outcomes during most tactical engagements, the consequences of the
conflict may not be fully realized for generations. We might create new enemies in
the course vanquishing the old. We might adversely change our system/our way of
life while trying to adapt to threats and a changing world.

2.6 Quality: Measuring the System

Much of what I have discussed is focused on how difficult it is to fully and
accurately define systems. In fact, some have argued that real-world systems can
never be fully defined but only understood to a level where we can use influence to
obtain specific results. The idea of establishing system-wide quality measures is,
therefore, almost a false belief, as the systems will surely stretch beyond these
measures. Nevertheless, it is not always possible for us to describe a system by all
the parts, associations, and dynamic effects. If we need to make quick decisions
regarding systems, it is sometimes practical to simplify our view of complexity,
make compromises, and establish quality measures.

Quality measures born from compromises can be helpful in unraveling system
characteristics. This is because the measures permit comparative analysis between
systems when details are not well understood or when details actually distract us
from common characteristics. Despite the differences between systems, common
patterns often appear at the macro-dynamic level. For example, some human group
behaviors might resemble the patterns of colony insects, and some Internet traffic
patterns might resemble the flow of people and goods between cities. In such
comparisons, the details of one system might help us discover the details of another
system with less understood structures, boundaries, and interactions.

Now returning to the thought of making decisions about systems based on
quality measures, reality sometimes calls upon us to choose which systems to
monitor for potential failures, track as threats, leverage for opportunities, modify to
expand capabilities, mimic in design, and consider terminating. The world is filled
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with systems and different ways to define systems, so many that we cannot model
the world. Therefore, we must choose what to focus on and how to focus. Please
note that I, at no point, advocate taking drastic actions based solely on quantity
metrics without further studying the systems to be impacted. However, the time
needed for studies may not be available during crisis situations. Making the perfect
decision at the wrong time is pointless. Thus, I will try to cover a broad enough set
of measures to enable crisis decision-making.

To facilitate decision-making, quality measures can be divided into three cate-
gories, as shown in Fig. 2.34. The first category is the qualities that enable a system
to sustain its intended purpose, which includes the method of operations and
objective results. The second category is the qualities that enable a system to
compete in order to fulfill its intended purpose. This competition can be in a
rules-governed environment, such as the commercial marketplace, or this compe-
tition can be an all-out conflict for survival, such as in total war. Finally, the third
category is the qualities that enable a system to improve and move beyond its
current state. While not all systems must be able to improve, systems that cannot at
least improve through replacements and successive generations will most likely
become extinct. Systems that endure beyond the need for improvements will often
become obsolete.

There may be other ways to categorize or bin together quality measures, and my
list of quality measures might not be complete or even properly named. Achieving a
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Fig. 2.34 Proposed categories and measures for quality
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commonly agreed to taxonomy for measurements has haunted many scientific
communities. How are terms different? What does each term cover? And how are
all the gaps addressed by terms? These questions typically require long debate
before consensus. Since I do not want to spend too much time debating with myself,
I have endeavored to select pre-established terms whenever appropriate. If these
terms and measures do not feel right for the systems being studied, please do debate
to find better terms.

2.6.1 Quality Category 1: Ability to Sustain

Many of the sustainment metrics below come from industrial best practices for
assessing systems. Though the scales may be different between physical machines,
computer systems, and organic systems, the principles of quality remain similar.
Human factors in system operations add a degree of complexity and variability to
some of these metrics. Systems with human parts have to take into consideration the
risk of unplanned behaviors, the evolving capabilities of people, and the display of
secondary system characteristics with people self-organizing while performing
functions. I will highlight some of the effects of human involvement in the quality
measures below.

Measure: Operational Reliability. The percentage of time that a system will
operate within intended parameters is a measure of system reliability. This can be
computed by tracking the total time of unacceptable operations or nonoperations
within a set period. Reliability standards can also be specified for activities con-
ducted by the system, and the duration for each incidence of system failure can
further be tracked. System operations can vary within allowable ranges for relia-
bility. To enable systems to stay within this operational range, the parts can be
designed to interact with minimal or no failures, redundancies in parts can be
established, and backup parts can be prepared for rapid replacements. Sometimes,
operations are adjusted when parts are not in use to minimize disruption and impact
on output results.

Parts in a system might exhibit a pattern as they fail, which resembles a
bowl-shaped curve. Along this curve, a higher number of parts fail early (infant
death) due to manufacturing defects, and a higher number fail after a period of wear
(senescence). Infant death in parts can be reduced with advances in manufacturing
capability, and parts replacement can be planned after a certain period of use to
delay senescence. When the failure characteristics of parts are not well known, the
brute force approach for getting higher system reliability is to over-strengthen the
parts for their intended functions. People, as parts in a system, add adaptability but
present a challenge for determining reliability. Statistical factors in human perfor-
mance can be affected by many subfactors such as the quality of new recruits,
morale of the workforce, and reactions to external and internal events. Rigorous
training and clear procedures can reduce variance. However, there are still no
guarantees.
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Measure: Accuracy in Performance. The accuracy of a system refers to its
ability to achieve a specific set of performance results within very small variances.
Like many other parameters, accuracy can be measured as a minimum acceptable
threshold and a targeted objective. Accuracy can be achieved by design, or accuracy
can be achieved by system adaptation and evolution. For example, the human mind
and body are learning systems where the ability to perform tasks can be dramati-
cally enhanced through practice, figuring out what has been done wrong, and
making corrections in performance. Beyond mental learning, our muscles also
recognize when each must get stronger to meet performance needs. Human orga-
nizational systems are also learning systems, as argued by many system thinkers. At
the same time, managers of organizational systems still want to instill high accuracy
by design. These ways to gain accuracy do not have to be mutually exclusive.

While the human mind and systems that mimic human learning can grow in
performance, the advancements of computer control and high-precision mechanical
devices have dramatically increased accuracy by design for physical systems. In
contrast, accuracy in information systems generally refers to the fidelity of data,
appropriateness of data, and lack of junk or erroneous data. Data accuracy in the age
of high-capacity computing has launched a dedicated field of study into systematic
and non-systematic errors with data as discussed earlier.

Measure: Affordability in Maintenance. If money is not a constraint, then any
man-made system can, in theory, be maintained forever. In fact, at some point one
will have replaced all the parts. The debate regarding when to stop maintaining the
system is, thus, a consideration of affordability. Affordability is a trade-off among
the financial, time, resource, and even emotional cost of maintenance versus the
consequences of letting the system fail. In some cases, the cost and benefits of new
systems with better technology vastly outweighs extending maintenance. In other
cases, the risks of transitioning to a new system compel decision-makers to continue
relying upon the old.

Systems can be designed for maintainability with features such as modular
components, internal failure detection and warning, affordable parts, clear
replacement processes, and methods for quick fixes. For organic systems such as
the human body, maintenance is often a question of capability and not affordability
in first-world nations. With the ability to replace organs, eradicate cancer cells,
predict hereditary diseases, and alter the metabolism, the degree on which the
human body can be maintained seems to depend primarily on the level of external
trauma, genetic flaws, and the natural aging processes. Now even the natural aging
process is being investigated and challenged by today’s researchers. For organi-
zational systems, maintenance is the cycle of recruiting, training, and assigning new
employees as positions become available due to growth and departure of current
employees. Some organizations also have processes that drive out less-performing
employees to sustain quality and to promote continuous improvements.

Measure: Resilience against Threats. Most systems have some form of
interaction with the environment that contributes to the failure of its parts. For the
human body, there are carcinogens in the environment that promote cancer. For
vehicles, the road wears out tires, and shocks, sun, and rain wear out the body.
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For applications on the Internet, there are viruses, malware, and hackers that can
corrupt codes, usurp data, and seize operational control. Beyond the continuous
dangers of operations, the environment and other systems in the environment can
pose specific and targeted threats at the system. A system’s ability to maintain a
continuity of operations when confronted by such threats is sometimes termed
resilience. Thus, the resilience of the societal infrastructure has become a popular
metric in disaster response planning [67].

Systems achieve resilience by being able to operate after being severely dam-
aged, being able to prevent or avoid damages, and/or being able to make real-time
repairs. To operate when damaged, a system can have redundant parts or have the
ability to reorganize through the use of remaining working parts. To prevent
damages, a system can have barriers against specific threats, parts that are hardened
against specific forces and energies, and/or the ability to counter the mechanisms of
approaching threats. For examples, missiles can be shot down, intruders can be
captured, bombs can be detected, and computer hackers can be traced. A system’s
ability to detect threats also means that it might able to avoid the threat through
evasion, relocation, or concealment. Finally, a system can make real-time repairs
through the ability to adjust operations, switch parts, and reestablishing normal
operating conditions. As the duration and nature of threats can be long and com-
plex, systems that are resilient against threats may at times need a combination of
the above techniques to maintain operations.

Measure: Capacity to Scale. Some systems have the luxury of operating in a
completely steady-state environment. Most environments, however, impose fluc-
tuating, escalating, or declining demands upon systems. For example, systems
serving human groups will often face higher demands during peak hours, and
systems addressing a popular need might suddenly experience escalating demand
through market growth. To handle an oscillatory demand, the system must either
have the continuous capacity to handle peak loads or have the ability to scale to
adequate capacity during peak hours. To handle a growth in demand, the system
must be able to either scale at the rate of growth or scale to the projected level of
future demand in advance.

There are several strategies to scale capacity to match growth. The system can
grow in size to yield higher volume of output. The system can increase the rate of
operations to yield higher output per unit time. And the system can be replicated
and coordinated to yield a higher combined volume of output. These scaling
strategies have been used to grow information systems to the level of supporting
millions of users in an enterprise, and these strategies have also been used in factory
operations. Scaling often needs to be considered in conjunction with reliability,
accuracy, and maintainable. This is because changes in system dynamics can
introduce new stresses and even new vulnerabilities to threats.

While I have referred to capacity as system output, capacity can also be a metric
of the communications and transportation to and from systems. With current
computers being able to produce data at a rate faster than the rate the Internet can
upload and download, network capacity described as bandwidth has been a defining
factor in system performance. With the current productivity rate of regions in the
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global economy, shipping capacity has been a key factor in the world system. The
scaling of capacity for designed systems is often a question of cost. How much
invested cost to increase capacity can be recuperated through higher rate of sales
and/or higher prices? The inability to recuperate such investments has lead to some
markets, particularly those in poorer regions, to be stuck with antiquated systems
with capacity unable to satisfy demands. The scaling of natural systems is con-
nected with the adaptability of the system and the consequences if a system cannot
scale or scale fast enough. By definition, if a natural system has survived, then its
capacity is adequate. Adequate, however, may not be comfortable enough for some
human conditions. Thus, some human societies across the world have not
changed/scaled for thousands of years, and other human societies have gone from
using spears to sending people to the moon.

Measure: Physical and Information Security. Security generally refers to the
system’s ability to detect, prevent, and stop intrusions. This is in contrast to the
system’s ability to defend against massive attacks. Systems that occupy physical
space may require barriers, locks, sensors, and guards as components of physical
security. As physical space is three dimensional, barriers need to address all pos-
sible directions of intrusion. Barriers provide limited security because for every
material there is a tool that can cut through it. Nevertheless, if there is an entry
point, then breaking down the door might be easier than breaking through walls.
Modern locks have, thus, become very sophisticated in protecting doors. Access
can be based on individual unique biological signatures such as retinas and fin-
gerprints, no-replicable keys, and complex passwords. Beyond passive physical
security, active means include sensors that detect particulate matter, cameras that
detect across the electromagnetic spectrum, automatic weapon systems, traps, and
guards who can respond to the actions of actual or potential intruders.

Security in cyberspace in many ways mimics security in the physical world.
There are firewalls to block malicious intruders such as viruses, malware, and
hackers. There are identity management and access control schemes to let in
authorized users. Access control covers entering into an application, such as by
password and physical token, and includes user privileges when they are in the
application. One can scan for intruders in an application and on the network, and
one can monitor for the effects of intrusion. Once detected, intruders can be isolated
(quarantined), erased/deleted, or disabled. Intruders, such as hackers, whose
physical presence is away from the system can still be traced back to the point of
origin and be dealt with by physical means or reverse cyber infiltration. Absolute
security is a theoretical impossibility as long as there are evolving and adapting
intruders. Therefore, system security should either be considered a mechanism for
limiting damages in a sustainment situation or a component of system competi-
tiveness in defeating adversaries.

Measure: Ease of Repair and Restoration. When a system is failing to operate
within required performance ranges due to damages, the time, cost, and resources
required to repair the system and restore it to normal operations is another quality of
sustainability. Time is divided into the period for repairs and the period for
restoration. In systems such as a factory, the employees might move on to other
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jobs if broken machines require weeks to repair. Therefore, even when the
mechanical parts of the factory have been fixed, time might still be required to hire
and train new workers before the factory can return to normal operational capacity.
The time of repair can be slowed by the complexity of labor that cannot be resolved
by simply hiring more repair personnel, and the time of repair can be delayed by the
finding and delivery of resources/parts. The cost of repair is then the labor cost plus
the cost of resources. For every hour or minute that a system is not operating, there
is also a cost in lost productivity. For systems and damages that cannot be repaired
by man, there may yet be self-repair capabilities within the system. The human
body, for example, can self-heal wounds, eradicate diseases through the immune
system, and recover lost memory.

Some systems can be designed to facilitate rapid and affordable repairs.
However, repairs might not be economical if system functions can be recovered
through affordable replacement systems. In fact, the knowledge of when systems
are better replaced instead of repaired could drive design decisions. In human
organizational systems, repairing people as a part of the organization is sometimes
done through counseling and corrective actions. Like physical systems, many
companies have found that it is often easier to replace nonperforming employees.
When employees have value due to the cost of their training, depth of their
experience, and uniqueness of their skills, repair versus replacement becomes a
trade-off decision. For example, the military typically has to invest millions to train
a fighter pilot. Therefore, the first course of action when a fighter pilot is having
performance issues is to figure out how to resolve the issue. In some cases, such as
for celebrities, the person’s experience and skills can be so rare that the entire
system must adjust operations to compensate for the idiosyncrasies of the person
just to get that person’s benefits.

2.6.2 Quality Category 2: Ability to Compete

Competition is either the normal operating state of a system or infrequent events
that the system must adapt to or overcome. Regardless of the frequency and
intensity competition, the ability to compete can draw its quality measures from the
principles of war as explained by Sun Tzu [68], Von Clausewitz [69], and other
military strategists. The key feature of competition is that the system is in an
environment with other systems. The environment impacts the nature of competi-
tion, and competition can further be governed by a mutual understanding of
constraints/rules. A misunderstanding of constraints, such as one side’s willingness
to use a weapon that the other side will not, can lead to defeat but also disgrace for
the victor. Also, differences between competing systems that result in asymmetries
in engagement can expose vulnerabilities. We will explore the defeat of systems in
conflicts to greater detail in Chap. 3 on how systems break. For now, let us see what
strategists have taught us about measuring systems competition or conflict.
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Measure: Ability to Outmaneuver. A system is largely defined by its interactions.
When the interactions must compete with those of other systems and changes in the
environment, then the question is how fast, how sharply, and how accurately the
system can change its interactions to gain better competitive positions. This ability to
maneuver embodies situational awareness, tight operational control, innate dynamic
ranges, and sometimes the ability to adapt. In physical combat, a maneuver often
involves the speed and radius of a turn, and a fighter jet that gets within the turn radius
of the enemy can get an arch of fire. However, in group combat, a maneuver can also
be used to change the formation and distribution of the group so that one can place a
wedge into enemy forces, surround enemy forces, disperse enemy forces, as well as get
behind the enemy forces.

In communications, maneuver is within the war of words where one debater can
trap another in an indefensible position through logical arguments. In such a case, a
maneuver becomes the speed of reasoning, range of ideas, and accuracy of words.
Maneuvers in cyberspace can mimic that of physical space, but the terrain of
cyberspace is incredibly complex, and the speed of movement is typically at the
speed of light. Therefore, a successful offensive maneuver is about using the terrain
to find places to hide, points of vulnerability, and access pathways. Defensive
maneuvers in cyberspace, then, are about speed of intrusion identification, speed of
code integrity validation, and range of security scans. For all types of systems, the
simple rule is that if one cannot maneuver then one cannot win.

Measure: Ability to Capture Position. If a system is to oppose another system
or the environment, then the position in which it engages greatly impacts the
probability of success. The position can allow the system to attack the vulnerable
areas of the adversary. The position can allow a higher rate and level of attack while
hindering the adversary’s counterattack. The position might simply be more
defensible against adversaries. In land engagements, great historical emphasis has
been placed on capturing the high ground. The high ground in traditional warfare
allows the force to have greater visibility and greater range of fire. The adversary
will typically face challenges in charging up the high ground, but the visibility of
the high ground might also make it an attractive target for long-range weapons in
modern warfare.

Find and getting into the right positions in conflict or competition is, therefore,
ultimately about understanding advantages. So position is about the preferred state
of the system in the environment relative to other systems. Systems stuck in dis-
advantageous positions can potentially change to the value of the position by
shifting the nature of engagement. For example, a company selling a less desirable
product in the market environment can potentially change the value of its position
by rebranding the product instead of changing the product. Or, a military force
trapped in a cave might find the cave to be a perfect hiding place if aerial bom-
bardment can be brought down upon enemies surrounding the cave. The
lessons-learned is that the advantages of positions can change rapidly in the course
of competition or conflict. So, capturing positions is a continuous assessment and
endeavor.
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Measure: Ability to Concentrate Mass. In any engagement, the stronger side
tends to win. In attacking specific points, the intensity of force instead of just pure
strength tends to do more damage. Strength and ability to project strength are often
connected with the concentration of forces to have the effect of mass. In military
combat, concentrating mass means the ability of fighting units to come together and
coordinate attacks as a group upon the vulnerable spots of the enemy. Long time
ago when the accuracy of firearms was limited, concentrating mass literally meant
bringing troops physically together. With today’s high precision long-range
weapons, concentrating mass is often about coordinating fire at a point. However,
the idea of swarming for troop engagements in urban environments, as referenced
earlier, is being modelled as a new way of combat. In nature, colony insects such as
bees can suddenly swarm and attack to confront large adversaries. On social net-
works, participants can suddenly swarm around one person or event to overwhelm
the situation. Awareness of the swarm can spread virally across the network to
gather more participants to feed the intensity.

Self-formed masses raise the question of control. Centrally controlled masses
can in some cases more easily maneuver and focus the energy of attack. Mutually
coordinated masses might have more adaptability and agility against shifting situ-
ations. Finally, there is the idea of an uncontrolled and uncoordinated mass, which
is essentially a mob. In a mob, each participant acts based on personal awareness,
but the totality of the uncoordinated action can yield significant accumulated
damage. Because of a lack of control and coordination, mobs can be hard to
disburse unless all members of the mob are attacked. As noted earlier, mobs typ-
ically die down as the emotional intensity for creating the mob dies down.

Measure: Having Means of Offense. In systems competition, offense consti-
tutes the set of actions and dynamic changes taken by the system to affect the
operations, integrity, and performance results of one or more rival/enemy systems.
The system can levy these actions directly upon the other systems in overt or covert
attacks or upon the environment, which then translates into negative effects on the
other systems. Offense brings together the results of situational awareness, capa-
bility to maneuver, and advantages of mass. The position then dictates when and
whether offensive actions are likely to succeed.

Offense should start with the strategy that focuses on how to achieve the total
end state outcome and extend down to the tactics and tasks. This traceability is
specifically a part of US military planning as a formalize process. In general,
strategies should be straightforward and may be inherent to the nature of the system.
Then, the tactics and tasks can be complex with many interdependent adaptive steps
as well as many options depending on the engagement situation. Some systems
might have only a limited number of ways to conduct offensive actions, such as a
single weapon for combat troops. In cases where the means of attack is obvious,
tactics are particularly important in offensive success. A part of successful tactics
is generally the element of surprise, which hinders the opponent’s reaction time
and ability to adapt. Other tactically elements include false information, fake
maneuvers, withheld forces, timing of moves, and when to stop.
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Measure: Having Means of Defense. In systems competition, defense
constitutes the set of actions and dynamic changes taken by the system to protect its
own operations, integrity, and performance results from one or more rival/enemy
systems. Defense can be brought forward to the launching point of enemy attacks
and can be established around each potential target of enemy attack. Defending the
whole system can be more effective than defending all the system parts and asso-
ciations, and layered defenses is often a preferred strategy to mitigate risks. When
defending parts, one must often divide one’s forces, which reduces the ability to
overcome focused attacks.

Successful defense requires understanding the opponent’s means of offense as
well as an ability to predict opponent’s strategies and tactics. Getting surprised by the
enemy is a key failure of defense. Therefore, in engaging the opponent, defensive
actions still need situational awareness, adequate mass, and the ability to adaptively
maneuver. Passive defenses such as walls, traps, and automatic weapons can slow
down attackers, but attackers must be actively engaged by counterattacking
defenders in order for defense to succeed in system competition or conflict. While
offense has the advantage of attack, defense has the advantage of home environment.
Some environments, such as the Russian winter, are so harsh that they can be
exploited by the defender to gain victory over massive forces such as Napoleon’s
army. Other environments favor defensive positions in engagements and maneuvers.
However, defense alone will typically not yield total victory unless the enemies are
willing to unrelentingly commit and lose their forces without retreat.

Measure: Gaining Situational Awareness. Both offense and defense require an
understanding of the environment, the system’s position and dynamics within the
environment, and the opponents’ position and dynamics within the environment.
Therefore, the system’s ability to gain situational awareness is a quality measure.
The environment, in many cases, includes the physical domain of competition and
the information domain of competition. Situational awareness of the physical
domain will be in the form of sensory data, research data, data gathered from
adversary sources, and interpreted information. However, the information domain
of competition or conflict is about the system’s dependence on information and the
opponent’s ability to attack that information to harm the system. If the system itself
is composed completely of information and software that executes information,
then attacks that erase data, corrupt data, steal data, disable operations on data,
block the transmission of data, and generate false data can potentially destroy the
system. Situational awareness information in this environment is both a measure of
the system’s competitive quality as well as a target of attack. Physical systems such
as sensors can be attacked to hinder situational awareness. However, actual situa-
tional awareness exists in the information domain, and it is a part of the information
system.

The value of situational awareness is based on how it enables the mechanisms of
offense and defense. In fact, too much extraneous information about the situation
can delay response time and decision cycles. This brings up the strategies for
gaining situational awareness. One strategy is to sense as much as possible and filter
out the data that give insight on how to attack and defend. Another strategy is to
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model the environment and opponents to find indicators that support competitive
actions. Then, the sensor can focus on the indicators that matter in engagements.
Finally, sensing can be based on predicting opponent behaviors and testing
opponent reactions with probing actions. For example, if predictive models or
observations seem to show that the opponents always turn right after an attack, then
luring the opponent into a false turn can validate this understanding. These
strategies can all be effective under different circumstances. What is most important
in situational awareness is not just the right information but the right timing. If
decisions must be made quickly, then the challenge of situational awareness is on
how to interpret limited and/or imprecise information to allow for the highest
probably of success. All those in the field of military intelligence understand the fog
of war and the inherit risks in chaos.

Measure: Ability to Avoid Detection. The ability of a system to avoid detection
in the physical and information space blocks the enemy’s ability to accurately
attack and may enable the system to gain the element of surprise in attacking the
enemy. In physical space, avoidance can be by stealth technology, which renders
the system undetectable to opponent sensors, or by evasive maneuvers, which
places the system out of range or away from the angle of opponent sensors. For
example, current stealth technology only makes crafts invisible to enemy radars and
not to visual sightings. By the time the enemy can visually see the system, however,
it will be too late to prevent long-range attacks. Similarly, many directional sensors,
such as radars, have a speed of rotation for scanning 360°. A system that can
maneuver within the scan cycle of sensors can launch surprise attacks.

Both in the physical and information domain, using the terrain to hide system
activities can be an effective way for avoiding detection. Troops use camouflage in
the wilderness. Viruses hide in animal cells. Computer worms mix into software
codes. When a system has infiltrated the enemy’s environment or even the enemy
system itself, a means of avoiding detection is to mimic the behaviors and char-
acteristics of enemy systems. For example, terrorists can hide in plan site and
disguise their intent to succeed in attacks. When a system cannot completely avoid
detection, hiding its more vulnerable parts can reduce the effects of being attacked.
For example, organizational systems that are obviously competing in the market
place will still have secret projects, false propaganda, and ways to hide activities
within market chaos.

The diversity of means to avoid detection suggests that quality should simply be
based on one’s signature size relative to an opponent’s sensors and the time as well
as resources it will take for the opponent to figure out one’s position and intent.
Naturally being completely invisible during competition or conflict is an awesome
capability. However, one only needs to be confusing enough to opponents/enemies
in offense and defense to succeed.

Measure: Having an Economy of Motion. A system does not have to be
efficient in using its dynamic capabilities to win competitions and conflicts, as long
as it can overwhelm the opponent with brute force. This means that the system must
have far more energy and perhaps expendable parts than the opponent.
Unfortunately, a competing opponent that understands the inefficiencies of a much
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more powerful system can push that system to waste its strength and resources to
gain victory. The competition for efficiency is fairly simple. In offensive and
defensive activities, the measure is how much energy, time, space, and resources
are needed by one side relative to another side in actions and counteractions.

Energy use as a measure of efficiency is straightforward because all physical and
informational systems do not have unlimited sources of energy, and many systems
operate under tight energy constraints. Fighter aircraft only have a few hours of fuel.
A computer’s consumption of electricity depends on level of processes. And
humans can only work for so long without rest and nourishment. Therefore, effi-
ciency is about meeting objectives with a pattern of dynamics that optimizes the use
of energy. What is less obvious is the idea of time and space as measures of
efficiency. Time is integral to system dynamics because all actions can be measured
by rate and acceleration. The pattern of dynamics can increase or decrease the time
a system takes to execute offensive and defense actions. Opponents might exploit
delays caused by inefficiencies to gain competitive advantage.

The idea of space as a measure of efficiency is tied to the ranges of maneuver.
Extremely large systems with a great deal of potential force might suffer from the
inability to efficiently position themselves in competition. Therefore, there is, in
many cases, a trade-off between levels of brute force and the economy of motion for
accurately applying force. This trade-off is particularly important if resources other
than energy are expended in competition. For example, a conflict between systems
could result in the destruction of parts and the disabling of links. No matter how
much attrition a system can withstand, there will always be a rate of damage that
can kill the system. In the days of total confrontational warfare, military forces
triumphed based on who has collapsed first from the loss of men and machines.
Victory without mass destruction is perhaps the better way. Therefore, a system’s
ability to find the most efficient way to overcome the operations of an opponent
could be the most valuable measure in competition and conflict.

2.6.3 Quality Category 3: Ability to Improve

The third category of quality measures pertains to a system’s ability to change its
capabilities, missions, and functionalities. In changing capabilities, these measures
connect with the measures for sustainment and competition. In changing the
functions of the system so that it can address new missions, these measures connect
with the raw potential of the system stemming from its structure, boundaries, and
interactions. Thus, these measures are either the summation of deeper under-
standing and predictive results about the system or a representation of goals and
possibilities that the system wants to attain. In the latter case, the challenge is to find
reasonable indicators for success without the need to wait for deeper systems
understanding to manifest. Such indicators can be discovered through comparative
systems analysis, historical trends, and connecting macro-system behaviors with the
measures.
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Measure: Flexibility in Dynamics. The range a system can adapt and evolve is
expressed as flexibility. The system may not need to reach the maximum range of
adaptive flexibility during normal operations and even during standard conflicts.
However, this range helps us understand whether a system can expand its functions
and take on more missions. In some cases, a system might be so flexible that it is
wasted or poorly suited for its assigned mission. Then, the system’s role in the
environment should be reevaluated. In system evolution, flexibility can be used to
describe the number and complexity of steps required to evolve from one structural
and boundary state to another. Although unstable systems are more prone to
change, it is really the range of change and the ability to reach objective states that
determine flexibility. A system that can suddenly reorganize itself is simply
unstable when the outcomes are chaotic and uncontrollable.

In order to increase flexibility during adaptation, a system could test the ranges
of flexibility and try to figure out ways to extend the range. Just like stretching the
human body, flexibility in other systems might also increase with hard workouts. In
other words, the practice of adapting can increase adaptiveness. Another way to
increase flexibility is to identify and modify parts and associations that are hin-
dering flexibility. In extreme cases, a part can be shut down and a link can be
broken to sacrifice system capabilities for system change. The most obvious sac-
rifice is to turn off the parts that are vulnerable to adversary infiltration because the
threat is often more important than the contribution of the parts. When an objective
state for flexibility is determined, the system can then be pushed to evolve to that
state. This evolutionary step might be difficult when the system does not want to
change. However, the breaking down of resistance will enable easier evolutionary
shifts and contribute to achieving objective flexibility.

Measure: Agility in Dynamics. While flexibility is about the range of change,
agility is about the speed of change. In the case of adaptiveness, speed applies to all
four phases of the response cycle. Agility in observation is connected with the rate
in which situational information is gathered. Agility in orientation is connected with
the speed of assessing the situation. Agility in decision is connected with the speed
of weighing all the options. Finally, agility in action is the speed in which the plan
of action is translated into actual results. In the case of evolution, agility can be
measured by the number of steps required to get to an objective system configu-
ration and the time it takes to take each step. This time can be delayed due to system
resistance and internal dynamic complexities.

To increase agility, the system can try to increase the flow of information and the
speed of processing. However, reducing the required information, simplifying the
assessments, and narrowing down the decision trees could have more dramatic
effects. If such actions reduce the system’s capabilities, then there is a trade-off
between agility and capability. For example, is it better to fire more times from
more angles in combat than to fire with higher accuracy? If the system cannot win
the conflict with one strike, then maybe the agility of attacking with many strikes
and the fog of war might yield better results. This type of thinking has entered into
the software development process, where the idea of trying to get the perfect
solution through initial planning is abandoned and replaced with the strategy of
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getting something working fast and then proceeding with rapid rounds of iterative
development to reach a better solution. Agile software development, at the con-
ceptual level, is, therefore, the argument for rapid system evolution as a better
quality measure for improvement than all the measures associated with system
design and operations. I will not take sides in this debate but will reemphasis that
agility very often has trade-offs that depend on the situation.

Measure: Ability to Resolve Problems. If there is a problem with any of the
quality measures discussed, then a system’s ability to self-resolve the problem is a
measure of the ability to improve. Traditional mechanical systems have limited
self-repair capability and must rely upon redundancies and backups to deal with
operational problems. In contrast, human organizations and systems with human
components have problem-solving potential embedded at every layer of human
involvement. Turning potential into capability is then the challenge of delegating
authorities for making corrections, establishing accountability for empowered
workers, enabling coordination to avoid chaos, and providing training to enable
problem solving. The balance between centrally controlled correction and dis-
tributed real-time fixes is system and situation dependent. However, the fixes can be
temporary to keep the system operational until more corrective actions can be taken,
restorative so that the system is working as well as before the problem emerged, and
preventive in that the system is changed in a way that similar problems are less
likely to occur. For all these objectives, the problem-solving approach can be
innovative. And innovation is sometimes driven by the necessity of the problem
environment such as limited time to react, insufficient resources for repairs, and
failure of standard processes.

The advancement of computer control systems has raised the question of how
artificially intelligent can computers be at resolving system problems. If a computer
can beat the best human chess player, can a computer cope with the unpredicted
problems of system operations? By definition, real problems cannot all be predicted
because known patterns of system failures can be handled as a part of the design
process or system operation procedures. Computer artificial intelligence capability
can handle newly emergent problems but might face challenges if the problem
space is not well bounded like that of a chessboard. To rival the human mind in
making sense of complex situations, computers need to advance beyond linear logic
and into the ability to process the total situational information as a whole to match
naturalistic cognition as discussed. Even so, that spark of innovation in humans is
difficult to quantify and difficult to replicate.

Measure: Ability to Mitigate Risks. A system’s understanding of what might
happen in operations and competitions can be based on its ability to predict
behaviors, learn from past experiences, and model/simulate outcomes of interac-
tions. Predicting behaviors can yield an understanding of potential negative out-
comes that have never occurred in the past. Learning from the past can yield an
understanding of past negative outcomes that might reoccur in the future. Finally,
the modeling and simulation of scenarios for when the system engages the envi-
ronment can yield an understanding of ranges in potential futures. This under-
standing can be more than just the possibility of one bad outcome because the
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future is fluid. Instead, it can be of the possible paths in actions and consequences
starting from the current state. Risk mitigation as a quality measure for improving
the system is, therefore, not just about reducing probability of occurrence and level
of negative impact. Mitigation can also be about shaping the future.

For most systems, the human element is what enables the mitigation of risks
because the complexity of risks benefits from human judgment. The earlier dis-
cussions about part and association characteristics, system structure and boundaries,
and system interactions help us to establish predictions and find ways to alter
predictions. We can extrapolate trends while finding ways to stop the progression of
trends and games through scenarios while finding ways to shift outcomes. In pre-
dicting the complex outcomes of system dynamics, agent-based models as
explained earlier are powerful tools. In modeling human decision-making during
the competition of systems, Game Theory from the economic and conflict science
communities has yielded actionable results. The theory essentially assumes that
each person and system will rationally act to preserve its self-interest. The decisions
do not have to be perfect nor correct. However, they have to be rational because that
is the basis of measure. The outcomes of back and forth rational engagements can
reveal hidden patterns of risks. The potential of using complex system models to
identify risks is that small adjustments in system operations might lead to vast
improvements in risk reduction. Actions taken early will enable effects to prolif-
erate, whereas responses to imminent risks may have to be far more aggressive. It is
easier to stop a threat as it is forming, and it is easier to prevent a failure at the first
instance of cracks.

Traditionally, analysts have portrayed risk in a reference of probability of
occurrence versus the magnitude of impact with high probability and high impact
being the risks that should receive the greatest mitigation focus. In the context of
measuring a system’s ability to self-mitigate risks, this framework can still be used
to determine whether all the greatest risks have been properly discovered and
mitigated. The term mitigation is used to discuss risks because risks cannot always
be eliminated. Sometimes, the probability of occurrence can be brought down, and
other times the level of impact can be reduced. If the ability to accurately model
outcomes is not available, the mitigation of risks may have to focus on how to
recover from the aftermath of negative events.

Measure: Ability to Capture Opportunities. The ability to identify ways a
system can improve its structure, performance, and situation relative to the envi-
ronment and other systems stems from the same capability as projecting risks. Thus,
a system needs to understand the consequences of past behaviors, the possibilities
of new outcomes, and the potential results of interactions. However, the capturing
of opportunities deviates from risks mitigation in that the system needs to have an
awareness of what it can become and what it wants to become. In risks mitigation,
the system is still focused on its established mission/purpose and how operations,
adaptations, and even evolved states can change to increase likelihood of achieving
mission.

For a system to seize opportunities, it must have a vision that is beyond the
current mission. There should almost be separation between the current mission and
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the vision because if the system can expand the mission to meet the vision, then the
system is only an evolutionary or adaptive path. A system that is self-aware
(senescent) can form this vision based on likes, hopes, dreams, and even fears.
Then, an opportunity is what occurs in its operations, in the environment, and with
other systems that makes a path from its current state to the vision possible. For
example, a local store might want to be a global corporation but has no plan. Then,
when it sees its products being spread to other cities by passionate buyers, the
opportunity for a global brand suddenly emerges and can be captured if the system
has the right qualities. Some systems are very good at scaling capacity but have low
ability to seize what has not already been laid in as planned. In contrast, other
systems can operate without a vision, see what is possible in the changing of
situations, form the vision in moments of inspiration, and capture the opportunity to
meet the vision. This quality is a corner stone of innovation, and the potential often
cannot be predicted for systems based merely on existing capabilities.

The mystery of innovation is perhaps a good place to leave this section on
system quality because I want to again emphasize how hard it is to fully understand
nonrigid systems. If the system has human participants or is composed of human
components, then the element of creativity and inspiration is always a part what the
system might become. All statistical measures of human behaviors have outliers,
and the outliers are in many cases the ones who change history. Therefore, systems
that amplify human behaviors, such as armies, companies, political groups, and
even mobs, can do surprisingly great and horrible things.

2.7 Integration: System of Systems

This last section of the chapter on how systems form is named “integration” for
both the integration of the previous sections and the understanding of how systems
form through integration. In the previous sections, I have taken a step-by-step
approach toward exploring systems by starting from their parts and moving toward
the system as a whole. Along the way, I have applied the concepts to examples of
real-world system types. However, the question of how systems form still has not
been clearly answered. This is because the answer extends back to the very origin of
the universe and the origin of life. Even if one looks at a simple man-made
mechanical system, there is the question of where the materials come from in
nature. Then, if one thinks about the composition of each material, it is clear that
each is formed from atoms, which are systems formed from elementary particles.
The same can be said of human organizational systems because each human part is
a complex system that is composed of complex cellular systems.

So as already suggested, all systems are at a level in the total system of the
universe. We can then study a piece of the universe by picking a level of system
description and a region of systems. Further, we can look below the level of study
and above that level to understand how systems are composed of smaller systems as
well as how systems belong to bigger systems. Our pattern of study in the prior
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sections can, therefore, be iterated from understanding systems to understanding
how those systems are mere parts to other greater systems, as shown in Fig. 2.35.
At some point in this process, the details or the scope of study goes beyond our
capabilities and perhaps beyond our needs. In fact, most system studies are nar-
rowly focused, and it is only through recent advances in high-speed computational
capabilities that researchers can start to model large complex systems.

Four groups of systems within systems can be defined to help us understand the
levels we want to focus on in the activities of system formation. These groups are
only to help us grasp a universe where systems are constantly being formed and
systems are constantly breaking apart. The first group consists of systems formed
by nature. The second group consists of systems formed by man. The third group
consists of systems formed by nature using man. And the forth group consists of
systems formed by man leveraging natural systems.

2.7.1 Natural System of Systems

These systems start with inorganic systems across the cosmos formed by energy
and particles in space. The path of system interactions and transformations that has
led to the creation of the life sustaining earth environment is still a mystery to
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scientists. Once the conditions for life exist, however, the second level of systems is
the organisms in the environment ranging from virus DNA strands and single-celled
prokaryotic life forms to complex eukaryotic multiple-celled organisms and, ulti-
mately, the human system. I am not going to engage in the evolution debate.
However, what is obvious is that the earth is teaming with life and that the great
variety of life works together to form a biological ecosystem.

Living systems depend on one another for food, hosting, air content, internal
biological processes, migration, and other functions. The human body, in particular,
depends on bacteria to support digestion, plants for clean air, a great variety of
plants and animals as food sources, and domesticated animals for work and
transport in early civilizations. To be specific, many human societies would have
turned out quite differently without the power of the ox and the capabilities of the
horse. The next level of living systems working together is colonies of organisms
such as bacteria, insects, and even mammals that form complex social systems.
I have discussed some of these colonies earlier, but group behavior among animals
can be more diverse and more complex than I have portrayed. When we see flocks
of birds in the sky, packs of wolves in the forest, swarms of bees around a nest, and
schools of dolphins in the sea, we can now think about how to model their system
dynamics during normal operations and when they are threatened.

2.7.2 Man-Made System of Systems

These systems start with the basic mechanical machines that operate based on
human, gravitational, electrical, chemical, and nuclear forms of energy and extend
to electronic devices that control current telecommunications, computing, and
sensing. Together, they form the infrastructure of society with systems all linked
together by roadways, fiber optic networks, transmission towers, pipes, tracks,
high-voltage cables, and transportation vehicles. Human society came about
through centuries of learning, inventiveness, and dedication. Some parts of the
infrastructure date back for decades and even centuries while others parts are
constantly advancing. For example, some roads in the ancient city of Rome have
been in use for the past two thousand years. In contrast, engineers are continuously
trying to increase the communications capacity/bandwidth of wireless networks.
When we take apart a computer device today, we literally see another world of
designed systems within. This complex world is centered on the microprocessor,
and if we peel open the microprocessor, we will see countless microscopic path-
ways and controls.

On top of the societal infrastructure sits systems of information. The earliest
system of information is actually currency and currency-driven economic organi-
zations. Currency is an information system because it tracks gained wealth, transfers
wealth, and allows wealth to be reused for gains in the society. In the days before
computing, paper currency and coinage enabled this information flow by physical
transfer between hands and by communications between banks. Computer-based
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accounting and monetary exchanges then revolutionized system dynamics and now
support the modern global economy. Other information systems include education
and research, markets and sales, and coordination of social services.

2.7.3 Natural System of Systems with Man

These systems start with social groups formed by people from the earliest tribal
societies to the modern social networks on the Internet. Although the Internet has
allowed people to break past the barriers of distance and divided communities, the
interactions between people have remained largely the same for thousands of years.
At the end of the day, people connect to seek friendship, find love, rally against
common enemies or concerns, discover common causes, and exploit others. If there
is a common cause, which could be as simple as surviving as a group, then the
system can become more structured with leadership, roles and responsibilities, and
rules and procedures.

While people may see that the way in which we can organize ourselves is based
on human rationality and ingenuity, we often forget that our minds are natural
products. Therefore, we cannot say that we fully understand human systems
because we still do not completely understand the mysteries of the mind (thoughts,
dreams, and emotions) and the functions of the brain that sustain the mind.

The system of systems that is perhaps the most challenging to understand are
those human networks that have spread across vast regions with millions of par-
ticipants. Millions of people cannot all know one another nor can a system structure
assign individual responsibilities to millions of people. Though the purposes of
people interacting may still be simple, there could be layers and layers of
self-formed groups and subgroups. One person can belong to a variety of groups
that have system behaviors, and thousands of systems can be forming and reor-
ganizing within the overall system of the network. As one might start to wonder
whether such vast networks are really whole systems, massive adaptive group
behaviors across the world can emerge to surprise researchers.

2.7.4 Man-Made System of Systems Leveraging Nature

Finally, there are systems created by man through the manipulation of natural sys-
tems. This manipulation refers to more than just man using materials from nature in
simple and sophisticated ways. The first type of natural systems that man can
manipulate is the inorganic systems of nature. For example, the atom is a natural
system that enables the formation of molecules and materials. Man has long learned
how to create chemical reactions that alter the arrangement of molecules, and man
has recently learned how to trigger certain types of atomic reactions. However, these
are still blunt-force approaches to merely harnessing energy from molecular and
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atomic level bonds/links. As we start to learn how to control molecular structures to
form nano-systems, and, as we start to figure out how to conduct controlled atomic
alterations, science will have progressed to truly leveraging nature systems.

Ironically, our ability to leverage organic systems is perhaps more advanced
because of the size and coded structure of the DNA molecules. As DNA is the
blueprint for all known life, scientists have discovered how to map DNA and how
to alter DNA to change the behavior of cells and the production of proteins. Having
a map and knowing how to change the map to alter system dynamics is not the
same. Thus, much advancement is still required for scientists to fully manipulate
organic systems. For example, we can now genetically engineer bacteria to yield
useful byproducts, and we can genetically engineer plants to be more disease
resistant and have higher yields. Yet the genetic manipulation of complex animal
systems is fraught with dangers as well as ethical issues. First, we do not fully
understand the cellular reference frame in which DNA codes are applied. Then, the
functionalities of many gene sequences are still unknown to us, even though the
codes of all the DNA strands have been mapped. If we change a known gene
sequence, there could be hidden consequences and proliferated effects as proteins
interact with other proteins. To truly design new organic systems, all the ways that
DNA sequences can be expressed to enable cellular and intercellular functions must
be unraveled. The most challenging organic system or component to design is
perhaps the brain. If man can start to design thinking systems, then what are the
limits of systems evolution? Will the organic creations of man start to enhance
themselves and reason about their existence? Such possibilities are within the scope
of systems exploration.

As I close this chapter on how systems form, our exploration of systems and
systems formation will continue through the specific study of system failures. The
dynamics of how a system will break down can give more insight on how the
system was built. For the process of breaking can be treated as a decomposition or
destructive test of a system. Sometimes natural systems are so complex or so
resistant against probes that their mysteries will not reveal themselves until
breakdown starts to occur. Other times, the flaws in man-made systems might not
be discovered until the systems are tested to the point of failure. What I have
presented so far is only a foundation for systems thinking and systems analysis. Our
journey of discovery continues.
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Chapter 3
The Characteristics of Systems Breakdown

Abstract This chapter leverages the conceptual framework for how systems form
to explain the many ways systems break down. These ways are organized into
major methods, from violent destruction to intentional retirement, and specific
breakdown mechanisms within each method. To explain the mechanisms, causes
are conceptually presented, patterns of failure are diagrammed, and specific
examples from society and history are introduced. Though the modeling of system
structures can show the detailed behaviors of breakdown, the focus of this chapter is
to help readers initially define the nature of breakdown concerns for specific sys-
tems so that resource intensive modeling and simulation efforts can be focused and
productive.

In the real world, we often see the breakdown of systems more dramatically than
the formation of systems. Systems formation can be subtle and slow, requiring
generations of subsystem and configuration refinements before reaching a stable
desired state. On the other hand, the same system that took generations to create
and/or years to grow in the environment can breakdown in the blink of an eye.
Think of the complexity of a modern jet aircraft and what it took to design and
manufacture. Then, think about what is left after a crash. More importantly, think
about the preciousness of human life on a commercial jet, each with self-identity, a
lifetime of unique experiences, a circle of loved ones, and untold potentials. These
lives, with genetic origins extending back across countless generations, can be
ended tragically with a midair disaster. The philosophical reason for this dichotomy
is that systems formation, no matter how complex, has to contain some degree of
order. In contrast, systems breakdown can be orderly or it can be chaotic. The
system that took steps to build can be smashed apart by random blows. The degree
of order and chaos in system breakdown is connected with the method and purpose
of each breakdown.

Not all breakdowns are sudden and dramatic, and even dramatic breakdowns
might have hidden patterns of fractures and weaknesses extending back in time.
Therefore, I will propose some common breakdown methods for the purpose of
helping to frame the sections and explorations in this chapter. These are:
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e System broken by Conflict: Intentional damages to parts, associations, structure,
and/or processes.

e System broken by Growth: Unintentional damages to parts, associations,
structure, and/or processes.

e System broken by Decay: Unnoticed damages to parts, associations, structure,
and/or processes.

e System broken by Obsolescence: Emerging ineffectiveness of parts, associa-
tions, structure, and/or processes.

e System broken by Stress: Forces that break down parts and associations during
operations.

e System broken by Assimilation: Lost of structural separation, behavioral inde-
pendence, unique functionalities, and system identity.

e System broken by Flaws: Errors in design and weaknesses in formation.

The above ways for systems to breakdown is a fair approach for capturing
breakdown characteristics, studying the nature of breakdowns, and organizing the
following sections.

I intentionally used the word “breakdown” because breakdown is very different
than system failure. Sometimes, a system is broken down so that it can be reor-
ganized into a better system. Other times, the breakdown is to make room for other
better systems. Researchers sometimes intentionally break down a system to learn
about its composition. And systems are broken down because they are doing more
harm than good. None of these situations automatically mean that a system or class
of systems has failed. Failure is a metric that links systems formation to systems
breakdown. A failure has occurred if a defined mission for the system during
formation cannot be met or an intended lifespan for a system cannot be achieved.
Failure often implies a design flaw in the system, a construction or growth defect, or
an inability of the system to function in an environment. Systems do fail, but not all
broken systems are failures.

Because data on systems breakdown are sometimes readily available or are
obtainable through experimentation, the study of real-world systems can start with
how systems break and then proceed to how systems form. The reason that I have
elected to start with discussing systems formation in Chap. 2 is to avoid being
trapped by the limitations and ranges of data. There are dimensions of formation
and even dimensions of breakdown that are not easily measurable. Nevertheless, we
cannot ignore such behaviors in systems research. As I have tried to cover the full
scope of characteristics in systems formation, I will endeavor to present systems
breakdown, not based on current data and research results, but on the full scope of
how a breakdown can happen.

Toward the objective of seeking out all the ways and patterns of systems
breakdown, the framework of characteristics established in Chap. 2 of the book,
such as for structures, boundaries, and interactions, will be helpful in defining the
characteristics of breakdown. This will become evident as we simply jump into the
methods and reasons for breakdown.
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3.1 Conflict: The Intent to Damage

In exploring systems interactions as a part of formation, we looked at competition
and conflict as a capability of the system in engaging other systems in the envi-
ronment. Conflict in the context of system survival means the ability to defeat other
systems to gain resources, territorial advantage, and operational advantage. And
adaptiveness is a key characteristic that enables success in conflicts. What we did
not look at is the ugly side of the consequences resulting from defeat. While defeat
does not always mean system breakdown, there are only two ways to end conflicts.
First way, one side or both sides have to yield through surrender or negotiated
peace. Second way, one side or both sides have to be brought to a state where they
can no longer engage. In the second way, the containment of a system will end the
conflict, but the disabling of a system is often the approach of choice by all sides.
This is the point where the concept of system conflicts converges with the study of
how systems break. For the mission of disabling opposing systems is closely
connected with actions to intentionally inflict damages on parts, associations,
structure, and/or processes.

We live in a violent world, and systems in nature as well as those made by man
conflict all the time. Our bodies are periodically attacked by bacterial and viral
systems. Our lifestyles are threatened by criminal actions. And our society will at
some point engage in wars with other societies. Even with the limitation of laws,
adversaries in the business world might try to destroy us. Even with the bond of
family and friendship, conflicting interests might turn us into enemies. Thus, the
study of conflicts is perhaps the most popular path in studying the breakdown of
systems. In the social sciences, the study of conflicts has focused on causes. In the
military sciences, the study of conflicts has focused on strategies and tactics. We
have reviewed the principles of war in assessing a system’s ability to compete. In
the causes of wars across the world and conflicts within societies, theories that
could provide explanations include:

e Marxist Theory: Conflicts caused by wealth inequalities among people in
society [1]

e World Systems Theory: Conflicts caused by regional inequalities in production
and trade [2]

e Race Conflict Theory: Conflicts caused by inequalities and animosities between
people of different races [3]

e Post-Structuralism Theory: Conflicts caused by the instabilities of human
society due to the complexity of human agendas [4]

e Post-Modernism Theory: Conflicts caused by the imperfections of science and
technology in achieving peaceful modern societies [5].

Beyond theories, we know that wars and social chaos have emerged due to
religious differences, cultural differences, ideological differences, and simple
political offenses. In fact, the causes of conflicts can be generalized into the
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Fig. 3.1 Notional
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categories of misunderstanding, differences, commonalities, and necessity as
expressed in Fig. 3.1.

Conflicts caused by misunderstanding can be traced to actions based on mistrust,
reactions due to miscommunications, and decisions based on wrong detection or
awareness of adversary intent. These are obvious reasons, but we often forget how
easy it is to slip into misunderstanding. Misunderstandings are perhaps more likely
to occur in systems controlled by a singular dominant human leader. When the
decision of one person can launch a country into war, then the mistrust of that
person and how that person interprets communications become a critical matter. In
contrast, automated systems making decisions based on human established rules
and artificial intelligence engines based on more complex decision algorithms might
also make mistakes on when to attack. Even when the rules and algorithms are
perfect, mistakes can be caused by errors in detection and assessments of situations
involving other systems. Such is the concern of deploying automated weapon
systems and robotic guards.

Mistakes in automated controls suggest that we can perhaps place all accidents
in the category of misunderstanding. Systems can come into conflict with one
another simply because of a lack of awareness and not just because of decisions
based on mistrust. Planes can crash into one another because of faulty radars.
Armies can run into one another in the night and start firing before deciding to fight.
And one system, such as a nuclear reactor, can fail in a way that harms many other
systems. Though unintended, the outcomes of accidental conflicts can be as violent
and destructive as intentional conflicts. I should note that the studies of human
decision-making, artificial intelligence, and automated controls are very different
avenues of research. Even within these avenues there are branches and
sub-branches of study. Nuances such as deception between opponents, rational and
irrational thought, cultural barriers, and mathematically based control theories can
takes volumes to explain.
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Conflicts caused by differences can be traced to religion, culture, and ideology.
Further, wealth, power, and race are other forms of differences as noted by theories.
While theories are looking for data to justify the causes of specific events, system
behaviors suggest that any characteristic of a system that differentiates it from other
systems can be a cause for conflict. This is because systems that cannot integrate
but have to exist in a common environment will more likely compete. If religious,
cultural, ideological, economic, political, and race differences do not create dif-
ferences in the structure and operations of systems, then we might consider that
such differences are less likely to cause conflicts. However, it is difficult for religion
and culture to avoid shaping the fabric of the social system. Laws, societal
investments, education, and the attitudes of the workforce are all quite vulnerable to
the influences of religion and culture. Wealth and power also inherently change the
social systems, as they create divisions for parts within a system and for groups of
systems. The rich and poor in a society do not have the same functions and
responsibilities. The more prosperous countries do not have the same social
structures as the poor countries. The poor and powerless might be motivated to
overthrow the rich and powerful in conflict. The rich and powerful might be
motivated to suppress or even enslave the poor and powerless in conflict.

Conflicts caused by commonalities are driven by systems understanding one
another perhaps too well. Systems with common characteristics have the potential
to integrate. However, until that integration has occurred, each will understand the
strengths and harmful potentials of the other. This fear can lead to preemptive
strikes, and mutual understanding of vulnerabilities can lead to great damages with
each blow. Even when fear is controlled, common structures and processes often
yield the desire to compete for common resources and common territorial claims.
Desire is the right word because the systems might automatically go after the same
things even when there are enough distributed resources and territory to be shared.
For automated systems operating under set rules, they will conflict when in the
same environment unless either the capability to establish compromises or pick the
second best choice has been built in. Conflicting systems will trigger and feed one
another’s common capacity for aggression until battles start.

The final conceptual cause for conflicts is simply necessity. Systems do not
necessarily have to fight because of misunderstanding, differences, or commonal-
ities. However, systems might have to fight to survive. When a bacteria or virus
invades the system of the human body, the body must defeat the invader. When a
predator sees prey, it must destroy and consume the prey for nourishment. Since the
start of human civilization, man has dismantled natural systems to build systems of
his own. In our conflict against nature, some have argued for balance to preserve
enough nature for the next generation, and others have argued for restraint out of
respect for nature. However, few have said that man cannot disturb the natural
systems at all. In the global human society, man does not have to conflict with man.
However, when one is forced to defend oneself from hostilities initiated by others,
then one’s decision to fight back is out of necessity. Sometimes we must act first out
of necessity. For example, if we know that the first attack of an enemy will destroy
us and we know that the enemy will attack, what should we do? The entire
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emphasis of the Cold War from the direct line between the White House and
Kremlin to the early warning radar systems is to ensure that the enemy’s intentions
are not misunderstood [6]. In another example of striking first, if we know that
deadly drug experiments on animals can save the lives of human beings, what
should we do? In labs across the world every day, researchers are destroying
organisms to learn about their structure and experimenting on mice, monkeys, and
other animals to give humanity a fighting chance against diseases, toxins, and other
threats. Even to ensure the quality of machines, a select number of products rolling
off the assembly line must be destructively tested. Cars are crashed into walls with
test dummies to measure their safety, and electronic devices are thrown to the
ground to see how intensely they break. These actions may not seem like conflict,
but they are still examples of man destroying out of necessity.

There is much contention in the academic world about predicting when conflicts
will start and how conflicts will end. In my general categorization of conflict causes,
I, by no means, want to get caught on any side of a specific debate. Therefore, [ am
intentionally staying away from specific examples, as almost any example I pick
will have arguments and counterarguments. Even if I were to stick with the general
categories for conflicts, some might argue that the cause is misunderstanding, while
another might argue that the cause is necessity. Across the world today, history is
written in many different ways by the victors and those defeated.

Setting aside causes and how systems interact in conflicts, conflicts can break
down systems in several general ways. These ways of breaking down systems
through conflict are represented by notional configurations, as shown in Fig. 3.2.
They are then explored using our understanding of systems dynamics as revealed in
earlier sections. Some ways of breakdown are linked to specific types of conflicts. If
so, I will try to tie the mechanism of systems breakdown to the nature of causes and
conflict strategies. Some ways of failure, which is an appropriate term for break-
down as a result of conflict, can be linked to a variety of conflicts. In such cases, I
will try to explore the nuances of the mechanism that makes it flexible and broadly
effective.

3.1.1 Breakdown by Crippling Strike

In highly integrated systems with strong dependencies on specific parts, the
destruction or even the temporary disruption of key part or parts can break down the
system. In the human body, for example, stopping the blood flow or the supply of
oxygen to the blood will immediately cut the supply of oxygen to the cells. The
brain will shut down and brain cells will start to die in three to four minutes. The
muscles will lock and die in hours. And the body will cool down within 24 h.
Therefore, ways to strike precisely to kill the body includes stopping the heart,
cutting a major artery to drain the blood, suffocating the lungs, and damaging the
brain enough to stop the heart. Of these attacks, the piercing of the heart through
actions, such as an assassin’s bullet, is perhaps the most immediate way to kill the
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Fig. 3.2 Ways conflicts can
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body as people can hold their breath for minutes, try to plug or cauterize a cut
artery, and live in a brain-dead state through machines.

In the human societal system, stopping the flow of electrical power and
destroying the water supply can severely hinder processes. Thus, critical infras-
tructure locations, such as power plants, power relay stations, and water treatment
plants, are targets in a modern warfare strategy that seeks to cripple the social
system. The economic system, in contrast, depends on reliable and secure storage
plus transfer of information. To avoid single point failures, data centers have
backup options, processes are distributed, and technologies are redundant.
However, the one unavoidable weakness of the system is the direct link between
economic entities and electronic records. This permits criminals and national
adversaries to attack the records through theft and data corruption. Whenever tens
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of millions of records have been compromised in a precision cyber attack, the
integrity of the economic system is threatened.

The systems can be very different, but the failure mechanism of a crippling strike
always appears to be the loss or compromise of critical parts. Then, the links will
break or become ineffective. The dependent parts will become operationally dis-
rupted, and the system will fail. Redundancies in critical parts, higher protection of
critical parts, the ability to rapidly fix or replace broken parts, and the ability to
restructure the system to survive the loss of parts are among the strategies to oppose
this failure mechanism. However, in the competition between systems, there seems
to be a natural understanding that critical parts need to be attacked. This is the way
of the predators and the way of warfare. For those studying this mechanism of
failure, tracing the paths of dependencies across parts and associations to singular
points of vulnerabilities could be a good starting strategy. Alternatively, one can
test the proliferated impact of each part failing or a small combination of parts
failing.

3.1.2 Breakdown by Revolution

A system with parts capable of independent reasoning, able to operate autono-
mously, or vulnerable to external control/influence can face an attack from within.
Parts within the system can organize into an opposition force against the structure
and processes of the system. The result could be system breakdown, even when the
revolting parts merely want to transform the system. In the human body, for
example, the growth of cancer cells is a revolt within the system. Cancer cells
operate autonomously, proliferate rapidly, spread across the system, and interfere
with system operations. The ways to combat this revolt is to identify the cancer
earlier based on the unique appearance of the cancer cell and the
biochemical/protein signatures it produces. Then, the attack on cancer cells is either
by precision, such as surgery and radiation beams, or identifying unique vulnera-
bilities, such as the propensity to absorb select chemical toxins or radioactive
materials more than surrounding cells.

In human social systems, revolutions can emerge to oppose the established
government or controlling processes. Intelligent rebels hide from authorities while
recruiting and organizing, and their stealth as well as their understanding the system
structure provides advantages in surprise attack. However, the process of evading
detection also makes it difficult for rebel forces to buildup great capability. Initially
fighting in an environment controlled by the system also carries clear risks. Thus,
the rebel strategy is often to first break apart the system and claim one portion as its
system. Then, the struggle becomes a civil war over control of the whole system.
Rebellions can receive external support or can even be instigated by external
advisors/agents. In such cases, the link between rebels in the system and supporters
outside the system must be strengthened at the onset of revolution. The system, on
the other hand, must seek to strangle this connection to block the flow of supplies,
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forces, and knowledge. Beyond attacking rebel parts one by one, the system can
oppose a rebellion by attacking the specific types of association that are enabling
rebel structures. For example, if an ideology is discredited or a means of com-
munications is blocked, will the rebel organization disband? In complex rebel
structures within the systems, there may also be critical points vulnerable to pre-
cision crippling attacks. Though the rebel leaders are obvious choices, other hidden
vulnerabilities might be the one person who knows how to sustain cash flow or the
one person who knows how to build weapons.

Revolutions are typically extremely violent because the conflict starts within the
boundaries of the system and the opposing sides all have some understanding of the
system. In most successful revolutions, there seems to be a point where the
momentum shifts in favor of the rebels. Prior to the point, the rebels are continu-
ously under threat of complete annihilation. The damage resulting from defeating
rebels can be so great or the remaining system inherited by the rebels can be so torn
apart that the system will quickly fail due to external stresses. For those studying
this mechanism of failure, identifying the degree in which rebels can organize
without detection and the way in which people will decide to join the rebels is a
starting point. Alternatively, one can test the processes of the system against attacks
from within the system, which uses means acquired in the system.

3.1.3 Breakdown by Invasion

The most straightforward conflict between two or more systems is that of system
boundaries contesting one another. The invading system is the side that extends its
boundary through force to break through the boundary of the opposing system.
Once the opposing boundary has been breached, the invading forces can attack
parts and links in the system to cause failure, demand surrender, and/or assume
power. The invading forces in a system can still face strong internal resistance such
as that faced by disease after breaching the human skin. However, the invader will
have distinct advantages unless great losses can be inflicted on invading forces or
great harm can be levied back across the invading boundary, perhaps along the path
of retreating forces.

The most common forms of invasions in this world are with armies of men,
armies of insects, and armies of plant life. In current and past human warfare,
weapons and machines are used to transport men into battle and help men breach
defenses along the boundaries of opponent systems. However, it is the soldiers and
commanders that interact with the opposing system and decide which parts to attack
and which links to cut. Computers can help commanders make decisions, but we
have yet to find a replacement for the human component in adapting to the chaos of
the battlefield and the ingenuity of adversary forces.

Animal invaders do not have the intelligence of human armies. However, many
have developed advanced abilities through sound and movement to coordinate
across vast numbers. This then allows the total army to achieve fairly complex
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results, even though the range of behaviors for one soldier can be easily modelled.
Insect species such as ants are very representative of natural invading systems, and
some ant populations can completely ravage a region. A region can also be com-
pletely dominated by invading plant life. Seeds not indigenous to a region can grow
out of control with a new climate and without other plants that can successfully
compete with the invader for soil and water. While plants cannot move and react
like animals, their ability to leverage wind, water, and animals to carry vast
quantities of seeds leads to a formidable force.

Those wishing to study this mechanism of failure can probably start with an
agent-based model that simply represents invading units and defending system
boundaries, parts, and links. This model will not predict exact outcomes, but the
interactions of the agents can lead to the discovery of vulnerabilities. After multiple
iterations and seeing how the system has failed, consistent patterns might start to
emerge. Invaders with highly intelligent behaviors can be modeled through the
various approaches in cognition theories. This could result in more complex
engagements between invading units and system components, as broader ranges of
strategic and tactical options can be explored. Classic failure patterns during
invasions include the inability of distributed defenses to block concentrated attacks
at one point, steady wearing down of boundaries with waves of attacks, exploitation
of weak points in the boundaries by attackers, finding ways to cross the boundaries,
and outmaneuvering system defenses at the boundaries.

3.1.4 Breakdown by Infiltration

When an invader is able to enter a system without attacking, then such an invader
has typically managed to avoid detection by the system. The ways of infiltration
include:

Finding back doors and secret openings to the system

Pretending to be an accepted component for crossing system boundaries
Steeling codes and keys to get past system gateways

Breaking down system gateways without setting off alarms

Making an opening in the system boundaries without detection

Hiding in elements that cross the system boundaries.

Once in the system and hiding among the parts, the infiltrator can then find the
best place to affect parts and have the negative effects proliferate across associa-
tions. Unlike a crippling strike, an infiltrator can sometimes find a point of vul-
nerability that is not protected or find a process that can be manipulated. Infiltrators
can work in secrecy for long periods of time to alter system activities, so that a final
internal attack will do immense damage and infiltrators can alter system activities to
make it more vulnerable external attacks. For example, an infiltrator can open the
gates for an invading army to march in.
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Bacteria and viruses are inherent infiltrators in nature, and they have killed many
animal and plant systems since primordial times. For animals, some will enter the
host across mucus membranes, others will enter through ingestion, and some must
enter through wounds. Once inside the host, bacteria will generally either consume
the host system from within or evade the immune systems through some level of
symbiotic relationship with the host. Some weakened host animals can continu-
ously live with a bacterial infection and spread that infection to others. Viruses, as
described in Chap. 2 of this book, can spread rapidly across a host system and
attack critical organs to cause death. Alternatively, a virus can also hide in the cells
of the body for years in a semidormant state and become activated when the body is
in a more vulnerable state.

In cyberspace, infiltrators include software viruses that embed into codes,
computer worms that hide in memory, and hackers that create secret links to the
outside. While the intent of these infiltrators can be complex, many have the ability
to damage and destroy computer systems as well as cripple networks. Through the
mechanism of computer control, these attackers can further cause the failure of
machines and societal infrastructure elements. In the most extreme cases, the
usurping of controls for advanced weapon systems and military sensors can cause
false attacks or false decisions to attack based on misleading information. However,
cyber security experts are perhaps most concerned about attacks upon the global
financial system, which now depends completely on computer networks for the
transfer of funds and accounting of assets. Once a cyber attacker has covertly
broken through network defenses such as password gates, encrypted communica-
tions, and activities monitoring, an attack that could bring down the financial
systems could either be a crippling strike at a financial hub with proliferated impact
or a broad strike at a vulnerability that is common across many network computers.
Either way, the mechanism of failure starts with cyber infiltration, and economic
failure can be the disruption of economic processes through computer dependency,
corruption of processes through compromised financial data, and destruction of
economic processes through induced massive economic losses.

Finally, human infiltrators into a social or organizational system include spies,
saboteurs, and terrorists. The techniques for these types of people are similar, but
their missions are quite different. Spies gather and steal information to help
opposing forces to defeat the system. Saboteurs destroy key system parts and links
to reduce the system’s ability to resist opposing forces. And terrorists seek to cause
the most horrible events in the system to reduce the system’s will to fight the
opposition. However, human society is resilient, and the success of infiltrators often
depends on collaboration with external forces. In World War II, for example, the
resistance groups behind Axis lines blew up bridges and factories. However, the
Allie forces had to quickly take advantage of the resulting system weaknesses, or
adaptive response by the German system would have neutralized the effects. In the
United States, the Al Qaeda attacks of September 11 caused horrible terror.
However, the inability of Al Qaeda to exploit the social turmoil only led to the
galvanization of the American will against terrorists.
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3.1.5 Breakdown by Annihilation

A conflict is won when the opponent loses its will to fight or when the opponent
loses its ability to fight. In the latter case, some systems consisting of flexible
associations and minimally dependent parts can continue fighting even after great
destruction of parts and disruption of links. The surviving parts can be reorganized
to sustain vast percentages of system operations, and the system might be able to
oppose attackers down to the last few working parts. Such a level of defiance calls
for the total annihilation of the system. If the system does not have strong capa-
bilities to reproduce parts and repair associations, then the attacks to achieve
annihilation can be steady overtime. However, if the targeted system can reproduce
and repair, then the annihilation attacks must be rapid enough to outpace the rate of
restoration. Some systems are so resilient that even a few surviving parts can allow
for a gradual buildup and the return of the system. Therefore, the comprehen-
siveness of the attack may be critical in achieving lasting system failure.

Within the human body, most invading systems must be completely annihilated
because few virus and bacteria know when to retreat and hide. The process of
annihilation in the body is typically a competition between the search-and-destroy
capability of the immune system and the growth rate of the invading system.
Medicine can support the annihilation process by stimulating the immune system to
act early, strengthening the immune system to act with more force, helping the
immune system identify invaders, and directly attacking the invaders through
toxins.

One can make the argument that viruses and worms in computers spreading
across networks need to be annihilated similar to their organic counterparts because
they will not relent on being a threat, and they will multiply. Beyond the standard
approaches of scanning and containment, computers can be shut down, and net-
works can be isolated until infiltrating systems are completely annihilated. If
computer codes and memory cannot be cleansed, then enter environments can be
wiped out and rebuilt to get rid of threats. This presents the reality that annihilating
attacks are often not subtle. In the effort to destroy infiltrators, invaders, and rebels,
massive regions of one’s own system may have to be damaged or destroyed in the
process. When this argument is made in the context of human organizations, the
consequences yield serious value issues. How much danger must a society or
organization face in order for leaders to consider sacrificing their own people to
annihilate the threat?

Currently, the most devastating form of physical annihilation that can be levied
by man is nuclear weapons. While nuclear weapons have been deployed to destroy
hardened targets such as underground bases during the Cold War, their primary
functionality is as weapons of mass destruction. A city hit by a nuclear warhead is
completely destroyed, and the region around the multiple mile blasted radius
is contaminated with lethal radiation for decades. Nature has its own ways of
causing massive annihilation across human society. Throughout history, cities
have been destroyed by volcanoes, earthquakes, floods, hurricanes, and drought.
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The mechanism of devastation is unique for each form of attack by nature, but the
end result is the breakdown of the human system and the death of many in the
impacted region.

3.1.6 Breakdown by Corruption

Stepping back from the images of massive devastation as a system breaks down, a
system can alternatively be broken down simply by the parts and associations not
working. A conflict approach for disabling the system is therefore to corrupt key
parts and manipulate key associations. Corrupting people in a societal or organi-
zational system is as simple as applying threats, bribes, blackmail, and propaganda.
The challenge in corrupting people resides not in getting people’s behaviors to shift
but in figuring out the patterns of shift. People react to external influences all the
time and systems composed of people continuously struggle with self-organization
and self-adaptive characteristics of the population. To shape peoples’ reactions to
get the desired corruptive effects, keeping the change straightforward is critical to
success. Has the attacker been able to cause people to do unintended things that
harm the system? For example, a propaganda campaign ahead of an invading army
to convince people in the defending system to not resist could have corruptive
effects. A get-rich-quick pyramid scheme launched by opponents can cause massive
investment losses, economic instability, and demoralization of the population. The
withholding of a life-sustaining or life-saving resource, such as medicine for a
deadly disease, could cause people to act irrationally to do more harm to the system.
Systems led by political leaders are potentially easier to corrupt because even a few
corrupted politicians can cause great harm to the system. To guard against this
outcome, democracies must have strong legal structures to discourage this form of
vulnerability.

Corrupting computer systems is different than corrupting human components
because the parts and associations are far less self-organizing and definitely not
self-aware. Yet the complexity of these systems also yields vulnerabilities to cor-
ruption in the course of attack. Unlike infiltrating attackers that seek to take control
of key computer functions or directly disrupt computer operations, corruption of a
computer system involves changing the codes and data that enable computer
operations. This change can be done by infiltrators. However, it can also be done by
corrupting codes while they are being written and corrupting data before they are
received by computer databases. In global computer networks, keeping track of
where millions of lines of code have been written and who has written them can be
challenging. Just validating codes through operational testing/scanning may not
detect all corrupting content. Code validation efforts can identify intentionally
buried elements. However, even a small vulnerability introduced into the system
can be exploited by infiltrators to take down the system.

While the origins of code vulnerabilities are difficult to find, code vulnerabilities,
such as the Heartbleed security bug in the implementation of the Transport Layer
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Security (TLS) protocol using the OpenSSL cryptography library, has shown that
systems can potentially break down due to code that does not operate according to
purpose [7]. The intentional corruption of data involves creating false data and
missing data that are not detected by the system and are then used by the computer
system to yield negative operational outcomes. Data can also be considered as
corrupted or compromised when their effectiveness is lost due to theft. For example,
when millions of credit card numbers and associated personal information have
been stolen, those numbers can be considered corrupted, even though the numbers
have not been changed. This latter mechanism of corruption is common today due
to criminal actions. However, it is unclear as to whether computer networks running
global processes, such as international banking, have undergone concerted attacks
by opponents seeking to break down the entire system.

Human and computer systems are vulnerable to corruption because they are
complex. Complexity yields many places for corruption to occur, and complexity
can amplify the effects of corruption. Simple systems in contrast can often be
corrupted by changing just one behavioral driver. For example, if one chemical will
interfere with the behaviors of insects, then that chemical can be used to corrupt and
defeat insect colonies. If a mechanistic system uses parts that can be affected during
manufacturing, then covert tampering might cause the parts to fail prematurely and
unexpectedly during operations. The tampering of manufacturing processes can be
through slight changes in the procedures. Other processes in organizations can also
be corrupted through tampering with procedures, thus yielding physical security
vulnerabilities, subtle but proliferated financial errors, disaster causing operational
errors, and other damages. The potentials and consequences of corruption are very
system specific. Unlike other failure mechanisms in conflict, corruption is not just
about failed defenses and failed parts. It is also about how inherently unstable a
system can be and how conflict is just a tipping force for systems to collapse.

3.1.7 Breakdown by Exhaustion

The last mechanism of system failure in conflict that we will explore is based on the
reality that systems need resources and energy to operate. Even when all the parts
and associations are intact, the depletion of a critical material or form of energy will
break down the system. In the case of the human body, for example, the cutting off
of air, water, or food will kill the body, as discussed earlier. In the case of human
society, the depletion of fossil fuel will drastically reduce activities. In the case of
computer hardware, the worldwide depletion of gallium, a rare earth metal, will
hinder the availability of certain integrate circuits. And, in the case of the economic
system, the depletion of cash flow will have catastrophic consequences.

During the height of the Cold War, the Soviet Union was trying to match the
military manufacturing capacity of the United States, and the United States pushed
the Soviet Union to the point of national exhaustion. Then, the Soviet Union
literally broke apart as all the resources and energy were wasted on building war
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machines and as the Russian people lived in poverty. The idea of exhausting the
enemy extends to the dawn of siege warfare where the invading army waited for
those inside castles to suffer from dwindling supplies. In opposing invading armies,
on the other hand, the defenders can burn their own crops and homes during retreat
to deny replenishing resources for the enemy. This strategy was implemented by
Russia during the invasion of the French army in June 1812. Unable to sustain his
army of over 680,000 men in Russia, the retreat of Napoleon and the French army
across the Russian winter admits continuous engagements by Russian forces led to
the loss of over 500,000 men [8]. Thus, exhaustion in conflict can be an extremely
brutal form of system failure because the system can no longer fight back.

At this point, I will attempt to further explain the value of taking this broad
crosscutting look at systems breakdown due to conflicts. I understand that
researchers with data on specific system failure events will want to focus on the data
and the models using the data. However, even immense amounts of data can have
missing elements, and even obvious models can have mistaken assumptions. To
reduce the chance of being trapped by conventional research approaches,
stove-piped thinking, and insular research communities, those studying the failure
of systems in conflict should consider all the ways of breaking systems through
conflict to determine the appropriate mechanism or combination of mechanisms that
best reflect the situation. Then, our understanding of how systems formed, as
presented in Chap. 2, can be used to ensure the comprehensiveness of the model.
This integration of system breakdown mechanisms and system formation charac-
teristics can be particularly useful in studying failure events with limited data or in
projecting how failures can be achieved in future conflicts. Clearly, I am an
advocate for exploring the problem space in a broad unconstrained manner and then
converging upon the most likely behavioral path. On the matter of war, I view it as
a barbaric flaw in human nature, and I, in no way, want to help people better
understand how to inflict destruction upon others. However, wars may be necessary
to stop human atrocities and to prevent greater loss of life. Also, understanding
adversary approaches can help prevent attacks of mass destruction from succeeding.
It is in this context that I present the failure mechanisms of human societies and
human organizations. This respect for life will be maintained as I press forward to
discuss other methods of system breakdown beyond conflicts.

3.2 Growth: The Unintended Damages

As conflict is the most obvious method of causing system failures, growth might be
the most unsuspected method of inducing system breakdown. We have explored
growth during system formation as the expansion of the structure with more parts
and associations. Further, we looked at growth in connection with the types of
system structures and at the impact of growth on system boundaries. Growth can be
a part of normal system operations or it can start with system adaptation. System
growth can cause evolutions in structures and behaviors. And reproduction is a way
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of growth that is in contrast to increasing system size and complexity. What I did
not do in Chap. 2, however, is to single out growth as a top-level characteristic of
system formation.

This is because growth is not essential in all systems. A system can be built and
remain in a steady state until it fails or is retired, and a system can integrate with
other systems in lieu of internal growth. Growth is, thus, mainly an organic process
associated with biological entities, some human organizations and groups,
human-driven information networks, and systems mimicking organic behaviors
such as self-replicating machines and computer codes. Information technology and
systems are remarkably able to sustain growth. While the installation of hardware
and fiber optics are just processes in building the infrastructure, the logical networks
that ride upon this infrastructure and the generation of data within this infrastructure
can be highly organic in characteristics. Information systems have already gone
through many factors of increase in capabilities over the past 40 years, and there
appears to be no limit in their growth potential. Thus, in a section on system
breakdown in growth, information systems and networks will be quite absent from
the discussion. Instead, human organizational systems that depend on information
can easily fail on growth, and there are more than enough examples of such failures
to keep this section interesting.

From a system-definition perspective, growth is a path of change from one
system state to progressively expanded system states. The expansion can be in the
number of parts, the number of associations, the size of the parts and links, the
complexity of the structure, the size/nature of the boundaries, and level of inter-
actions. Growth can be identified as a unique dynamic path within a system that is a
part of the overall dynamics for the system. Along this path, growth can have
velocity vectors and varying rates of acceleration that yield a pattern.

The patterns of system growth can be divided into four general categories, as
shown in Fig. 3.3. Steady growth, Category 1, reflects a constant velocity vector
and is typically driven by a growth mechanism that expands the system at a linear
rate. For example, a company might have a target of increasing revenues by 10 %
each year and a growth mechanism where new employees are hired and integrated
into corporate processes at a similar rate. Steady growth can still create stresses that
break down systems. Thus, a system can grow and suddenly face a halt in growth.
Some systems have self-limiting capabilities to prevent growth at harmful rates and
to stop growth when early system damages are detected.

Regulated growth, Category 2, has a path where the system reduces the velocity
through a decelerating mechanism as the growth approaches a limit. For example,
the growth of cells in the human body will slow as the body approaches adult size,
the population growth of animal groups might slow as food supply declines, and
regulators might try to slow down economic growth if inflation is escalating out of
control. Regulated growth is the pattern that is least likely to cause system
breakdown unless the limits are set incorrectly or the system is actually stabilized
by growth. For example, during aggressive economic growth, in which a failure
mechanism has already formed, the buyers and sellers might all be so captured by
the momentum of growth that the failure mechanism will get worst but effects of
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failure are delayed. Such effects are then realized when the growth starts to slow
down. In the great recession that started in 2008, the risky loans that caused bad
debt to accumulate in complex bank portfolios had been growing for years [9].
However, the economic system kept pressing forward until home sales started to
slow in part due to unsustainable annual price increases. As home prices went
through an adjustment, the realization of the failure mechanism almost brought
down the entire United States and world economy.

Some growth paths do not even attempt to find stability. In stimulated growth,
Category 3, an acceleration mechanism causes the velocity of growth to continu-
ously increase. The mitosis reproductive cycle of bacteria is a nonlinear accelerating
mechanism, as it doubles the population every generation. Viruses reproduce
hundreds and thousands of copies through each invaded cell to yield extremely
nonlinear growth rates. Even the growth rate of human societies and organizations
can be nonlinear if there are stimulating factors. Such factors include abundant
access to food and resources, so that each generation can support many children,
and accelerating market demands for company products that require matching
company growth. Nonlinear growth is about the acceleration, and the growth
generally stops when the system is broken or naturally slows down after the
accelerating force is cut off. In the case of a bacteria population, growth is halted
when the food supply runs out. Then, a massive population die-off typically occurs.
The degree of system breakdown in stimulated growth is, therefore, often associ-
ated with the magnitude of the acceleration. The force that stops high acceleration
might break the system into a million pieces.
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The importance of shaping growth curves leads to the idea of controlling rates,
Category 4. Controlled growth is the attempt to keep stimulated growth and even
steady growth within a planned path or range. For stimulated growth, the decel-
eration mechanism is applied periodically to change the path of growth. Depending
on the cycle of acceleration and deceleration, the path can exhibit minor to major
oscillatory motion. For steady growth, the decelerating mechanism is applied
throughout the path to cancel out accelerating forces or at the beginning of the path
to change the direction of the velocity vector. This is slightly different than applying
deceleration toward the end of the path as the limit approaches. The process of
control can cause a great deal of dynamic stress on the system in the course of
following a path and hitting objective states. Thus, the objective states might not
cause system breakdown but the effort to get there will. Control is a challenge for
human organizations with the ability to apply force at control points but without the
ability to fully deal with the behaviors of human components. Companies can hire
people, fire people, and establish procedures to control the growth of the workforce.
However, the workforce is not just about number of workers. As the number of
workers increase, ad hoc relationships will form, performance will shift, attitudes
will change, and worker needs might rise and fall. Management efforts to contin-
uously right size the workforce might further worsen attitudes and lower perfor-
mance. Thus, in the attempt to control the workforce, management could drive the
company processes toward breakdown.

I have suggested that the paths and dynamics of growth can lead to systems
breakdown. However, the actual process of breaking down must have causes and
mechanisms, and these will be different than the mechanisms we explored for
breakdown due to conflicts. I have thought of a few ways for growth to breakdown
systems, as shown in Fig. 3.4.

Once thing that is apparent between the mechanisms for breakdown in growth
and the mechanisms for failure due to conflict is that breaking down in growth does
not have to involve the corruption or destruction of parts. In systems growth, it is
parts and not external adversaries that contribute to breakdown. This is explained as
we explore the following ways and mechanisms of breakdown.

3.2.1 Breakdown Due to Too Many Parts

A system is defined by parts working together. This implies that the correct number
and types of parts must be positioned and associated in the correct ways within the
system. If the growth of parts in the system exceeds the system’s ability to utilize
those parts for structural growth, then the excess parts might become a hindrance to
the operations of the system. The mechanism of system breakdown is, therefore, the
unregulated or poorly regulated growth of parts in the system. Examples of this
situation include human societal systems where there are no incentives and methods
to curb the number of children per family. Thus, birthrate within the population
depends on the individual attitudes of the people and religious views. The system’s
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Fig. 3.4 Ways growth can
break down a system
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approach for handling the resulting population growth has typically been to grow
the infrastructure and economy to match the needs of greater population. This is in
contrast to bacteria and other animal populations that experience massive popula-
tion die-offs when resources dwindle. With the world population surpassing seven
billion people, the ability of societies across the world to sustain their growing
population has come into serious question. Some societies, such as that of China,
are sacrificing their environment to provide a better material quality of living for
their massive population. China has also struggled to enforce a one child per family
policy to reverse population growth. Other societies are plagued by civil unrest due
to high unemployment levels, poverty, and lack of safety.

High-density population areas with weakened societal infrastructure have con-
tributed to the rise of epidemics, starvation, crime, and illiteracy. Under such
conditions, societal systems have collapsed. At times, the collapse ends in
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revolution, with the people overthrowing the government, as in the case of France
from 1789 to 1799 with crowded cities and detached nobility [10]. However,
systemic problems are difficult to correct, and building better societal structures
from the remnants of the old often require years of struggle. In some cases, the
population grew to a point where a sudden environmental shift quickly led to
system collapse. This occurred during the Irish Potato Famine from 1845 to 1852,
where a disease wiped out potato crops across Europe [11]. Prior to the strike of the
disease, the population of Ireland grew in size and dependency to the potato
crop. The famine led to the starvation of approximately one million people and
another one million people emigrated away from Ireland. The escape of system
parts as processes fail and boundaries dissolve is a common behavior of this
mechanism of system breakdown. As noted, the parts do not have to die or be
destroyed for the system to collapse. In the effort to escape, parts critical to the
operations of the system might disappear and too many parts might leave. The
system with self-proliferating parts might end up with too few parts. Thus, the
challenge is on how to prevent self-proliferation from defeating the system.

3.2.2 Breakdown Due to Too Many Associations

A system does not have to increase the number of parts to grow. The growth can be
in the number and type of associations established within the system as well as
between the system and eternal entities. A certain number and pattern of associa-
tions are required to capture the processes of parts working together. As the per-
formance of the system improves and as the function of the system increases, one
might expect to see an increase in the number and type of associations. The tran-
sition of a system to being more self-organizing and self-adaptive should result in
more associations. However, the propensity for parts in a system to self-establish
associations could lead to a vast number of excess associations that distracts the
system core processes. This distraction can become a dynamic hindrance when the
excess associations are between system parts and elements of the environment. For
example, workers in a company will go home and have separate lives and asso-
ciations. Then, when the workers bring those associations into the corporate system,
corporate processes can get disrupted or delayed. Workers might use company
relationships to advance side businesses. Workers might use company time and
communication resources to work out personal relationship issues. And workers
might betray company secrets to competitor companies. These collateral associa-
tions can grow to dominate the affairs of the company.

As collateral associations grow out of control, the mechanism of system
breakdown is by parts becoming ineffective at working together. Parts governed by
many associations cannot devote enough energy to the associations that sustain the
operations of the system. All the parts in the system may still be present, and all the
critical process links may still be in place. However, the dynamic activities of
system will encounter problems if the processes are carried out slower, with greater
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errors, and/or with reduced capacity. Any one of these performance issues can
cause the system to be defeated in competition or to be penalized for not meeting
standards. In some cases, the damages due to performance errors can be so great
that the system will collapse in the wake. To guard against distracting associations
growing among system parts with critical responsibilities, some parts, such as
workers handling nuclear weapons, may have to be periodically evaluated to
determine readiness. The complexity of system parts and their ability to
self-organize will yield insights on their excess commitments. The challenge is on
how to prevent self-organization activities from harming the system.

3.2.3 Breakdown Due to Parts Being Too Big

Beyond parts self-proliferating, parts in systems can also grow based on the
characteristics discussed in Sect. 2.1. Parts can increase in size relative to their
reference frame. Parts can have more complex internal structures. Parts can increase
their material, energy, and information content. And parts can increase their surface
features and dynamic behaviors. The first question to ask, when parts in a system
start growing on their own, is whether the parts can still sustain the associations and
processes for which they are responsible. The second question is how well they can
perform their core functions given the demands of growth and the distractions of
growth. If associations and performance are sustained, then the system might not
break immediately. However, the system also might not realize the harm and risks
posed by growing parts until breakdown is unavoidable.

In the human organizations, people can grow in knowledge, physical strength,
skills, and credentials. This often helps the performance of the organization, as the
execution of processes can be enhanced through relevant growth. However, what if
the growth is not needed by a person’s role in the organization? If a doctor has
gained the skills to become a world-class golfer, how will the expanded capabilities
of that person impact the medical system? One system part that has grown beyond
its role can be replaced. However, what if all the doctors want to become profes-
sional golfers? Then, the system will have a problem. Though the example is
extreme, the loss of experienced workers due to personal growth has troubled
companies and caused performance problems. Even when workers merely believe
that they have additional value, their demands upon a company individually and
collectively could yield large financial losses.

In economic systems, the growth within parts could mean the increase of pro-
ductivity for economic units. Factories can grow to have higher rates of output.
Farms can grow to yield more crops. And schools can grow to provide more
professionals. However, if this growth does not stimulate demand, then the surplus
resulting from growth will cause deflation and economic instability. As prices fall,
people with real needs might hold back on purchases, thus slowing down the
economic system. As values decrease, such as in the price of homes, the signifi-
cance of debt becomes more real. Thus, imbalanced growth can cause economic
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slowdown and even system breakdown as other forces take hold. These examples
show that this mechanism of growth failure is connected to the adaptiveness of
system parts. The challenge is on how to keep self-adaptation focused on the needs
of the system and not the conflicting needs of individual parts.

3.2.4 Breakdown Due to Associations Being Too Intense

Associations between system parts can grow as the parts themselves can grow. An
association can increase in carrying capacity to pass more information, forces,
energy, and substances between parts at any point in time. An association can
increase in throughput to pass at a faster rate. And an association can grow to pass
broader ranges of information, forces, energy, and substances. Usually, one would
expect that growth in an association is stimulated by the growth or changes in parts.
However, the interactions between steady-state parts might not always be stable,
and the associations can grow on their own. This growth might cause too much flow
between the parts resulting in damaged parts and perhaps the detachment of the
link. Even when the growth is stimulated by one growing part, the other end of the
link might be too overwhelming for the attached part.

An example of an association growth between people is normal communications
within the organization escalating into passionate shouting matches over organi-
zational process related issues. Attempts by the person at each end of the link at
working together to achieve system results could actually fuel the intensity of the
association. At some point, we can imagine work halting as the act of verbal
exchanges takes over. At some point, we can imagine the link completely breaking
or the intensity spreading to other people in the organization. This growth of
association intensity is different than the growth in number of associations, as
discussed earlier. Intense associations are still structural connections sustaining the
processes of the system. Thus, they are not something that the system can simply
cut out and isolate. Instead, the intensity must be managed before the breakdown of
associations collapses the system.

Another example of growing associations is the workload of people within a
process escalating as assignments are passed from person to person. As one person
increases the rate in which he or she completes assignments, that person then drives
the performance expectation for others. As different people increase their rates, the
total process or system will start to spin faster. Initially, this might be a welcomed
change. However, the system must be brought to some stable state where the
growth slows down. Otherwise, the process will spin to the point of failure. Unlike
the growth of system parts, the growth of system associations can be stopped by
breaking the links. After the parts have stabilized, links can perhaps be reset to
proper levels, assuming that the system processes can withstand the disruption.
Going back to the communications example, sometimes it is better to simply send
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people to different rooms and let them cool down. These examples show that this
mechanism of breakdown due to growth is connected to the flexibility of system
associations. The challenge is on how to keep flexibility within the range that is
tolerated by system parts.

3.2.5 Breakdown Due to Boundaries Being Too Big

The boundaries of systems with dynamic and adapting parts can change. Even
when the boundaries are fixed, the parts can push out the boundaries to other fixed
states. When the boundaries are more elastic, the parts can stretch the perimeters to
elastic limits. Thus, system boundaries can grow, even though the number of parts
and associations has stayed the same. The growth of boundaries as described is
different than external forces changing boundaries by design. Builders sometimes
physically pull apart the boundaries of systems, and control authorities sometimes
refine the rules for boundaries such as that of a political state or census district.
Systems breakdown due to these actions are, therefore, failures of design and not
failures of growth. Growing boundaries refers to systems that are not centrally
controlled, such as that of a naturally formed human society. The boundary of such
a society is typically based on how far away people are willing to settle and how
much territory people want to claim.

Continuing with the society example, the stable growth of the boundary is
dependent on the expansion of the societal infrastructure and the growth of the
population. However, history has shown that this is not always the case. Population
has sometimes spread out in search of opportunities even as associations break and
processes weaken. Armies are sent out to conquer more territory than they can
control. Further, social chaos can also cause boundaries to stretch. One of history’s
most extreme cases of boundary extension was the Roman Empire [12]. Although
there are many theories regarding how and why the Roman Empire fell, we identify
several facts: (1) the Roman legions spread out across Europe beyond the natural
boundaries of Roman society; (2) the conquered people of European lands were not
initially integrated into Roman society as citizens; and (3) Roman citizens largely
did not emigrate across Europe to extend the Roman system into local social
systems. Thus, from a system boundary growth perspective, we must think about
the resulting vulnerabilities that were introduced. As boundaries faltered from
enemy invasions after the third century AD, Roman territories were quickly
reverted to local cultures with pockets of Roman influence. As the Roman armies
withdrew, only the Roman roads and ruins remain. The Mongol Empire of the
thirteenth century was perhaps another example of rapid growth and system
instability. With a very low population, the Mongol tribes conquered most of Asia
and much of Europe in the span of a hundred years. However, the Mongolian
people ruling over the massive population of China were, in the end, either driven
back to the Mongolian homeland or absorbed into the Chinese system [13].
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I certainly do not wish to trivialize history and debate the theories of historical
events. However, I do believe that the study of systems can offer new ways to think
about history. The lesson from history may be that system growth can be easy but
maintaining system stability is hard. The growth of economic boundaries can also
be studied as an example of system breakdown. It is easy in modern times, with
worldwide communications and travel, to form ever-larger trade unions and
establish common currency. However, just because one has created a larger system
through extending the boundary does not mean that all the parts will grow to match
the demands of the system. The new boundary might instead allow parts to be
stretched beyond their performance limits. Once again, system theories are far more
complex, and even a systems model of the growth vulnerabilities that I have
highlighted would be quite elaborate. So these examples are merely to show that the
mechanism of failure due to growing boundaries is a system concern connected to
the flexibility of the boundaries. The challenge is either on how to grow the
boundaries in a stable manner along with the growth of the system or on how to
grow the system structure to keep up with expanding boundaries.

3.2.6 Breakdown Due to Structure Being Too Complex

Having many parts and many associations can cause system breakdown. However,
the breakdown may alternatively be due to the complexity of the system structure.
Structural complexity depends on the number as well as the positions and
arrangement of the parts and associations. Just like a box of Lego blocks, pieces for
building the system can be fitted together in many ways. A thousand pieces can
used to form a simple cube, but the same thousand pieces can be used to create the
objects of our imagination. The difference between building Lego structures and
real-world structures growing in complexity is that the Lego builder typically
adjusts the design and block arrangement techniques through feeling out the sta-
bility of the structure. Such an adaptive control of structural expansion might not
always be present in self-promoted real-world structural growth. An example of
structural complexity that is self-generated within a system is the growth in the
complexity for social networks. The people on a social network can be a set
number, and the links enabling people to interact with one another can also be
mapped as an extension of the network infrastructure. However, the actual orga-
nization of groups and subgroups with overlaps, access barriers, and extended
privileges can grow progressively more complex. Who is in whose friendship
circle? Who is blocked from seeing people’s shared information? Who can gain
access through mutual friends? These are all ways to probe the complexity of a
self-grown complex structure. The question is whether such a growth can lead to
structural collapse.

In the case of a social network, the collapse comes through the mechanism of
system parts becoming detached from the structure they have formed. If the heart of
the structure is communications, the excessive communication dynamics can turn
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constructive or entertaining dialogue into mind-numbing chatter. Three people
sharing information is indeed a dialogue. However, when 10,000 people are trying
to talk, all we hear might be noise. As people become overwhelmed by social
networks, activities might decrease and networks might decline. To prevent system
breakdown from structural complex, strategies have been knowingly and perhaps
unknowingly implemented to include: (1) limiting the pathways of communica-
tions, such as criteria for allowing people to connect; (2) limiting the scope of
content that can be communicated, such as set fields of information; and (3) limiting
the purpose of the network, such as for a single shared interest.

Another example of excessive structural complexity might be the financial
instruments invented by bankers and corporations to organize debts, control cur-
rency flow, shift the location of documented profits, distribute losses, and value
assets. Over many decades, some of the smartest minds in management, economics,
and finance have devoted themselves to creating this complexity to benefit the rich.
In the end, these brilliant and heavily educated minds apparently lost track of the
true risks in the dynamics of such financial instruments as demonstrated in the Great
Recession that started in 2008 [14]. As financial loss spread across the economic
structure without anyone fully understanding how the complexity has hidden the
associations or is amplifying the effects, the economic system, which has grown for
years, was going to collapse without government intervention. These examples
show that system structural growth can lead to a mechanism of failure, where parts
become detached from system processes and system processes can spin out of
control within the structure to further breakdown or eject parts. The challenge when
structural growth is placed in the hands of many participants is on how to steer
growth away from risks while retaining the benefits of growth.

3.2.7 Breakdown Due to Too Much Activity

The last breakdown mechanism related to systems growth that I wish to explore is
driven by the one type of growth that is not centered on human and organic
systems. As all systems are defined by their dynamics, many systems can grow in
dynamic properties, even as the parts and associations remain the same. Very rigid
systems, such as mechanical devices, still sometimes become more dynamic over
time. Parts can spin faster after operations, engines can burn hotter over time, and
the system can become more maneuverable based on increased environmental
information. In human and biological systems, the self-adaptiveness of parts can
cause changes or growth in dynamic properties. In human organizations, the
workers can become more integrated as a team to increase output. In human net-
works, participants can learn more about one another to increase the dynamic range
of communications content. In animal herds, the herd leaders can become more
responsive to the dangers of the environment.

As first glance, growth in system dynamics is not always dangerous. In the days
before precision manufacturing, machine parts were expected to wear in and work
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better after use. For engines that were initially not using fuel efficiently, the
efficiency grew as the valves and pistons become more settled in. Even today, for
systems that are initially uncertain about how to navigate, accumulating environ-
mental data can lead to a growth in maneuvering capability. These types of dynamic
changes are, however, system growth by design. In general, manufactured systems
will encounter integrity issues if dynamics exceed designed performance ranges.
Even when the dynamics appear to be able to grow, the speed of the growth could
induce stresses that shake apart the structure, and maneuvering of the system could
place it in environmental conditions that the system cannot handle. For human and
biological systems, dynamic increases due to integration, mutual awareness, and
situational learning can also be beneficial. Further, there are often no defining
performance ranges. Performance, however, is a multifaceted set of metrics. If all
the people figure out how to work twice as fast, would the people also become
exhausted before planned rest periods? If everyone communicates based on deeper
interpersonal knowledge, would the communications start to hurt people because of
selfishness and jealousies inherent in human nature? If herds of animal start to learn
how to navigate through the environment, would a sudden change in the envi-
ronment place the entire herd in greater danger? These questions reveal that, while
system dynamics can grow, the growth can bring about additional risks over
steady-state operations. In fact, even when the change in dynamics is not growth
but merely due to ad hoc maneuvers, there is a higher risk of accidents. Plane
accidents occur more frequently during takeoff and landing, and car accidents occur
more frequently during sudden stops and lane changes.

I started this section by suggesting that growth may be the most unsuspected
method of system breakdown. However, once we realize the risks in growth, the
mechanisms of system breakdown might be easier to model than breakdown due to
conflicts. This is because growth is mainly about modeling the system and the
conditions that stimulates and sustains growth. Conflict, on the other hand, requires
the modeling of interacting systems, strategies and tactics, decision processes,
terrains of combat, effects of damages, and the chaos of war. To model the system
for studying growth, we can rely upon the frameworks established in the sections on
how systems form. Once a system model has been constructed, the dynamic ranges
of growth, sources for growth instabilities, and scenarios for system breakdown can
be explored for a specific system.

Though growth embodies risks, I, by no means, want to advocate for halting
growth, for some will say that anything that is not growing is in the process of
dying. Growth failures are often due to extremes and so steering growth is about not
crossing the line where many new parts becomes too many new many parts and
many new associations become too many associations. If this line is too difficult to
identify, then the system should perhaps be pulled back in the trade-off between
growth and instability. We have seen attempts at trying to prevent economies from
overheating, and we have seen countries, such as China, attempt to curb population
growth. In pulling back the system, we need to understand the line where the
system will start to decay. This lower line will be explored next.
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3.3 Decay: The Unavoidable Breakdown

If systems are not destroyed by conflict and if systems do not fall part during
growth, then they might operate for long and productive lifecycles. However, all
physical systems will eventually breakdown, and all information systems that have
physical components, such as computer disks and chips, will need to replace the
physical components over time. Even the data that supports information processes
will loose quality over extended periods of use. This is because system dynamics
cause parts to change, components to wear out, and data to accumulate bit errors.
Essentially, the process of decay in system dynamics is unavoidable.

Decay can be slowed down through better systems design, stronger construction
of parts, and more carefully executed system operations. However, unless decay is
countered with the repairing or replacement of parts, a system will eventually have
to cease operations. There are no perpetual systems in the real world, but some
systems may appear perpetual because all the parts have been replaced overtime.
The total replacement of system parts is simply the process of building a new
system upon the decaying structure of the old. With such a process, airplanes a
hundred years old can be restored to flight, and software filled with corrupted codes
can be reloaded from a stored master code set. In societal systems, human beings
age and die. However, the cycle of birth and learning sustains and advances society.
After generations, we can ask whether a society is the same system or a system that
has been reborn many times. Certainly, cities have been excavated to reveal layers
of past cities beneath.

Before understanding how to rebuild decaying systems, we should first study the
process of decay. This process is simplified into two portions, the type of decay
experienced by the system and the dynamic path of decay experienced by the
system. If a system can experience multiple types of decay and multiple paths of
decay, then the potential combinations of types and paths will yield very complex
patterns. To start with the types of decay, I wish to first suggest that decay is
primarily related to system parts. The decay of parts can break down associations
and the structure. However, if the breakdown of associations is not caused by the
decay of parts, then a different method of system breakdown might be at work, or
the breakdown of associations might be better defined as another characteristic of
the system. Some associations, such as goods transport and Internet communica-
tions, might depend on physical elements such as roads and fiber optics. Such
elements should be considered association-enabling parts, and these parts will
decay like other parts. Thus, to focus on parts experiencing wear and tear during
system operations, the types of decay, as shown in Fig. 3.5, are the part completely
wearing down to the point of failure, the part malfunctioning relative to its normal
operations, the part and associated parts becoming weakened/vulnerable, and the
part morphing into a new structural configuration.

Decay Type 1: The simplest form of decay is a part wearing down from
dynamic activities until it either breaks down or stops working. For physical parts,
the wear can come from surface contact, internal operations, energy transfers,
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Fig. 3.5 Types of decay
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material exchanges, structural movements, and other external forces. For
information-based parts, computer codes can become corrupt in memory, and data
can accumulate errors every time an operation is conducted on the database. Faulty
codes can cause computer systems to crash, and faulty data can cause erroneous
system performance or process confusion. In economic systems, what wear down
are the people driving the economy. What if too many professionals, such as
doctors and engineers, want to retire? Simple decay should be easy to identify
through parts examination or through following the source of broken links. At the
source, the decayed parts might remain as husks or the remnants of parts might be
completely absorbed into the system environment. Each case could uniquely impact
the detection of failed parts.

Decay Type 2: A part might decay to a point where it malfunctions. Then, the
decay might slow down because of the malfunction to allow the part to remain in
the system for extended periods of time. Since the malfunctioning part is still
connected to the system structure and impacts system processes, the effects on the
system is a trade-off between those system processes that are still minimally sup-
ported by the part and those system processes that are adversely altered by the
nature of the malfunction. For example, a malfunctioning computer guidance
module in a vehicle might still allow the operator to use computer guidance.
However, the computer guidance might be wrong 25 % of the time, thus causing
the operator to continuously assess the effectiveness of the system part. The debate
regarding malfunctioning parts then revolves around whether to rip out the parts
and when the parts will fail completely. The ease of repairing or replacing the parts
is a factor in this debate. If not dealt with, the seriousness of the malfunction can
progress over time. Early malfunctions in system parts due to decay might be so
minor that they are not even detected. In fact, if minor malfunctions can be detected
early and corrected, then the concern of total system breakdown might be a moot
point.
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Decay Type 3: The decay in systems might be somewhat uniform across many
parts instead of affecting select parts more than others. In such a case, vast groups of
parts and links weaken together before any specific part breaks down or mal-
functions. The weakening of parts might have external indicators, or the weak-
nesses could progress to very advanced stages without changes in system dynamics.
The danger in the undetected or undetectable progression of weaknesses is that a
mass failure of parts can occur after system dynamics reach a certain point or
encounter some external trigger. For example, a societal system with a drastic
decline in birthrate might see its workforce functioning but aging for decades. Then,
once the bulk of the aging workforce reaches retirement age, the society might
experience dramatic upheavals. Even worse, new pollutants/toxins in the environ-
ment weaken the cells of people over time, but such weaknesses might not be
realized until cancer starts to increase across the population. Understanding the
long-range consequences of uniform decay is therefore critical in responding to the
weakening of parts.

Decay Type 4: The final way in which a decaying part can change is to become
something else. The decay process can cause structures within a part to weaken and
morph into another configuration. The new structural configuration can yield new
features and behavioral properties with the part. These behaviors can then prolif-
erate across linkages to impact the total processes of the system. In the section on
conflict, I suggested that cancer is a revolution within the body. However, cells can
decay into a tumor configuration instead of becoming cancer cells or prior to
becoming cancer cells. A tumor cell is still a part of the body, but its structure is
heavily deformed. The structural transformation within the tumor can be brought
about by physical trauma, chemicals, or simply age. As the defective tumor cells
still operate and multiply, the growing tumor can affect body functions, particularly
if the lump is within a vital organ. Modern surgical techniques have reduced the
threat of tumors. However, it is still a good example of the potential consequences
of decay.

By now, it is apparent that the mechanisms of decay are simpler than those from
other methods of system breakdown. Instead, the paths of decay are what are more
complex. This is because decay is generally a longer process when compared with
conflict and growth. The potential length of the process then allows for variations
and patterns, as shown in Fig. 3.6 and discussed afterward.

3.3.1 Subtle Decay Path Until Tipping Point

The Tipping Point is a well-known book by Malcolm Gladwell that provides evi-
dence showing systems often decay to a point, which is unnoticed, and then sud-
denly collapse [15]. The decay can be by any of the mechanisms described. In the
case of failing parts, the system could operate and adapt to the failures until one part
critical to the adapting system processes fails. In the case of parts malfunctioning,
the system could operate with malfunctions until a point where the operations
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cannot handle the malfunctions. We have already noted that the uniform weakening
of parts can lead to a massive sudden collapse. Finally, the system might even be
able to operate with transformed parts until the tolerance suddenly snaps. This path
of systems decay and breakdown is similar to the failure of material under stress
and strain. Essentially, the system, like the material, will resist failure until the very
end, and then the structure snaps, the boundaries fall, and the dynamics stop.
The challenge in studying this decay path is finding the tipping point because,
until that point, there might be actions that can be taken to prevent systems
breakdown. Once that point has been crossed, the argument is that collapse is
virtually unavoidable. To find that point, one must understand the structural and
behavioral properties of the system under stress, and this requires modeling, as
discussed. Then, one must understand all the external and internal factors that could
trigger the collapse. Conflict is clearly a factor and growth is another factor. Though
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seemingly inconsistent, a decaying system could attempt to grow and collapse in
the process of growth. If so, we can ponder whether the breakdown is really caused
by growth or decay. Beyond the obvious extreme forces, even small environmental
changes that affect the final parts can cause a tipping point. The concern with global
warming, for example, is whether there is a tipping point where global temperature
rise suddenly triggers a massive worldwide climatic shift. Take the simple case of
heating water, one degree below the boiling point and the water stays in the pot, and
at the boiling point the water becomes vapor. The potential for tipping places great
concern on any system with parts going through a slow decay process. Economic
concerns and concerns about disturbing the system may require delays in repairing
or replacing decayed parts. However, delays contributing to the tipping point will
be disastrous.

3.3.2 Continuous Decay Path at Constant Rate

Some decay processes might not have tipping points. Instead, the cause of the decay
is a constant activity, such as parts exposed to external stresses steadily fatiguing as
the system moves. The exposed parts will, thus, decay at a linear rate, and the
system will lose parts at a linear and observable rate. This path of system failure
generally applies to systems without critically interdependent parts. Thus, the
system can afford to lose parts while still remaining in operation. The structure of
military systems anticipating high attrition often adopts this design principle. If
successfully designed, the delaying of systems breakdown is then focused on
slowing down the constant rate of decay. For example, in Napoleonic-era warfare
where troops line up and time on the battlefield is measured in rounds of fire plus
reload, the failure of the military system depends largely on how many troops are
lost per round of fire. In this specific situation, system failure can be due to conflict
mechanisms, as discussed, as well as a decay mechanism.

Ways to alter the constant rate of decay includes: (1) reducing the external
forces, energies, or information that are wearing down system parts; (2) changing
the properties of system parts to make them more resilient; (3) changing the
position of system parts to reduce their exposure to decaying effects; (4) estab-
lishing barriers against elements that will decay parts; and (5) enacting a process to
repair/replace decaying parts. All four types of parts decay discussed above can
follow a constant rate of decay. However, the relationships in decay rates between
the parts and the system could vary. For example, all the parts decaying in parallel
will lead the system to break down at a similar rate. In contrast, when parts are
decaying in overlapping sequences, the path of system breakdown can be slower
with even some changes in rate along the way. Continuous decay in systems is
generally more apparent than other decay paths. However, if the cause of the decay
cannot be halted, then the system will break down.
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3.3.3 Rapid and Progressive Decay Path

Some causes for the decay of parts have compounding effects. As the effects of
decay accumulate in a part, the decay can accelerate. Within the system, conditions
caused by parts failing can promote other parts to fail. The result is a nonlinear
rapidly descending path of system breakdown as the decay progresses. Toward the
end, the system essentially drops down to failure. An example of progressive decay
is a compound that causes parts to degrade, such as a carcinogen attacking cells,
and the progressive accumulation of the compound to accelerate the rate of decay.
Along this path to system breakdown, every second matters in halting the accu-
mulation of effects and slowing down the decay rate. This requires early detection
and immediate intervention. Ironically, the initial rate of decay along this path
might be slower than that of constant decay. Further, one might not even be able to
tell the path until the acceleration picks up. If so, the window of opportunity to
detect and act is further narrowed.

Ways to counter rapid and progressive decay includes: (1) finding and negating
the cause of decay before the effects of decay escalates; (2) slowing or stopping the
accumulation of decay causing elements; and (3) altering the vulnerability of parts
to decay causing elements. What is not mentioned above is the approach of
repairing or replacing decaying parts because it is unlikely that any response cycle
can keep up with a nonlinear progression of system breakdown. Repairs and
replacements can help, but it must work in conjunction with a way to slow the
progression of decay.

3.3.4 Decay Path Based on Initial System Flaws

In the early days of manufacturing, where quality control was not perfect, a certain
percentage of systems produced will have manufacturing defects. These defects will
cause the system to fail early in the life cycle. Then, the number of system failures
will drastically reduce and the remaining systems will generally operate well until
the end of their lifecycle. Those flawed systems that have failed early were termed
to have experienced “infant death,” not necessarily a kind term [16]. With higher
manufacturing precision and better prerelease testing, early life cycle system fail-
ures have been dramatically reduced in today’s production systems. However,
failures still occur particular with systems that are produced in low volume and
systems that have individually tailored features. This is because the lack of a large
number of samples could reduce our engineering understanding of unplanned and
unanticipated decay processes. Even today, some satellites will fail early in orbit
and some cars are still lemons. The challenge with satellites is that they operate in
the harsh environment of space and limits on their weight discourage excessive
redundancies, backups, and component hardening. In contrast, commercial aircraft
are designed to handle forces and environmental conditions far beyond their
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intended operating conditions because human safety has been placed as a high
priority. Returning to the term “infant death,” natural systems also have flaws in the
early-stage development and growth process. Even without flaws, the growth
process of organic systems may yield greater vulnerabilities to decaying elements
such as environmental toxins, diseases, and nutritional imbalances.

Like other paths of decay, early life cycle decay can embody any of the decay
types discussed. However, the decay will center on flaws and vulnerabilities in the
parts. For example, a part might have a material weakness that will cause it to break
under stress, and a part might be prone to malfunctioning based on operational
triggers. Hardware components of information systems can fail early in use and
software components of information systems can fail early due to flawed installa-
tion and weaknesses in design and coding. Coding errors can allow malicious
elements such as viruses, malware, and hackers to take down the system, either
through a failure mechanism resulting from a conflict base or through a failure
mechanism resulting from forced decay. The nonlinear system breakdown curve at
the beginning of the life cycle is influenced by the nature of flaws and vulnera-
bilities as well as the stresses experienced by the system during initial operations.
Some might argue that systems should be put through heavy operational stresses
during initial use to discover those units that will fail early. This reduces the chance
of surprise failures as the operational life stretches on. Alternatively, if system
problems can be corrected through recalls, then manufacturing repair capacity can
create more preferred paths of failures at end of life.

3.3.5 Decay Path of Senescence

The counterpart to early life cycle system failures is the end of life cycle failures. As
a system ages, decay will accumulate from a variety of sources. In fact, it is almost
not worth trying to figure out where all the factors affecting decay are coming from
if the average system life span is of acceptable length. Instead, the focus should be
directed at how the system breaks down in the end after a long and productive life.
This path of decay typically reveals a long period of steady system operations, a
progressing rate of failures in system parts, and finally the breakdown of the system.
Once the effects of age start to take hold, the decline is quite similar to the rapid
decay discussed earlier. In systems exposed to harsh environments, such as the
human body, the senescence path is integrated with other paths of system break-
down such as wars, diseases, accidents, crimes, and exposure to harmful sub-
stances. We see death rates increase in the population for those after the age of 45,
and then we see the rapid escalation of deaths for those after the age of 65. By the
age of 80, the slope of system/body breakdown is practically vertical with few
people living to 100. As the human system can repair and renew itself, there has
been much research and debate regarding whether the human process of cellular
decay is a feature of the system that can be reversed or delayed. Currently, some
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animals have longer life spans than human beings, and some humans have lived up
to nearly 120 years of age.

From a systems perspective, the search for factors within the system that govern
decay at the end of life is very different than searching for external elements that
cause decay. At the beginning of life, the external causes and the internal conditions
associated with system breakdown are integrally connected. At the end of life, after
a system has dealt with external forces for a long time, what makes that system
vulnerable to breakdown is more a characteristic of the system. Even if external
elements have been weakening the system parts for years, what makes a part start to
rapidly decay at a specific point is a property of the part and system. In the case of
the cell, the search for factors connected with end of life decay has led to genetic
states such as telomere shorting and questions such as whether genetic restorations
can rejuvenate cellular activities [17]. For mechanical systems that are approaching
the end of life, heroic lifesaving methods have extended operations. Such methods
have been especially useful for satellites in orbit, as parts cannot be easily replaced
and replacement systems might be delayed due to launch schedules. To explain, if
aerospace engineers can figure out ways to modify satellite operations via
ground-based controls to compensate for reduced performance and failed parts, than
satellite continuity of operations gaps can be avoided and perhaps even the total
cost of satellite ownership can be reduced. Just because systems must face senes-
cence does not mean that death has to come at a specific time.

3.3.6 Decay Path of Resistive Decline

Attempts to counter the effects of decay lead to rather segmented or even oscillatory
paths. Along such paths to system breakdown, decay will happen, and the system
will try to either halt the progress of decay or repair the damages caused by decay.
If the decay is linear but unceasing, then the resistance might achieve a balanced
operational state or a much slower rate of decline. If the decay is nonlinear or if the
decay causing elements also increase to oppose repairs, then the path of system
decline could oscillate as it descends. I have suggested earlier that rapid and pro-
gressive decay is almost not worth countering if one cannot figure out the cause of
the progression. However, aggressive efforts to resist such a progression could,
nevertheless, result in an oscillatory decay path. This path is potentially important if
every day or minute of life matters, but the effort to resist progressing decay can be
increasingly traumatic to the system as the end of life approaches.

In the earlier section on conflict, I suggested that cancer is a cellular revolt within
the body. As the conflict is lost and cancer cells spread rapidly across the body,
cancer growth can be viewed as degrading organs along a progressive decay path.
Unlike external elements driving decay, the self-proliferating nature of cancer
makes it difficult to stop. Instead, efforts to locally remove cancer growths by
surgery, kill cancer cells by chemicals or radiation, and supplement organ functions
that are failing can delay the death of the body. At times, the patient will even feel
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better for short periods until the growth of cancer again dominates. Many terminally
ill cancer patients have undergone the debate of whether to die while resisting
cancer to the end or to accept the path of decline to embrace the fewer remaining
days of life with more passion. The cost of resistance and the value of limited
extensions to life are the governing factors in the shape of this decay path.

3.3.7 Selective or Random Decay Paths

As one might have guessed, decay is often studied through statistics. This is typ-
ically because the unique modeling of decay for every single part in a system is too
daunting. If we increase our understanding of the mechanisms of decay, however,
there is the potential of discovering behavioral patterns and metrics that reduce
reliance on statistics. Whether by statistics or deterministic equations, the different
paths of decay all assume a continuous or connected process. Thus, the decaying
parts can be treated as a group, and one failed part has a relation to other failed
parts. In some cases, the activities of decay are not connected, and the paths of
decay will not be continuous curves. Each decay activity is then a selective event,
or the occurrence of disconnected decay activities can be regarded as random for
the purpose of studies. The problem with a path of shifts and changes is that
understanding one segment of the path or one event does not necessarily allow us to
understand the rest of the path. The path can be formed by many decay mechanisms
interacting within a system at different times, and parts experiencing a variety of
decaying effects can create uncertain outcomes for systems breakdown. This path of
shifts and changes can still be modeled, but the model must have many agents and
allow for segmented results for different periods of decay. If an accurate predictive
model cannot be formulated, then the decay path will have to be tracked contin-
uously, and any response to decay must be adaptive in real time.

As we finish this cursory look at the many interesting profiles of paths for system
decay, one might ask why does decay need to be studied if a system has already
achieved a productive life? Despite a successful life, the decay process might be too
disruptive and perhaps painful in the case of human systems. The variability of the
point where the system completely breaks down, such as a plane in midair, might
yield too many dangers. And, the way breakdown occurs, such as an oil spill from a
tanker, might cause collateral damages. If these outcomes can be predicted, the
system should perhaps be either steered toward a less troubling decay path or retired
before the negative effects start to emerge. Intentional termination of the system is
one strategy for managing the end of life, but it should not be a step taken trivially.
Even when the system life has been extended through heroic measures, the eventual
breakdown can be chaotic and uncontrolled. In the case of human life, the last days
of the terminally ill can be painful and tragic. Therefore, we can debate to what
extremes should doctors extend life by a few days or a few weeks. Also in the case
of human life, modern medicine can, in some cases, keep the precious body alive
for a long time through machines, even when the mind is dead and the heart has
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broken down. At what point has the system of the body completely broken down
and when should our machines stop sustaining the remaining living cells of the
body? The human example highlights that even defining what is system death can
be challenging.

3.4 Obsolescence: The Planned Breakdown

Since I have suggested the termination of systems before they breakdown in more
damaging ways due to decay, the next question is whether there are other reasons to
intentionally shut down a system. If so, then the process of system shutdown can be
considered another method for how systems break but not necessarily for how
systems fail. The traditional rationale for shutting down systems that are still fully
operational has been that the systems have become obsolete. As Fig. 3.7 shows,
there are many reasons for obsolescence. However, the conclusion is always that it
is better to remove the system or replace the system. Thus, we will explore ways to
breakdown the system after examining rationales.

I should note that the rationales for obsolescence apply to systems where a value
judgment can be made. This is not the case for the physical system of the human
body because human life cannot be measured by simple value metrics. The least
capable and educated person can change the world with one act of courage. The
most physically weak person can yield generations of healthy and powerful off-
springs. And the oldest person can have a world-changing idea before life ends.
Thus, there is no way to describe any person as obsolete despite the ideas of
eugenics as introduced Galton [18]. Discarding the idea of eliminating people with
arguably inferior genetic traits or even advancing people with arguably positive
genetic traits, I will limit the discussion of obsolescence to machines, information
systems, social systems, and nonhuman organic systems. Even with these systems,
the ways they are measured must capture the systems’ total value to include the
values in uniqueness. Just because common metrics cannot be established does not
mean a unique trait has no value. With due consideration of all the intangibles, the
following are some rationales for obsolescence.

3.4.1 Obsolete Because of no More Need

The first reason for declaring a system as obsolete is if the need for the system has
completely disappeared. In that case, the system is merely consuming resources and
occupying space. Systems that we hope will no longer be needed are weapons of
war. Even if we cannot stop all wars, a ban on certain weapons that continue to kill
indiscriminately after the war, such as landmines, would make those systems
obsolete. The International Campaign to Ban Landmines (ICBL) is working toward
this elimination of need [19]. Further, as of 2013, 161 state entities have signed the
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Mine Ban Treaty, which was adopted in Oslo, Norway, in 1997. While ending such
a damaging need is hard, many needs driven by the preferences of people have
evaporated over night.

Hundreds of toys and devices are no longer purchased by people because buyers
lost interest. Thousands of patented system concepts were never built because the
need for each never emerged. Countless computer applications fall out of the
market every year. And small social networks on the World Wide Web form and
lose their purpose everyday. Systems that have lost their mission and purpose can
linger on for quite some time. In some cases, they remain operational and must be
consciously turned off. In other cases, they become dormant or discarded but will
remain unless there is disposal. Returning to the example of land mines, these
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obsolete systems from past wars will have to be found and properly destroyed even
when all the countries of the world have stopped using land mines. Thus, we will
explore how to break down an obsolete system after we look at what makes systems
obsolete.

3.4.2 Obsolete Because of Smaller Need

The need for a system does not have to go away in order for the system to be
obsolete. If the need has been reduced, then the existing system might not be a good
fit for the need. The need for a system is typically expressed in the form of
requirements. Requirements will specify the functions that must be satisfied by the
system and the performance standards the system must achieve. Performance
standards often include measures for the reliability, accessibility, maintainability,
and vulnerability of the system in addition to performance measures associated with
specific system functions. Some systems have pre-established performance
thresholds and objects. Other systems have performance that evolves and adapts to
changing environments. Regardless, if the functional needs become fewer and/or
the performance standards become lower, we must ask whether the current system
is wasting too many resources or consuming too much time in meeting the smaller
need.

If there are ways to acquire another system to meet the smaller need at lower
total cost, faster time frames, and/or lower operational complexity and risks, then
the current system can be perhaps termed obsolete. In such a case, the current
system must be retired in a way that allows the newer more aligned system to take
over the core functions. Typically, this transition process will include a period of
overlap when both old and new systems are operating. This overlap allows for a
coordinated transfer of functions either as a whole with validating tests or in
phases/increments to allow for adaptation and adjustments. Phased transfer can be
function by function or user group by user group. Function by function transfers
tend to focus on integration issues and user group transfers tend to focus on scaling
issues. Until this transfer is complete, the old system cannot be declared obsolete.
The reality is that a system is not obsolete no matter how well it can perform as long
as it is the only system that can respond to requirements. In some cases, the miss
alignment between the current system and smaller need is great but there are no
replacement options. Then, we must weigh the cost of the smaller need and decide
whether to simply eliminate that need altogether.

To figure out ways to align to a smaller need, some obsolete systems can be
broken apart and reorganized to be more efficient in meeting requirements. Systems
with modular design can eliminate some functional components. Systems with
scalable deployment can reduce their presence. For example, a chain store can be
considered an obsolete system if its market has declined. If people are not buying
specific types of items, these items can be eliminated from the store inventory. If the
people are not visiting specific store locations, those branches can be shut down.
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Some businesses have managed to completely restructure and rebrand themselves
in the wake of a bad market environment. Thus, obsolescence does not always
mean that a system has to be destroyed, and some breaking of the system can help
in survival.

3.4.3 Obsolete Because of Larger Need

In the opposite direction of system misalignments, the need can grow beyond the
functions, capacity, and performance range of the current system. The societal area
experiencing the highest expansion of need in recent times is perhaps in information
technology systems. If a system performs well at one location, then maybe a
thousand locations will want to use the same system. The first instinct in responding
to the larger need might be to simply deploy the system one by one at a thousand
locations. However, information technology does not have to scale in such an
inefficient way. If the thousand locations are all connected to the Internet, then a
single system hosted remotely can simultaneously support all the locations provided
that it is designed to scale to the number of users and handle multisite access. In
designing such a centrally hosted enterprise solution architecture, the physical racks
of servers on which the software application is running must have enough capacity
and load balancing, the network going from the hosting location to the user loca-
tions must have acceptable delays (no greater than X milliseconds latency) and
capacity (bandwidth), and a software application plus database that can scale to the
enterprise. With advances in cloud computing, the hosting infrastructure has
become highly flexible and scalable. However, the software and database must be
designed for cloud deployment. Therefore, an existing software with excellent
functionality can become obsolete when the locations and number of users it must
support expands.

Staying with the software example, the users often want to increase the number
of functions based upon usage experience, changing conditions of operations, and
better understanding of requirements. If the software is written as a monolithic set
of codes, the ability of programmers to modify the codes to add features is often
limited by the architecture of the software. To overcome such limitations, modern
software applications are sometime designed with modular components integrated
together through sets of standard interfaces. This then allows functionality to be
added as new modules with less potential for adverse impact on total system
operations. Still, regression testing is needed to make sure that all original as well as
added functionalities are working well together. Systems without such modularity
can, therefore, become obsolete quickly when given more and more functional
requirements.

The hardest requirements increase for an existing system to respond to might be
in performance. Measures such as reliability, availability, maintainability, and
vulnerability are often inherent to the design of the system. New security standards
can sometimes be addressed through additional layers of security add-ons. Higher
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reliability standards can sometimes be addressed through more redundant and
backup parts. However, these brute force approaches do not resolve the fact that the
design of the system has become obsolete. In fact, extra components added onto an
obsolete design can hinder access and increase maintainability burdens. Thus,
unless a system has been designed to handle an expansion of performance
requirements, it will most likely become obsolete when faced with a larger need.

3.4.4 Obsolete Because of Shifted Need

The need for a system does not have to decrease or increase to create an alignment
issue with the current system. The need could simply shift within the reference
frame for each requirement. For example, an aircraft must be able to cruise effi-
ciently at a new altitude, a satellite dish must be able to broadcast efficiently in a
new frequency, or a train must arrive at a different city. The obsolescence of
railroad tracks was common as shipping patterns changed and old locations, such as
mining towns, disappeared. The abandoned tracks were then left behind as a
reminder of a system structure no longer needed. In the case of a shift, the need for
trains continues and new tracks must be laid to new factory locations and new
population centers. If the new system structures cannot be built, than the train itself
instead of just the tracks might become obsolete.

In complex environments, a slight shift in conditions and systems’ inability to
adapt to those conditions could create problems. For example, some scientists have
suggested that a six-degree change in the earth’s temperature could cause dramatic
climate conditions, rising ocean levels, and changes in water patterns [20]. Many
species of animals could become misaligned with the new environment and be
forced into extinction. In a new environment, obsolescence can have a domino
effect. The decline of one species can trigger a decline in other species. With less
vegetation, for example, there will be less herbivores. With less herbivores as prey,
there will be less predators/carnivores. The balance stemming from coupled systems
can be extremely precise and sensitive. This means that, if one system shifts its way
of operations, the supporting or dependent systems must also shift, or all systems
might become obsolete. One type of systems coupling is between a mechanical
system and its human or computer operators. In the life cycle of operations, the
mechanical system could become less reliable or inaccurate, thus requiring greater
operator compensation. If the operator cannot advance to respond to this shift in
need, then both systems will be useless for the intended mission.

3.4.5 Obsolete Because of Combined Needs

The need for a system could be evaluated with the needs for other systems, and the
result might be the conclusion that all the multiple needs can be combined into a
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single need with more defining requirements to reduce cost, improve integration,
and/or simplify development plus operations. This forces the assessment of whether
current systems functionalities can be expanded to address a broader integrated set
of requirements. Alternatively, a new system design might be better at satisfying the
combined requirements. In this competition, some or all of the current systems
might be determined as no longer needed.

The ability to integrate requirements is typically dependent upon the similarity,
connectivity, and even commonality of requirements. The first benefit in integration
is the elimination of overlapping requirements. Then, similar requirements might
fall into natural groups for a system to satisfy, and connective requirements might
be easier to address through expanded system functionalities. For example, a ship
that delivers one type of cargo might be able to accommodate another type of cargo.
An airplane that can serve as a fighter might be able to also serve as bomber.
A software application that gathers personnel data might also be able to gather
medical data. The historical argument against integrating requirements is that a
system that tries to do too much sometimes cannot do anything well. However, the
economic benefits of have fewer systems often encourages the combining of needs.

3.4.6 Obsolete Because of Better Engineering

While misalignment with need is a rationale for declaring a system obsolete, a
system can be shown to be obsolete through direct competition against other sys-
tems. Systems competition does not require a fixed reference frame such as that for
defining need. Instead, every functionality and performance range of one system is
compared with the functionalities and performance ranges of other systems.
Through comparison, which may include testing and simulations, one system might
be discovered to have better engineering. Even when two competing systems are
quite similar, better engineering might extend performance ranges and broaden
functionality. As a result, the better-engineered system can be declared the fittest
and worthy of survival. Those systems that lost the competition for fittest can be
declared obsolete.

In nature, the competition between species usually leads to direct conflict and
death. Thus, obsolescence is often not even an issue. Better engineering is a
question for man-made systems. The engineering of systems can focus on the
quality of parts, the strength of links, the design of the structure, and the integrity of
the boundaries. The comparison of systems can be at any of these levels, or it can
focus on the dynamics and interactions of the systems. The easiest comparison to
make is when a system is intentionally engineered to improve upon another system.
In such a case, the assessment is to see whether the improvement is successful and
whether additional weaknesses have been introduced. When systems are built to
compete with one another but not conflict with one another, then the comparison is
more complex. The end result might be different sets of strengthens and weaknesses
for each system that lead to a priority judgment regarding which system is better. In
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building systems with advanced technologies for critical missions, two prototype
development efforts are sometimes initiated to minimize risks and to get the best
system. An example of this approach was the development of the Advanced
Tactical Fighter by the US Air Force with the YF 22 fighter built by Lockheed,
Boeing, and General Dynamics and the YF 23 fighter built by Northrop and
McDonnell Douglas [21]. After extensive prototype testing, the Air Force selected
the F-22 Raptor fighter to enter into production. At that decision point, the YF 23
fighter prototype effectively became obsolete. Are the down selects of competing
systems always perfect? Probably not, but thus is a way in which systems are
intentionally eliminated.

3.4.7 Obsolete Because of New Innovation

The last and most dramatic way for systems to become obsolete is the invention of
new technical innovations that completely change the way systems work. For
example, the invention of the light bulb made gas burning street lamps and oil
lamps obsolete. The invention of the automobile made horse and buggy obsolete.
The invention of the airplane made balloon-based airships obsolete. The invention
of the transistor made vacuum tubes obsolete. The list of inventions and the list of
obsolete systems due to innovations goes on and on. In each case, we see orders of
magnitude changes in system performance, size, resource consumption, and capa-
bilities. The transformations are at times so great that they change the entire societal
systems that the innovations support. In these societal systems, the roles of people
can be made obsolete by new systems. For example, companies once had computer
punch card typists in the early days of computing. People once swept the streets.
Bowling allies once had human pin setters. And milkman once actually delivered
milk. The obsolescence of job functions does not mean that certain people have no
value. It just means that some people have to change careers.

As with better engineering, innovative systems do not need to use a set reference
frame to be compared with current systems. However, the comparison often cannot
be by metrics to metrics because the new and old systems are so very different.
Instead, the measure is the level of transformation as well as the nature and extent of
impact. Some impact of new innovations can be negative. The United States used
the newly invented atomic bomb to defeat Japan in World War II. However, are
nuclear weapons a positive or negative impact on humanity? It did not end con-
ventional wars, and so other weapons of war did not become obsolete because of
nuclear weapons. It did not eliminate US adversaries as countries such as the former
Soviet Union, Peoples Republic of China, and other nations developed nuclear
weapons. So the only thing that nuclear weapons made obsolete is the military
strategy of fire bombing cities by conventional munitions. With all things consid-
ered, maybe a nuclear weapon is the innovation that should be declared obsolete.
A new system does not necessarily mean that it is better, and innovation does not
necessarily mean that it is for good.
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Fig. 3.8 Ways to break down obsolete systems

Assuming that the declaration of obsolescence has been accurately made, the
next step is the intentional breaking down of the obsolete systems. Toward this end,
there are some obvious strategies, as shown in Fig. 3.8.

The first consideration in breaking down an obsolete system is to determine
weather there are any parts of the system that are worth recycling. For example, if
there is an obsolete fleet of systems, we might want to retire the fleet in phases over
the course of years. In such a case, parts for maintenance might still be required to
keep the remainder of the fleet running until it is time for them to also be retired.
Alternatively, new replacement systems might have a strategy of intentionally
utilizing and integrating with elements of the old systems. A new software system
might want to still use the database from the old system to reduce the risk of
translation errors. A new organizational system might want to hire employees from
the old organization. For any of these reasons, the obsolete systems must be broken
down with care so that the parts can be salvaged and recycled. Old system oper-
ations can be stopped/turned off. System boundaries, such as the shell of a vehicle,
can be removed. System internal associations, such as wires and tubes, can be
unplugged, but the parts need to be removed with care. In the case of human
organizations where the employees might scatter at the threat of unemployment,
retention strategies need to be established to ensure that key employees will accept
job offers from the new organization.
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If the recycling of parts from the obsolete system is not a requirement, then the
obsolete system can be shut down quickly, as long as it is safe and has no adverse
impact. Afterwards, the shutdown system, with all parts and associations dead but
connected, can be placed in a disposal area. In the deserts of the American West,
there are graveyards established for obsolete and shutdown military aircraft from
past conflicts. In junkyards and landfills across the world, there are countless
mechanical and electronic appliances thrown into piles as the waste of the industrial
and information age accumulates. Some complex systems such as nuclear reactors
have elaborate shutdown procedures to prevent mistakes such as radiation leaks. In
the case of nuclear reactors, the radioactive material from the shutdown reactor
must be further contained and stored in a proper manner. For other systems such as
software application, the shutdown procedures might need to guard against the theft
of valuable data. The remaining codes and data files might still need to be stored in
secure locations for future auditing even as the system is removed from the servers.
Thus, system disposal often requires great expertise and dedicated resources.

The world does not have enough space for the piles of junk systems, and
societies do not have room for the dead remnants of old organizations. Therefore,
some obsolete systems must be broken apart for disposal. The breaking process can
be similar to the process for recycling parts. However, care in maintaining the
integrity of parts is not required. For systems without apparent dangers in breaking
down, they can, in some cases, simply be smashed to pieces or crushed. If a system
is dangerous, the shutdown system parts must undergo specific disposal procedures.
In most cases, it is only a few parts that most undergo careful disposal. Parts with
dangerous substances, such as mercury, and parts that can be used to build
weapons, such as triggering devices, are clear examples of the need for secure
disposal.

Some obsolete systems are so problematic after being shut down that they must
be completely dissolved, incinerated, erased, or pulverized to prevent harmful
consequences. For example, a facility conducting biological weapons research
might become obsolete. To dispose of the facility, the structure and its contents
should be decontaminated and sealed. An information system supporting classified
military activities might become obsolete. To prevent its secrets from being
revealed, all its codes and files should be erased, and all the disks and paper records
that are not archived should be shredded or incinerated. The complete dissolution of
an obsolete system can also be used to gather raw material from the system.
Mechanical systems can be melted down for their metals, electronic systems can be
take apart for their rare earth elements such as gallium, and even natural systems
such as plants can be chopped up for its medicinal compounds. Natural systems
cannot be quite categorized as obsolete. However, they are often broken down
because man has decided that their components are more valuable than their con-
tinued existence. The most tragic events are animal species hunted to near
extinction. Historically, the buffaloes of North American were destroyed to near
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extinction for their skins, the elephants of Africa were destroyed for their ivory
tusks, and the whales of the great oceans were destroyed for their oils. Write or
wrong, man has been intentionally breaking down systems of nature for thousands
of years, and man will continue to do so at some level to sustain human society.

As I have noted at the beginning of this section, declaring a system as obsolete is
not always an easy task. In some cases, this declaration is merely an artificial
rationale for the reality that decision-makers found more benefits in the breaking
down of the system than in its continued operations. Thus, in the grand scheme of
how systems break, this section simply states that some systems breakdown
because we intentionally broke them down. If the system resists this intentional
shutdown effort, then a conflict situation might emerge. The workers of an orga-
nization might protest a plant closing. The operations of a machine might not
respond to shutdown procedures. And portions of a distributed information system
might linger within the network environment. The effort to break down these
resistant systems can be intense and even violent. Systems will not always quietly
fade away in the night, and mistakes in the breakdown process can cause major
disruptions. This fear has led some decision-makers to allow obsolete systems to
linger in the background—to survive longer than their utility.

3.5 Stress: The Silent Destroyer

When it comes to the health of the human body, we know that stress kills. Stress, in
fact, is not good for any system because stress by definition is the force that a
system must oppose to maintain operations. Stress can be caused by conflict,
growth, decay, or any other condition faced by the system. However, stress can just
be present in the normal operations of the system without specific external factors.
Stress can affect the integrity of the parts, links, and structures. Stress can also cause
systems to operate in irregular ways to increase stress and vulnerabilities. Returning
to the example of the human body, stress will raise blood pressure, cause weight
imbalances, hinder organ functions, and reduce immune functions. Stress might
also hinder mental processes and amplify emotional states. Some people might be
able to think faster and act with more strength due to the adrenalin released by
stress. However, decisions made under stress might not always be perfectly thought
out. The ways different people handle stress in everyday life reveal the complex
relationship that can exist between systems and stress. Even in man-made systems
based on set designs, stress can expose unique flaws in systems. We can statistically
measure how a group of common systems will respond to stress. Yet, each system
failure will be unique, as two cracks never exactly match.

Since the exact dynamics of system breakdown due to stress is unique to the type
of system and even a specific system, the mechanisms of stress are perhaps best
described by the patterns in which stress and system dynamics are coupled, as
shown in Fig. 3.9. These patterns reveal how stress can overcome a system.



148

Fig. 3.9 Ways stress breaks
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3.5.1 Stress Breakdown from Dynamics Beyond
Oscillatory Range

The first pattern in which stress is coupled with system dynamics resides in
oscillatory motion. Whether in the physical world, information realm, or societal
environment, oscillatory motion in the system involves back and forth changes in
the direction of the dynamic vector. This inherently requires force upon the system.
For example, a car weaving through traffic will place great friction upon the tires
and great force upon the axles and bearings. A computer system undergoing high
and low usage loads will have time between each peak to complete actions, but the
low periods must be long enough to handle the backlog. And the economic system
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goes through fluctuations in prices due to the market trying to balance itself
between buyers and sellers.

Systems that have oscillatory dynamics typically also have the capacity to
handle the forces. The threat of systems breakdown due to stress therefore emerges
when the range of oscillation and level of force exceed the normal oscillatory
patterns. In the case of a car, a drastic turn at high speed can flip the vehicle, blow
tires, and snap structural components. For computer systems, excessive usage loads
can cause escalating backlog until the delays become unacceptable and buffers are
overloaded. Markets in the economy can go through extreme inflation or depression
leading to economic collapse.

Most systems that undergo oscillatory dynamics can also tolerate some degree of
dynamic change. However, once the oscillation exceeds a limit, then the stress will
break down the system. Understanding this limit is highly beneficial for those who
wish to operate systems at dynamic extremes. A good race car driver, for example,
will know exactly how hard to push the vehicle in maneuvering around the track.
Problem arise when those who are exploiting the limits underestimate the breaking
points of systems. In the case of the economy, there is much money to be made in
an inflationary market. However, an economic crash will result if inflation is
allowed to escalate beyond a point where an oscillatory path can bring about system
instability. Once a system starts to break in oscillation, it will break in a system
unique way. The pieces of a broken system might be tossed out of the oscillation, or
the pieces might come back to the oscillatory path. A breakdown that tosses the
system pieces out of the oscillation tends to be sudden and complete. In contrast, a
breakdown where some pieces remain on the oscillatory path is sometimes slow,
with the breakdown occurring over multiple cycles of exceeding dynamic limits.

3.5.2 Stress Breakdown from Dynamics Beyond Behavior
Range

All systems have limits for each type of dynamics that they can sustain. The total of
these limits yields a behavioral range for the system. The system might have
safeguards to prevent operations from exceeding dynamic limits. However, system
control is sometimes given the freedom to push the system’s behavioral range. In
the case of the human body, for example, the mind is able to push the body into
actions of great and unhealthy stress. This freedom has allowed people to overcome
great dangers where the risk of bodily stress is outweighed by imminent attacks
upon the body. If you are a pilot being chased by a missile, do you not want to fly
the plane until the wings fall off to avoid immediate death? If you are running a
factory that is about to go bankrupt, do you not want to push production to the
breaking point to help alleviate financial losses? Thus, there are rationales for
letting systems push beyond behavioral ranges and letting the resulting stress break
down systems. Also, some systems are simply so poorly designed that there are no
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mechanisms to prevent operations from pushing beyond behavioral limits. Other
systems might have such basic constraints that they can be circumvented by foolish
operators and hijackers.

Once a system is being pushed beyond its behavioral limits, the mechanism of
breakdown is unique to the forces/stresses exerted on the system. Typically, the
types of behavioral push are speed/rate, capacity, and stretching of capabilities. In
the case of speed, it is the force that enables the acceleration and the environmental
forces opposing the acceleration that cause stress. Such forces for an airplane are
thrust from the engine, form drag caused by changes in airflow around the shape of
the aircraft, and friction drag caused by the contact of airflow against the surface of
the aircraft. In the case of capacity, it is the force containing the increasing content
of a system that causes the stress. In a social rally in which tens of thousands of
people have gathered, the forces of leadership and law enforcement are containing
the force of chaos within the crowd. However, as the crowd gets bigger and more
excited, the stress can cause a collapse of social order and promote violent mob
formation. In a system, just about any capability can be stretched past behavior
limits. If there is a scale, then that scale can be exceeded with the risk of
breakdown.

Sometimes, the behavior limit is exceeded by making a system act in such a way
that it is contrary to the intended path of operations. For example, a bunch of people
swallowing live goldfish is trying to see how much contrary behavior the body can
tolerate. While the body will hopefully give up or throw up before permanent harm
is done, there are some risks due to the unexpected stress. Returning to the airplane
example, a pilot does not have to fly at mach speeds to break the system. The
airplane can be flown to excessive altitudes, turned upside down, or with the wrong
aileron configuration to cause damaging stresses. Given the ranges many systems
can be made to behave contrary to their intended operations, preventing stress in
cases of systems mishandling can be difficult.

3.5.3 Stress Breakdown from Dynamics Beyond Endurance
Range

Systems that operate under a state of continuous stress might succumb to the stress
in the course of normal operations. In physical systems, material structures can
weaken in molecular bonds and deform. In human organizations, workers can reach
points of exhaustion and collapse. In information systems, data errors can accu-
mulate during operations until the application cannot handle the errors. For all these
and other cases, the system endures the stress to maintain operations. The endur-
ance eventually fails after a period of time, and the system quickly breaks down.
Some systems can operate for years and decades under heavy stress, but the reality
is that such systems have never fully operated in steady state. Damages accumulate
in opposition to stress until they trigger massive breakdown. If a system is exactly
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the same from one moment to the next under stress, then the point of breakdown is
arandom event. Endurance then has no meaning, and the association between stress
and breakdown becomes difficult to quantify.

System failure under stress is not random, and the failure marks the end of
endurance. To understand this failure point, we need to determine when the stress
starts acting upon the system and how long the system can endure the stress. This
understanding can only come from modeling the specific system or statistically
studying the class of systems under stress. The advantage of modeling is that the
actual process of breakdown can be brought to light, and ways to hinder the process
can be applied. One way to keep systems running past the endurance range is to
constantly check for accumulated weaknesses and change parts before or imme-
diately after they fail. Another way to keep the systems running is to harden the
parts and associations against stress. Hardening can be by thicker and stronger
material, greater than required capacity components, and/or components with bar-
riers against the forces causing stress. For some systems, redundant parts and links
can also be added to sustain operations even when there are stress failures.
However, redundancy like hardening can add burdens upon the operational system.
Even without these efforts, heroic attempts to fix the system could give it added life.

Systems breaking down at the end of endurance can come with or without
warning. Systems that are aware of the effects of stress might see signs of fatigue
among their parts. This is quite true with human workers. However, fatigue can also
go unnoticed, such as hairline cracks in mechanical devices, overheated electronic
elements, and longer runtime delays in software. In the breakdown process, the time
between detectable signs and rapid breakdown is important in reducing the impact
of breakdown. The rate and the mechanism of the final breakdown are also
important in determining outcomes. In many cases, it is safer to shut down the
system before the final breakdown. Yet, resisting system death, as in the case of the
human body, to get the precious additional days of life might be all-important.

3.5.4 Stress Breakdown from Dynamics Beyond
Resistance Range

Endurance is the resistance of continuous stress. When the stress upon a system is
increasing, the resistance in the system must also be increased to prevent or delay
breakdown. The goal of resistance is to get the effects of stress down to a man-
ageable, near steady-state level. However, resistance has its limits, and escalating
stress that pushes the system beyond the resistance range will succeed in causing
system failure. In the work environment, for example, increasing assignments can
cause great mental and physical stress. To overcome the effects of fatigue, people
might take stimulants and nutritional supplements to help the body resist. The stress
might then be brought to an acceptable level through people working harder and
faster. However, if the assignments continue to increase beyond the rate they are
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being done, the workers will collapse. Resistance is a simple balancing act between
forces, but the consequences are severe.

In geopolitics, the history of the Cold War can be studied not as a conflict but as
a situation of mutually imposed stress and resistance. The stress was that of per-
ceived strategic and tactical military advantage. The resistance was the development
of deterrence weapons and strategic defense weapons. The Soviet Union spent so
many resources resisting the threat of the United States that the economic toll
contributed to its system collapse. In societal infrastructures, the lack of adequate
water supply to support a growing system, such as the city of Las Vegas, is a form
of stress. The resistance is then massive construction projects to bring in water from
more distant locations. However, if the population and demands continue to grow,
the system will break.

The challenge for resistance in complex systems resides in understanding the
breaking point because the purpose of resistance is to avoid the breaking point or
move back the breaking point. In some cases, the system breaks even as the
resistance was about to achieve balanced forces. Resistance can be difficult if the
stress on the system is caused by a combination of forces. Then, the resistance
might have to focus on the integrated effects and not just the isolated effects of the
forces. The failure of resistance, like a dam holding back water, could start with a
small crack. Once the stress is able to break through and cause damage, the
resistance might not be able to plug that crack. Accurate modeling of stress and
resistance forces helps to predict the points and conditions of failure. While failure
might be unavoidable if one is only resisting, the impact of failure can perhaps be
managed and redirected depending on how one can adjust resistance forces.

3.5.5 Stress Breakdown from Dynamics Beyond Repair
Range

The idea of repairing the system to increase endurance was discussed earlier. The
process of repair can further be applied to a system prone to sporadic or periodic
failures under stress. Stress makes some systems unreliable. In human organiza-
tions, for example, some people will have poor physical health and be more vul-
nerable to stress. Thus, a degree of medical attention must always be available to
restore the ill and get the person integrated back into an organization. In mechanical
systems, some level of component breakdown will occur during stressful operations
even after the initial failures during system infancy. Not all these failures are
necessarily due to component flaws, as unique environmental conditions can also
cause failures that require repair. Cars that travel across hazardous road conditions
might periodically need to have flat tires fixed. Facilities that sporadically get hit by
natural disasters might need major repairs over the course of their operational life.
The objective of repairs is to keep the system operating at standard levels by
resolving the impact of stress-induced midlife part and association failures. The
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stress might eventually break down the system through decay, but that will be
toward the end of life. The repair mission encounters problems when the level of
damages and failures exceed the capacity to repair. This can happen if the stress
unexpectedly increases during operations or if the effects of stress were not properly
accounted for during system design or formation.

A system can go through many cycles of damage and repair until one event
exceeds the repair capacity. For example, a car ready to have a flat tire replaced
might encounter two or three simultaneous flat tires. An organization ready to
handle a few sick workers might have to shut down if half its workforce catches a
virus. When stress can fluctuate in such a manner, the decision to expand repair
capability must be based on the probability of occurrence, the level of damage, and
the cost of preparedness. This cost could be more than financial as extra pre-
paredness can weigh down system operations, delay system start dates, and even
introduce other stresses and operational complexities. Alternatively, we can let the
damages occur and figure out ways to restore the system after operational disrup-
tion. Our next exploration of stress breakdown mechanisms examines the idea that
just because a system has been stopped due to stress does not mean that the system
has been broken to a point where it cannot return to operations.

3.5.6 Stress Breakdown from Dynamics Beyond Recovery
Range

A system can immediately start to decline under stress. The initial decline can just
be the system suffering from reduced performance. Then, parts and links break to
further reduce performance. Repair attempts can be initiated as discussed, or the
system can be allowed to decline to the point where a massive recovery effort will
restore system operations. Reasons for allowing system decline include: (1) con-
tinuous repairs being too costly or impossible; (2) effects of stress cannot be halted;
(3) reduced performance can still satisfy the system’s mission; and (4) the system’s
immediate mission is too important to allow for delayed responses to stress. An
example of impractical continuous repair might be the errors that emerge and
accumulate when software and databases are aggressively used. A simpler solution
could be to do a periodic audit and reboot when the accumulated errors become
troublesome. An example of the unstoppable effects of stress is the wearing out of
surface material by wind, water, or particular matter. At some point, the damaged
system needs to be brought back to the repair shop to have the surface material
repaired or replaced. Further, an example of satisfactory performance despite stress
is a military unit that can maintain combat effectiveness under heavy casualties.
Staying with the military example, commanders have taken planes, ships, tanks, and
other vehicles into heavy enemy fire to destroy a critical target at all cost. Normally,
the death of systems in combat should be addressed through the conflict mecha-
nisms discussed earlier. However, when damages to the system in combat are



154 3 The Characteristics of Systems Breakdown

ignored and treated as stress, then the mechanisms of stress should perhaps be used
to study system breakdown.

The entire strategy of letting damages mount and restoring the system at a
recovery point depends on knowing at what point is recovery possible. Even in the
case of military sacrifices, the commander must know whether the system will last
until the final attack and whether anyone will survive the mission. Understanding
the recovery point involves modeling the profile of system decline under stress and
having a method of recovery for the profile. If this understanding fails, then stress
can easily push the system past the recovery point, and recovery attempts initiated
too late will not prevail. Ways that the understanding could fail include unantici-
pated changes in the stress profile, undetected system vulnerabilities due to stress,
and over-projection of recovery capabilities. Any of these failures will lead to
system breakdown.

3.5.7 Breakdown from Stresses Accumulated Past
Tolerance Point

The last breakdown mechanism based on stress that we will explore is simply the
accumulation of many stresses. Individual stresses might not break down a system.
However, when stresses can add up in the course of system operations, then they
can collectively push the system to the breaking point. There are many stresses in
the everyday life of a person, such as bad bosses, home repairs, financial problems,
illnesses, accidents, car repairs, etc. If the person cannot resolve these stresses or at
least compartmentalize these stresses, then the toll on the body can be tremendous.
The same assessment can be applied to any system that operates in a complex
environment with many stresses. Once a type of stress hits the system, the first
question is, “How long will it last?”” The second question is, “What parts in the
system does it affect?”” When the next stress appears, the questions shift whether the
effects overlap the parts and associations impacted by the prior stresses and whether
there are additional compounding effects. Compounding effects are more likely
when the durations of the stresses also overlap because of the mechanisms causing
damages can intertwine. If the same parts and associations are affected by the
stresses, then one type of compounding effect is the damages caused by the first
type of stress making parts and associations more susceptible to damages caused by
follow-on stresses.

The accumulation of stresses creates potential permutations that make deter-
mining the breaking point very difficult. The sequence in which the types of stresses
hit, the gaps between when the stresses hit, and the intensity of each stress combine
to yield hundreds, if not thousands, of possible scenarios with many potential
breaking points. Given this inability to project the breaking point, the strategy to
prevent system failure should consider decoupling the impact points of stresses
through system design, separating the system’s vulnerability to stresses through
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component development, and spacing out the start of stresses through system
operations. If necessary, the system should be removed from the environment to
which stresses can accumulate. Even slight adjustments in a system’s operational
profile can help it overcome accumulated stresses.

The many paths of stress reveal that most systems experience some level of
stress and that stress can be insidious and harmful. Other mechanisms of system
breakdown are events driven and system state driven. Stress, on the other hand, can
be continuous, and the effects of stress can be gradual, causing latent patterns of
damage until breakdown is occurring in full force. How the human body responds
to stress is a major area of medical study [22]. The uniqueness of how each person
is physically harmed validates that the effects of stress are closely tied to the
characteristics of the system. In the case of the body, physiological response to
stress is shaped by genetics, mental attitudes, physical health, past experiences,
stress reducing activities, family and friendship structures, and medications/
treatment applied. While heart attacks, strokes, cancers, immune response failures,
sleep disorders, substance abuse, and other activities could all be linked to stress,
the exact effects of stress on the complex human system still remains a mystery.
Thus, stress is a silent killer of systems, and the paths of stress are very important in
understanding how systems break.

3.6 Assimilation: The System that Is no More

Systems do not have to be destroyed in order for them to be no longer considered as
systems. If a system loses its self-identity by being assimilated into another system,
it has in a way been broken. The parts in the system can all be unharmed, and even
the associations might endure the assimilation process. However, if the assimilated
parts and links can no longer meet the purpose of the original system, then the
system has failed. However, that is not always the case, as assimilated parts can
help the consuming system to fill new roles. In order for one system to assimilate
another, there has to be some level of similarity or compatibility between the
systems. Assimilation through similarities is based on the idea that two systems
have enough common characteristics in building blocks that the structure of one
system can be expanded to consume the other system. Assimilation through
compatibility is based on the idea that one system can dominate another system in a
way that parts are not harmed but are not necessarily utilized by the dominant
system. In both these ways to assimilate, the consuming system must be highly
flexible and adaptive. The consuming system must be able to extend its boundaries
around the targeted system, exert force on the target, and adjust its links and
structures to complete the assimilation.

While engineered systems with highly self-organizing parts can assimilate other
systems, the systems best at assimilation are those composed of human elements.
Human societal structures have been assimilating one another since the rise of the
earliest kingdoms. Looking back into history, the consequences of conflict shifted
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from the annihilation of the enemy to the capture and enslavement of the enemy at
some point in the advancement of social structures. Then, the meaning of
enslavement began to advance in a variety of directions. What should societies do
with another conquered social system? When such systems had very simple
structures and very weak links, the assimilation was about the parts/people.
However, after societal substructures such as manufacturing and educational sub-
systems gained value, the assimilation had to adjust appropriately. The ways to
assimilate complex human societies can be used to help define the mechanisms in
which assimilation breaks systems, as shown in Fig. 3.10. These mechanisms are
explored below, and the standard for human system assimilation is the loss of
freedoms, loss of prosperity, and loss of self-awareness.
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3.6.1 Assimilation by Replacing Key Parts

Once a dominant system has managed to extend its boundary around another system,
one assimilation mechanism is to move its own parts into the targeted system without
destroying that system’s structure. A historical example would be the People’s
Republic of China solidifying the Chinese border around the region of Tibet in 1951
[23]. Until then, Tibet had existed as multiple kingdoms, each under varying degrees
of Imperil Chinese control for hundreds of years. With China’s border/system
boundary well established by the People’s Liberation Army to engulf Tibetan
society, the Chinese leadership then supported the migration of Han Chinese (the
ethnic majority of China) into the Tibetan region from the late 1970s. This was after
the death of many Tibetans during the turmoil of the Cultural Revolution. The Han
Chinese immigrants, who initially lived in settlements, built infrastructure, increased
economic activities, intermarried with the indigenous population, and formed
business relations with Tibetans. Despite Tibetan riots and demonstrations in the
1980s, the Han Chinese number increased to nearly 10 % of the population and
became a part of the Tibetan system. From a systems perspective, this insertion of
parts into the targeted system enabled successful assimilation. Now, Tibetan inde-
pendence is nearly an impossible idea. In fact, the debate has switched to how much
of the Tibetan culture will survive after another few generations.

The Chinese assimilation of Tibet has been an aggressive and sometimes violent
endeavor. Leaving ethical assessments to historians, the systems analysis question
is “What is the appropriate rate and level of key parts replacement needed to
achieve stable and successful assimilation?” If the Chinese had slowed down in
supporting Han migration, would the natural forces of population mobility still
assimilate Tibet in a matter of a few more generations? This question connects with
the overall assessment of how well small indigenous cultures can survive under
globalization. The second part of the question is the number of inserted parts that
changes the system. In the case of Han Chinese immigrants, they brought economic
wealth and more material goods into the Tibetan system. So, even a small per-
centage number of immigrants made a significant impact. Further, the Tibetan local
government is under Chinese national government control. Therefore, the Tibetan
system could not, as a whole, resist the changes occurring. In other areas of the
world, majority populations are also expanding into ethnically unique regions but
without the tight control that China exerted on Tibet. As population percentages
change and tensions increase, the debate is whether such regions are being invaded,
assimilated, or evolved. Perhaps the answer lies in the outcome.

3.6.2 Assimilation by Replacing Control

Once a consuming system has engulfed a targeted system, another assimilation
process can be by replacing all the control entities in the targeted system. This is
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very different than compelling the existing control entities to follow the guidance of
the dominating/consuming system or just replacing the head of the targeted system.
Removing layers of hierarchy from a system can be violent and brutal. Thus, this
assimilation approach often needs to follow a conflict between systems and the
overwhelming defeat of one side. The advantage of replacing the control structure is
that a larger number of parts from the consuming system do not need to be inserted
into the targeted system. China could not have done this in Tibet because the
opposition by the Tibetan people and unavoidable violence would have devastating
effects on China’s position in the international community. History, however, has
other examples such as the Norman Conquest of England.

Without turning this into a history textbook, Duke William II of Normandy
invaded England in 1066 with an army to exert his claim to the throne after the
death of the Anglo-Saxon King Edward the Confessor [24]. The duke defeated
King Edward’s brother-in-law, Harold Godwinson, at the Battle of Hastings and
became known as William the Conqueror. Then, the duke seized lands and titles
across England and gave them to his followers. This replacement of control was so
successful that the duke himself was able to spend much of his time back in France.
The control of land by Norman nobility helped to usher in the feudal system, which
changed the Anglo-Saxon’s way of life from tribal structures to fealty to lord’s who
ruled from castles. Some historians have argued that this change in English culture
was unavoidable because England’s Anglo-Saxon culture would have advanced
along the same path [25]. Nevertheless, the Anglo-Saxon culture was successfully
assimilated and forever altered by the Normans. Even their language of Old English
faded into history.

In modern times, with countries managed by either democratically elected
leaders or dictators with obedient administrators, the principles of a powerful
nobility class seem out of date. Without the willingness of people to yield control,
assimilation through a controlling class is difficult to accomplish. In a democracy,
the controlling class must pander to the people and work with the attitudes of the
people to achieve agendas. In a dictatorship, the people may tolerate control.
However, the control will not be able to shift the culture of a conquered people. The
most extreme attempt to shape the culture of a people was perhaps the Cultural
Revolution in the People’s Republic of China from 1966 to 1976 [26]. For ten
years, the dictators of the Chinese Communist Party destroyed books, persecuted
intellectuals, killed religious leaders, and wiped away cultural artifacts all in an
attempt to bring the people/parts of China into a perceived modern system/cultural
construct. Despite great material losses, the traditional cultural of China survived
because the Chinese people refused to yield. Assimilation through the replacement
of the control structure, therefore, requires the inserted structure to be truly inte-
grated with the structure of the rest of the system. The rest of the structure cannot
drive the control structure and cannot ignore the control structure.
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3.6.3 Assimilation by Consuming Structure

In order for one system structure to fully assimilate another system structure, there
cannot be much resistance. Wars and conflicts break down structures in the course
of defeating systems. The process of reducing a system’s identity without
destroying the system’s structure requires a gentle cooperative assimilation process.
This gentle assimilation process was successfully created during the establishment
of the European Union in 1993 [27]. Today, the European Union consists of 28
countries whose national systems are assimilated into a single system of 500 million
people. Each country voluntarily submitted itself for entry into the Union. The
Union then assimilated a country through the cooperative dissolution of borders,
insertion of legal standards, integration into a single market, expansion of com-
merce, and participation of leaders. Some members further surrendered their
national currency and adopted the common European Union currency known as the
Euro. In the Union, the structure of each nation is preserved, but the identity of each
nation is superceded by the identity of the Union. To the rest of the world, the
European Union is a powerful economic system and a formidable political force.
The stability of the system sustaining the Union merits debate and more system
modeling when considering the government debt crisis in Greece after 2008 global
recession [28]. However, from the perspective of the Union being able to consume
entire national system structures as a mechanism of assimilation, the Union is a
historical example of success.

Two more ancient examples of national structures being gently assimilated are
the nations of Mongolia and Manchuria. The Mongolians under Genghis Khan
invaded and took control of China as well as much of the rest of Asia to form the
Yuan Dynasty in 1271 [29]. With great admiration for the Chinese culture, Genghis
Khan’s descents sat on the throne of China and allowed the Chinese national
structure to extend into the smaller Mongolian national structure. The collapse of
the Yuan Dynasty led to a retreat of Mongolians back to their ancestral homeland,
However, many Mongolians stayed in southern China and in the lands of the
Middle East where they became assimilated. Of the approximately nine million
people today who can still identify themselves as ethnically Mongolian, six million
people live within the borders of China.

An even more comprehensive assimilation process occurred with the invading
Manchurians in 1644 to form the Qing Dynasty [30]. Again, the Chinese culture
and system structure was so overwhelming that the Manchurians allowed their
national structure to be consumed by the Chinese structure. Though the
Manchurians made their brand upon the Chinese culture through four hundred years
of rule, the national structure of Manchuria was in the end completely assimilated
into China to the point that there is no longer any Manchurian identity left in
modern times and extremely few pure blood Manchurians. These ancient examples
validate the concept that systems can be broken down by assimilation and that the
assimilation process can consume entire structures if the structures willing accept.
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3.6.4 Assimilation by Absorbing Pieces

The opposite mechanism to consuming entire structures in assimilation is the
breakdown of structures in assimilation. This is slightly different than destroying
system structures through wars and conflicts. When a targeted system has already
been captured by the consuming system, the breaking down of the structure can be
more controlled and without the chaotic destruction of parts. As the associations
between the parts of the targeted system are removed, the parts can then be relinked
to the consuming system. This absorption of system pieces in the context of empire
formation is most effectively achieved among people of similar ethnicity. For
example, most empires of the past, such as Rome, China, and Macedonia, started
with dynamic leaders that unified a region of feuding tribes/kingdoms with common
ethnicity and related culture. Then, because of system similarities, conquered
neighbors were not enslaved or killed. Instead, in each case, local system structures
were dismantled and an overarching system structure was applied to unify the
empire. People from the conquered kingdoms intermarried with the people from the
kingdom that initiated the unification, and the unique identities of the once feuding
kingdoms faded into history.

The Greeks did the best in preserving their history prior to Philip I of
Macedonia and his son, Alexander the Great, forming the Greek Empire around 340
BC and starting the Hellenistic Age [31]. However, Greeks today do not think of
themselves as Athenians, Spartans, or Macedonians. Many Chinese today see
themselves as the Han people, which extend to the first emperor of China, Qin Shi
Huang, who unified the country after the period of warring states [32]. The Han
Dynasty, which formed after the death of the first emperor, shaped Chinese culture
from 202 BC to AD 220. Although the Chinese dynasties extend back to
approximately 2100 BC, no Chinese today traces his or her lineage back to the
ancient kingdoms that controlled various portions of the region now recognized as
China. Finally, Rome was once merely a city state along with other city states on
the Italian peninsula [33]. Though the formation of the Roman Empire is a complex
piece of history, and the Italian peninsula again became city states during the
Middle Ages, the people of Italy today see themselves as one people and one
culture that stem from the conquests and assimilations of Rome.

When a system has been weakened, its pieces can potentially be pulled out and
relinked with a more dominant system, even when the weakened system has not
been captured by the dominant system. An example of this scenario is the immi-
gration of people from politically oppressed, economically suffering, and situa-
tionally unsafe national structures to more prosperous and free countries such as the
United States. The system of the United States is in many ways built from the
boldest and/or most capable parts from other systems across the world. In some
cases, entire social substructures were moved to the United States and transplanted
into ethnic neighborhoods. Typically, by the second or third generation, the
immigrants in the United States are completely linked into the national system
structure. This type of assimilation does not immediately destroy the source
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countries of the immigrants. However, if the best and brightest of other countries
have come to the United States, how could such countries rise above their political
chaos, economic limitations, and social issues? In the absorption of system parts,
there will always be gains and losses.

3.6.5 Assimilation by Containing Boundary

When a targeted system has no value to the consuming system, the consuming
system may opt to contain the boundaries of the targeted system when outright
destruction of the targeted system is problematic. Once contained, the targeted
system can be allowed to gradually weaken and structurally disintegrate due to a
lack of internal resources and access to external goods. The containment might only
focus on the system structure. Thus, parts could be allowed to bleed out of the
system to quicken the aggressive assimilation. An example of this assimilation and
system breakdown mechanism is the containment of the American Indian nations as
the United States population expanded westward [34]. The American Indians have
already been contained onto ancestral tribal lands through treaties established after
the increased arrival of Europeans in the 1600s. To sustain the expansion of the
United States after the establishment of the national system, the Indian Removal
Act was passed in 1830, which allowed the government to offer land west of the
Mississippi River for Indian land east of the river. The most violent removal of
Native American people from their indigenous lands was perhaps that of the
Cherokee nation. Under President Andrew Jackson, the Cherokees were marched
on the Trail of Tears westward where they were contained to reservations.

The treatment of the American Indians was tragic and presents many ethical
questions for historians. However, the Native American’s commitment to main-
taining their traditional way of life made other mechanisms of assimilation difficult
and perhaps impossible. Their tribal structures were so tightly integrated that the
consuming system cannot insert parts and control entities. Their way of life was so
alien that the consuming system cannot connect with their tribal structures. And
their people were so different from the rest of the American population that attempts
at reeducating Indians for participation in American life was both unpopular and, in
many cases, unsuccessful. The American South did not even want Indians as slaves,
but instead opted to ship slaves over from Africa. This left three options: (1) destroy
the Indian systems through wars and diseases like smallpox, which the Spaniards
already did in Mexico; (2) contain the Indian systems in reservations, which the US
military did in the mid to late 1800s; or (3) recognize and respect the uniqueness of
the Indian systems and do not try to the assimilate. Unfortunately, the story of the
American Indian is the story of how systems break. It is a story of how their buffalo
food supply was wiped away by American sports man. It is story of decades of
poverty. And it is a story of the people surviving and individually triumphing even
as the system is lost. American Indians fought in World War II and in other
American conflicts. The Navajo language is so unique that it became a WW 11
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communications code that the Japanese never broke. The Apache scouts were so
effective that they served in the Navajo War, Mexican Boarder War and WW 1I.

3.6.6 Assimilation by Isolating Structure

Sometimes, sizable national or ethnic system substructures emerge as opposing
entities within greater country systems. These substructures might be brought about
by the migration of people, forced relocation of people, or invasion of more
dominant people. And these substructures can become so big that containment is
either not possible or will not lead to assimilation. Further, the integration of these
substructures into the primary system by means of the other assimilation mecha-
nisms discussed could result in changes to the overall system, which are unac-
ceptable by leadership. The alternative strategy to immediate assimilation is then to
isolate the substructure until assimilation is either unavoidable or until an accept-
able assimilation path can be devised. Examples matching the ways in which the
substructures formed can be presented to illustrate delayed assimilation.

For the example of substructures formed by population migration, we can look at
the migration of the Jewish people into Europe after the destruction of Jerusalem by
the Romans in AD 70 [35]. The diaspora of the Jews led to cultural substructures
across the Christian kingdoms of Europe. To block the spread of Jewish influence in
European communities, the papacy of the Roman Catholic Church called for the
isolation of Jews into ghettos across European cities in 1204. The practice of Jewish
isolation would be implemented to varying degrees across European countries until
the rise of Nazi Germany. Then, the Nazis initiated a European-wide campaign to
kill all the Jews as the most extreme and horrifying approach to prevent Jewish
influence on European national systems. The defeat of the Nazis allowed the
strength of the Jewish people to contribute to the identity of Europe and enabled the
restoration of the nation of Israel.

For the example of substructures formed by the forced relocation of people, we
can look at Americans of African descent whose ancestors were forcibly brought to
the New World as slaves. After the liberation of slaves brought about by the US
Civil War in 1864, the African-American population of the American South was
isolated by the policy of segregation [36]. There were black churches, schools,
stores, and even hospitals. The South was simply not willing to let African
Americans assimilate into the dominant white population. The policy of segregation
survived until 1968 when the US Supreme Court declared it as unconstitutional.
Through the Civil Rights Movement of the 1960s, minorities and women gained the
right to participate in the US system as equals and as integral members. Yet,
American society, even today, is far from being integrated both in the North and the
South. Neighborhoods often remain predominantly black or white, and the
boundaries have many times shifted over the decades with whites moving to the
suburbs and younger whites moving back into the cities through gentrification. As
some Americans of African descent gained more wealth through better education,
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the assimilation mechanism is slowly advancing. Now, instances of isolation are
perhaps based more on income differences than racial differences. The greatest
indicator that the American system is finally ready to accept its black population
could be the election of its first black/mixed race president in 2008. The long
journey to this point reveals that assimilation is not just about the abolition of
isolation boundaries. It also requires the participation of both sides. To some whites
in the South, their system and way of life must appear to have totally broken down.
Perhaps it is they who must be assimilated into the new American structure.

Finally, for substructures formed from indigenous people by more dominant
invading people, we can look at the isolation of the majority black population by
white South Africans during the period of Apartheid. South Africa has a complex
history involving Dutch, English, and other European settlers along with indige-
nous black people and slaves from Indonesia. In 1950, soon after the region broke
away from British control, the whites of South Africa officially adopted the policy
of Apartheid through the Population Registration Act, which classified and segre-
gated people by race [37]. The dominant white population enjoyed a very high
standard of living at the expense of the indigenous black population, which con-
stituted 80 % of South Africa. The relationship between the whites and blacks were
nothing like that of the Normans and Anglo-Saxons in England because the social
structure of the blacks were completely isolated to prevent assimilation. Under great
international pressure, the white-led National Party of South Africa began dis-
mantling the Apartheid structure in the 1990s, and the black led African National
Congress took power in 1994 with the election of Nelson Mandela as president. The
assimilation that has been occurring since 1994 has strained the South African
structure. As the majority black population tries to redistribute the wealth of the
former structure created by the white South Africans, unemployment rates have
risen, whites confronting poverty have increased, and civil unrest has emerged. The
white population of South Africa had years to plan for this integration, but the
results are showing that assimilation is not easy.

3.6.7 Assimilation by Distributing Pieces

The last mechanism of assimilation that we will explore is a corollary of assimi-
lation by absorbing pieces. Sometimes, it is easy for a targeted system to be broken
apart but difficult for its pieces to be absorbed by the consuming system. If the
pieces, which are parts with or without link fragments, can be brought to a level of
harmlessness, then they can be simply left among the structure of the consuming
system. In Europe, the Romani people that migrated over from northern India over a
thousand years ago quickly broke a part into wandering bands commonly known as
Gypsies [38]. However, the nomadic life of the Gypsies and their unique culture
made absorption into primary European cultures quite difficult. Yet the Gypsies did
not try to bring down governments, cause social unrest, and/or disrupt the main
social system in any way. So most of the European countries viewed them as the
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wandering poor and allowed them to wander. They faced persecution in some
countries, but the great violence levied upon the Gypsies was by Nazi Germany,
which viewed them as racially inferior. The Gypsies later migrated to the United
States and Brazil, and these countries now have the largest Gypsy population.

Spain attempted to forcibly integrate the Gypsies in the 1600s. The Habsburg
Monarchy attempted to forcibly integrate the Gypsies in the 1700s. Norway
attempted to forcibly integrate the Gypsies in the 1800s. All these attempts failed,
even though the Gypsies have traditionally been quite willing to adopt regional
languages and dominant religions. Thus, the only level of assimilation that can be
achieved is to let the Gypsies wander and integrate on their terms. Throughout these
thousand years, the Gypsies have never tried to organize their people, which could
be as many as 12 million worldwide, and the Gypsies have never tried to create a
new national system as the Jews successfully did in Israel. Thus, they are perhaps
the best example of harmless pieces distributed but not integrated across a system
structure.

Assimilation as a method for breaking down human systems can be seen
throughout history. However, the mechanisms for assimilation vary greatly in their
outcomes, particularly the level of harm rendered on system parts—people who
have lost their group identity. Some mechanisms can be fast, as demonstrated in the
formation of the European Union. Other mechanism can take centuries, as in the
case of Manchurians disappearing into the population of the Han Chinese people.
Although historical examples can be used to demonstrate assimilation mechanisms,
it is important to note that each event of assimilation is unique because the systems
and interactions involved are very complex. The uniqueness makes it challenging to
extend historical data to project outcomes of future system assimilation attempts. In
fact, some historical events were probably never planned to be forms of assimila-
tion. Some assimilation events occurred instead as a collateral result of system
dynamics. For example, as the Manchurian emperors sat on the dragon throne of
China, did they consider that the entirety of the Manchurian race would be
assimilated through intermarriage in just four hundred years? Assimilation can
follow conflict, but assimilation is not conflict. Therefore, the modeling of assim-
ilation should be different. Small changes between systems might have no meaning
in conflicts. However, many small changes over a hundred years can still crush a
system. We must ponder at what point has our study of people moved from systems
science to the social sciences? At what point are models and projections imprac-
tical? At that point does assimilation become either a benchmark for history or a
strategy for the future?

3.7 Flaws: The Poorly Formed System

We have taken a long journey across many system breakdown mechanisms stem-
ming from obvious methods of how systems break. As with most efforts to divide
reality into definable and digestible chunks, there may be other ways to organize
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our understanding. We could have studied breakdown across all known systems as
a function of time and organized our sections by systems that fail in minutes, days,
months, and years. We could have studied breakdown based on the level of damage
experienced by parts and structures. Alternatively, we could have studied systems
breakdown across a class of systems. We can define system classes based on
structural characteristics, size or magnitude, functionality, and behavioral charac-
teristics. These are all viable approaches that can unearth hidden patterns and reveal
deeper understanding of how systems break. I have chosen to divide systems
breakdown based on methods largely because the other ways to organize our
understanding of how systems break have so many variations in possible functional
groups. Hard to believe, but the group hierarchy of system classes and event types
can be larger and more complex than the methods and mechanisms hierarchy
shown. This is because the world is filled with so many different systems. To
complete our methods and mechanisms hierarchy, the last method for how systems
break that I will propose is that systems break because they are inherently flawed.

The method caused by system flaws does not refer to what shows up as a part of
decay or what are broken by stress. Instead, it is the system never working correctly
from the beginning, and it is the system eventually crashing because of failing
operations. In the case of mechanical systems, these flaws are typically discovered
during prototype testing and corrected through design modifications. Then, some
level of early systems breakdown as discussed in the section on decay is tolerated.
In software systems, these flaws are often discovered across the life cycle of system
testing, deployment, and use. Once discovered, they can often be fixed by adding
patches and replacing code modules. At times, undetected flaws in mechanical
systems have led to catastrophic events and major system recalls. Also at times,
software systems have yielded major vulnerabilities, such as back doors in system
security, which have led to substantial information and financial losses before being
repaired. Despite these dramatic dangers, which we hear about in the news, flawed
system designs are relatively easy to understand particularly after systems break
down. If the computer model for a system was inaccurate at the beginning, forensic
data from after the first set of system failures will generally allow for refinements
and corrective solutions.

In contrast, understanding flaws in the formation of natural systems and in
systems that mimic natural behaviors is a more interesting and challenging
endeavor. Systems with self-reacting and self-adaptive parts can yield highly
complex structures and behaviors. Evolution Theory is based on the concept that
natural systems will have flaws in their continuous attempts at adapting to the
environment, and the way nature handles these flaws is the wiping out of weaker
systems through competition. Because of the thousands of years required for us to
study whether “survival of the fittest” is truly a valid theory, the use of human
organizational systems to study breakdown due to flaws is perhaps more practical.
Human beings in organizations are highly reactive and adaptive. Therefore, changes
that occur on the order of days/months/years can sometimes mimic changes in
natural systems.
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Using human organizational systems to study how systems break due to flaws
yields a set of mechanisms connected with adaptive behavior, as shown in
Fig. 3.11. These flaws are all shaped by individual personnel within an organization
seeking to manipulate their positions and responsibilities in the organization for
personal gains. The misalignment between personal agendas and the mission of the
system then creates flaws. Obvious personal agendas include: (1) avoiding of work;
(2) pursuing authority and power; (3) increasing financial gains; (4) protecting job
security; (5) competing with colleagues; and (6) hiding incompetence as well as
mistakes. These agendas are mere motivations. What creates flaws in the system are
the mechanisms used to fulfill these agendas. Once a system is formed with one,
some, or all these mechanisms in effect, then system breakdown is nearly assured.
There is no need for the system to decay over time, and no need for stress to be
applied.
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3.7.1 Breakdown from Unclear Chain of Command

What should be the most obvious flaw in an organizational system is an unclear
chain of command. Conflicting or confusing chains of command can emerge when
people are pursuing authority or when matrix organizations are established to allow
for relationship changes in determining authority. Unfortunately, in these activities,
a great deal of subterfuge could exist to hide the flaws in the system and give the
pretense of a clear command and control structure for the system.

In the pursuit of authority, two people or groups vying for command could end
up dividing the allegiances within the organization. Some political systems allow
for a separation of authorities along with the requirement for collaboration. When
the separation is unclear, and when the process for collaboration breaks down, the
system can easily enter into gridlock and failure. Even when the system forces one
side to officially have command authority, the opposing side could marginally
comply with commands and undermine the instruments of control. Competing
activities can be hidden from system operations, and these hidden activities can
cause dramatic decreases in system performance. In the Middle East and elsewhere
in the world, country boundaries have been established by colonial powers to cut
across traditional ethnic regions, thus creating countries with competing ethnic
populations [39]. Regardless of whether this was done intentionally or uninten-
tionally, an argument can be made that these systems were formed to break down.
All the conflicts that have stemmed from such organizations seem to give some
credence to this consideration.

In matrix organizations, authority is organized along horizontal groups, such as
by regions, and vertical groups, such as by functional areas. Depending on the
nature of each new endeavor, either a horizontal or a vertical leader could take
control. For example, if a company wants to launch a product across the world, then
the executive in charge of the product might gain the highest authority. That
executive would then work with company executives in charge of sales in each
region. Alternatively, if a company wants to expand into a new region, then the
executive in charge of that region might gain the highest authority. That executive
would then work with company executives in charge of specific products to bring
those products into a region. This process of shifting authority could work in
principle. However, flaws in the system will exist when there are situations that
encourage competition for credit or a race to place blame. In the case of launching a
company product, the executive in charge of the largest regional market might
contest the authority of the productive executive, and the product executive might
blame a lack of cooperation on the regional executive. In the case of regional
expansion, the product executive of the most successful product might contest the
authority of the regional executive, and the regional executive might blame the lack
of market growth on the productive executive. Once the blaming starts, the system
is on a slippery path to breaking down due to flaws.
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3.7.2 Breakdown from Unnecessary Elements in Hierarchy

In the command and control of a large organization, authority is often delegated
along a hierarchical management structure where each subordinate level is con-
cerned about understanding the commands from higher levels and translating this
understanding into more detailed commands for lower levels. This hierarchy per-
mits control down to every specific action taken by people within the organization
but does not require the top commander/leader to oversee thousands of actions. The
existence of a command and control hierarchy does encourage exploitation by
people who either crave status within the organization or want to find a hiding place
through falsely justified responsibilities. The results of such exploitation could yield
flaws in the system that will force the system to break down.

The potential flaw of people seeking status and power within a hierarchy is that
such people might try to inappropriately insert themselves into the hierarchy or to
unnecessarily make sure that they are not at the lowest level. An inappropriate
position within a hierarchy is one in which a passing of commands to and from the
person is not required to translate strategic direction to specific actions. Levels in
the hierarchy exist to decompose commands by groups and subgroups. For
example, the president of a global company could command the company to
increase sales by 10 %. The regional vice presidents would then develop strategies
for local managers who would then determine tasks for employees. Now suppose a
local manager wants more status and inserts him or herself above other managers.
This creates a pass-through and a potential barrier between the vice president and
the other managers. At best, such a flaw in the system leads to delays and inac-
curacies for passing commands. More likely, however, the rogue manager will
manipulate the commands received from the vice president to control other man-
agers and advance personal agenda. As there is no proper role for the rogue
manager, manipulation of commands is often the only way for him or her to justify
the fake position. One person behaving in this opportunistic way will probably not
bring down the system. However, the system will collapse if this behavior is
profitable and spreads among the self-centered and ambitious.

When people are fighting not to be at the lowest level of a hierarchy, they might
be tempted to create artificial layers of subordinates below them. A person who can
perform a task might find a way to justify why the task should be performed by
several people. If those subordinates think the same way and figure out how to
further delegate, then an unnecessary pyramid begins to form. Just a few extra
layers in a hierarchy can add a great deal of burden upon a system. People in
hierarchies with well-defined connectivity of responsibilities cannot create many
artificial layers. However, some hierarchies in growing systems can have more and
more unnecessary layers established in the process of growth. In a massive system
about to collapse from excess management weight, one might find that, for every
logical level of management, there are two or more layers of authority. These excess
layers consume resources, slow down the reaction time of the system, and resist
change. However, the solution cannot always be by flattening the management
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structure through brute force. Instead, natural system layers should be discovered
and ways to select and converge managers to those layers must be formulated. In
many cases, the system will run out of resources and collapse from the unnecessary
weight.

So far, I have talked about unnecessary elements due to personal ambition.
However, people can also make themselves unnecessary by avoiding responsibil-
ities. Then, their positions in hierarchies become hiding places. For example, a
manager might have real responsibilities to oversee subordinates but chooses
instead to be a mere figurehead. A person might find a way to define a position not
for status but for the legitimization of having no responsibilities. Having no
responsibilities might not harm the system unless the system has to support these
positions. Support includes drawing finances, consuming resources, tying up
communications, and complicating processes. If people all start to evade respon-
sibilities and hide within hierarchies, the system will fail. Large companies with
complex management structures fight this force every day and often end up being
defeated by smaller innovative companies with a take-responsibility culture.

3.7.3 Breakdown from Unnecessary Relationships

We have explored flaws based on confusion in the management structure and
unnecessary burdens in the command and control hierarchy. Unfortunately, flaws in
an organizational system can start with any person seeking to change his or her
relationships within the organization. Most organizations require people with
specific roles and responsibilities to communicate and coordinate with other people
to form an integrated process. In organizations that do not have to respond to
changing operating conditions, the relationships between people can be clearly
constrained through standard operating procedures. For example, person A on the
assembly line will give a completed item for person B to install within every X
minutes. If the speed of the assembly needs to adapt to situational demands, then
the procedures must more flexibly allow for management guidance. If person A
must at times change the construction of an item and give to person C, then even
more flexibility must be allowed.

The risk of flexibility in systems with people/parts that can adapt is the
self-generation of unnecessary relationships. We see this phenomenon with the
availability of computer-based document and meeting management tools.
Documents that once only required a few people to review and approve are sud-
denly sent to over a dozen people. Meetings that once were held between a few
people suddenly have many additional virtual attendees. This growth of relation-
ships serves people’s self-interest by distributing accountability and diluting blame
if mistakes are made. At the same time, more people can share in the recognition
when efforts are successful. Therefore, workers in many cases all like expanded
relationships.
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I do believe that groups can achieve many great things and that computer tools
have facilitated the exchange of ideas as well as the coordination of actions. Even
more eyes on activities can help to identify critical mistakes before major impact. In
the context of how systems break, these benefits make it more difficult for us to
identify unnecessary relationships in the system. At what point does the number of
involved people cause those who should taken responsibility to be careless? At
what point in the size of collaboration groups do people start to build outputs based
on consensus and the least common denominator? These are serious flaws in a
system, and the effectiveness of organizations in the computer and network age is
still a grand experiment. Organizations with established global processes have taken
great advantage of expanded relationships. However, very little data has been
collected on the flaws presented.

3.7.4 Breakdown from Dead Weight Carried by Group

I have already noted that the command and control structure of a human organi-
zation can be burdened by unnecessary elements. A more observable flaw in the
system is having entire sections as dead weight. These sections could have at one
time been useful within the organization. If so, the changing processes of the
organization and/or advances in technology have caused them to be left without
roles. Business forces within companies will often drive out employees whose roles
of have disappeared. However, powerful unions can delay business forces and
adjustments of salaries to align with market conditions. In governmental organi-
zations and institutions, the force of bureaucracy can also delay the elimination of
dead weight. Two artificial rationales for keeping people whose roles have disap-
peared within an organization are: (1) the mass of people is too heavy to cast out;
and (2) the class of people is too integrated to cast out.

For example, skilled machine operators in a factory might band together to
oppose being laid off when robot assembly systems are installed. Individually, the
workers can be eliminated as robots are transitioned in. However, as a group, the
workers can threaten to disrupt the transition process unless a bargain is reached.
The bargain might allow the workers to be retrained for other functions in the
organization, or the bargain might create a tragic systemic flaw where the rest of the
organization must carry a set of workers with no defined responsibilities. The
organization will continue to carry this weight until it gradually breaks down
because, somehow, it has determined that a total separation is too unstable.

As another example, a group of senior professionals in an organization might
have capabilities that are outdated compared with those of younger graduates.
However, these senior professionals are in positions where they can cause serious
disruptions if they were to be removed. They could refuse to pass organizational
knowledge to their replacements. They could give trade secrets to competitors.
They could alter processes to cause failures after they leave. Thus, despite that
organization’s need for better capabilities, the threat and fear of disruption hinder
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the elimination of dead weight. Instead, organizations might consume excess
resources to hire younger graduates as additional workforce. These additional
employees will, however, face internal opposition from those senior professionals
who have outdated capabilities. In some cases, the number of seniors in organi-
zations will grow over time as many resist retirement and layoff attempts.
Organizations have collapsed under this critical flaw in the system. And so, dead
weight in the system is a mechanism for how systems break.

3.7.5 Breakdown from Parts on Own Detached Paths

Some systems are composed of parts tightly linked together, and some systems
allow parties to be highly independent when interacting with one another. But
again, systems are, by definition, parts working together. When a part does not
work with other parts in the system and follow its own path, that flawed behavior
will interfere with the activities of other parts and create a gap in the system process
if that part had critical responsibilities. The ways in which a part can become
detached from the associations and activities of the system include: (1) inability to
keep up with the changes in the system; (2) inability to truly satisfy its intended
role; (3) individual agendas requiring detachment; (4) external forces triggering
detachment; and (5) rejection by other parts in the system. These ways and their
mechanisms of breakdown can also be illustrated with human organizations.

In military structures entering the battlefield, individual soldiers can often
become detached from their units both geographically and in planned actions. This
detachment is typically defined by a loss of communications, uncertainty about
physical location and orientation, and confusion regarding the intent of the com-
mander. Yet, the soldiers may feel compelled to act in the heat of battle. This need
to act and need to fend for self-survival can lead soldiers to fire accidentally on
friendly troops, give away situational details to the enemy, interfere with the
maneuver of own troops, and be captured by the enemy to be used as leverage.
Thus, military systems that cannot maintain control of all its units and parts during
the chaos of battle will have a critical flaw. Systems that might lose communica-
tions should instill soldiers with preset strategies and instructions for maneuver and
attack.

In organizations with members who are not qualified, the members might try to
create a set of activities just so that they will look like they are a part of the system.
In the meantime, work that should be done by the members is not done. System
performance will then drop if the management does not have a good way to filter
effective work from pointless busy work.

A person in an organization might want to detach from the rest of the system to
satisfy a personal agenda. If the person feels betrayed but still needs what the
organization provides, then he or she might continue on in a detached manner. If the
person has a personal life issue such as death in the family or divorce, then he or
she, too, might continue on in a detached manner. Detached people can still perform
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organizational functions. At a reduced level of concentration and energy, however,
the work quality and error rates of these people must be questioned.

Some parts in a system might be forced out by external forces. When the
associations in an organization become too complex or dynamic, people who
cannot keep up might start to fake their associations and secretly detach. The types
of associations that are easy to fake are paper work, which can be filled out quickly
and poorly, requests that can be granted without proper consideration, and obser-
vations that are not really made. Any of these fake associations could result in
performance errors that break down the system.

Finally, a person might be rejected by other people in his or her organization,
even though his or her services are of critical need. When a system is formed of
people, all its parts may not act in the best interest of the system. Many organi-
zations officially ban acts of discrimination based on race, gender, age, and ori-
entation. However, isolation from the primary group of organizational coworkers
can still occur. The isolated person might remain remarkably dedicated to the
organization, but his or her effectiveness will be reduced without the ability to
collaborate. This critical flaw in the system has been recognized in many modern
societies. Yet, discrimination was still historically condoned in many societies, such
as in the United States and South Africa. This changed with events such as the Civil
Rights Movement of the 1960s and Abolishment of Apartheid in 1994.

3.7.6 Breakdown from Parts on Evasive no Purpose Path

The corollary of parts being separated from a system is parts evading integration
with a system. In an organization, a member’s role, capabilities, and/or knowledge
may be recognized by others in the organization. However, attempts at working
with the member and leveraging his or her skills have failed because the member
does not want to be a part of the organization. This can happen with members who
have been forced into service or with members who are forced to stay in an
organization. The most apparent example of forced service is perhaps captured
enemy scientists. Unless they have been successfully motivated, these intellectuals
can produce all manner of falsely credible work that deceptively pushes the orga-
nization off track. In the same manner, many slaves will do as much as possible to
evade their intended roles in the organization. While the minimal performance of a
single slave might be acceptable, the commitment by all slaves to evade respon-
sibilities will break down the organization. Historically, the attempts to enslave
some groups, such as the American Indians, have failed because they would rather
evade and resist to the point of annihilation than being enslaved.

The most apparent example of members forced to stay in an organization is
perhaps people who signed commitment letters or contracts but later regretted the
decision. These people could be corporate executives during a business buyout,
entertainers for a set number of engagements, and soldiers deployed to combat
zones. In all these cases, the regretful people will try to minimally satisfy their
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obligations but evade truly meaningful integration with the organization. Minimal
satisfaction might be acceptable in some cases but could be a problem if the
organization is undergoing high dynamic stresses. For example, companies in
highly competitive environments do not want executives who are not focused on
the competition. Entertainment industries with very selective audiences do not want
entertainers who are not focused on courting the paying customers. And military
forces in high threat areas do not want soldiers who are focused only on
self-survival and getting home. These parts will create critical flaws in the system,
and the evasive path of these parts does not even have to be completely without
purpose. The system might break simply because the paths of critical parts are not
aligned to the right purpose.

3.7.7 Breakdown from Parts Self-Determining Actions

The final mechanism of system breakdown that I will propose is the insidious flaw
of parts in a system determining actions without synchronizing with the rest of the
system. In complex organizations, we want people to have initiative and proactively
identify problems, find solutions, and act in ways that improve the overall per-
formance and situation of the organization. Therefore, some level of autonomy
must be granted to organization members depending on their roles and responsi-
bilities in the organization. The risk of flaws in system operations resides in the
misunderstanding of people regarding how they should treat the autonomy and the
inability of the system to monitor plus guard against autonomous behaviors that
exceed acceptable ranges.

When people are given autonomy in an organization, they must have a clear
sense of what observations, assessments, decisions, and actions they are account-
able for, the ranges of actions they can take, and the objectives they are trying to
achieve. These constraints might not help them achieve the best outcomes for the
organization, but they will prevent extremely unacceptable activities short of people
intentionally acting in opposition to the organization. If these constraints are not
established, people with autonomy might overreact to situations, act against events
beyond their sphere of official responsibility, be apathetic against pressing issues,
and act on issues and opportunities already being addressed by other members of
the organization. When situations are tense, such as two armies pointing guns at one
another, a member/soldier overreacting to perceptions and acting prematurely has
started wars. In banking companies, a financial manager exceeding his or her
delegated authority in monetary transactions could cause regulatory violations that
lead to heavy fines and perhaps personal jail time. In government organizations,
civil servants will often be apathetic about being proactive because their jobs are
only threatened by severe mistakes. If one does not act, then one cannot be blamed
for actions. In sales-driven companies with heavy personal bonuses, multiple
employees could go after the same richest opportunities. Internal conflicts have
emerged out of greed that puts the company in a bad light. These short examples
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show that autonomy or freedom requires constraints. Systems with unconstrained
freedom for their parts will have flaws that lead to breakdown.

A system with constraints upon freedom must have ways to monitor and enforce
those constraints. In democratic societies where freedom is the highest, monitoring
of people’s behaviors includes police patrols, cameras in urban areas, financial
audits of personal taxes and companies transactions, filters in social media net-
works, and screening through worker tests. Then, to discourage behaviors that will
harm other people and the societal system in general, there are varying types of
punishments, which include fines, community service, imprisonment, and execu-
tions. The vast number of people in the United States who are in prison, nearly 1 %
of the population, raises the question of whether current techniques are successful at
preventing the system from breaking down [40]. Further, the need to deter the most
serious infractions on social constraints in the US has sustained the practice of
capital punishment. The idea that a system must kill its parts to maintain order
reflects the seriousness and consequences of freedom. Yet despite these attempts at
constraining behavior, the flaws in human society in the form of major crimes have
endured. So human society as a system might yet one day collapse on its own not
due to wars, growth, or even decay but due to flaws.
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Chapter 4
The Systems Analyst

Abstract The concluding chapter provides a summary of the challenges and great
opportunities in systems analysis. It humbly describes the magnitude of the disci-
pline and recognizes that there are other ways to organize a conceptual framework
for studying systems. Finally, the burden of seeing beyond the range of current data
and the constraints of current schools of thought is passed to the reader.

My hope is that systems analysis will one day be taught as a primary subject like
math or physics. In this manner, professionals across many fields will gain new
perspectives and new tools for confronting their challenges. The world will still
need dedicated systems researchers just like the world still needs mathematicians
and physicists. However, the popularization of this mysterious discipline will help
overcome the first barrier in systems studies. To elaborate, I deeply believe that the
current contribution of systems studies is limited by the knowledge gap between
systems analysts who do not have an in-depth understanding of specific subjects
and subject matter experts who do not have enough understanding of systems
analysis to see its benefits. This barrier is being taken down on a case-by-case level
through systems researchers who are willing to spend time studying other disci-
plines and through experts in select fields who are willing to take the risk of trying
systems-analysis methodologies. Cross-disciplinary teams have formed, and the
broader contributions of systems analysis are being realized. However, some fields
and some experts are still committed to disciplinary stovepipes, traditional
methodologies, and rigorous credentials for research participation.

The stove piping of disciplines is the second barrier for systems researchers who
want to solve problems in various fields. In research communities, where
advancements have been slow and in research communities where there are con-
tending schools of thought, great institutions have formed to protect the established
paths of research and career advancement. I will not name fields and topic matters
out of respect. However, it is not difficult to identify select fields where those who
control the research funding within government and foundations subtly require
proposals to be from recognizable research groups and principal investigators to
have studied and received degrees from specific institutions and professors. These
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standards typically carryover to the peer-review processes for journals where
specific groups of peers will only recommend manuscripts from researchers and
research activities they recognize. Even in a blind review process, it is not difficult
to recognize the affiliation of the authors by checking the selected references and by
tracing the topic matter.

This protective mentality in fields with contending schools of thought have
progressed to such extremes that dedicated journals have emerged to cater to
specific research groups, in essence declaring to the scientific community that the
journal only cares about scientific advances if they agree with the journal’s theories
and philosophies. Those in the field who can advance the current path by 10 % are
applauded. Those who might transform the field and create new paths are blocked.
Why would some experts want to block breakthroughs that will over turn the
foundational theories? I can propose two reasons. The breakthroughs have been so
slow in coming that the existing experts have based their careers on the current
theories and research paths instead of on the broad potentials of their field. And the
promises of additional opportunities after the overturning of current theories are so
uncertain that existing experts cannot see how they will fit into the new path.
Ironically, I can delve deeper and use systems analysis to explain how some
research communities might resist theories and discoveries gained through systems
analysis.

This book, however, is not written to criticize those who reject the systems
research journey but to celebrate the potential of those who are willing to charge
forward. If we lack knowledge about the subjects to which we want to conduct
systems analysis, the World Wide Web is filled with information to help us learn
and conduct research. If we are blocked from presenting systems research findings,
new interdisciplinary journals are emerging to challenge closed communities. I truly
believe that we are heading toward a golden age of learning where great discoveries
can be made not just by the academic elite but also by the inquisitive students.

Therefore, the last barrier I want to discuss is that of our own hesitation. This
hesitation stems from how many of us are taught to pursue the possible. In the case
of systems research, we look for problems where there are available data and
identifiable solution approaches. Sometimes, we back away from asking the hard
question of what is missing. Data is critical in research but also a logical trap
because every type of system in the world at one time started without being
measured. If we stare only at the available data long enough, we might never see the
hidden systems that have not been measured. We might forget that there are more
things in this world that we do not understand than things that we do understand. So
ask what is not making sense, what has not been explained, and what might be true.
It is difficult to do research without adequate data, but it is not impossible to
conduct systems analysis. Even when there is not enough data to defend a theory,
systems analysis can yield conceptual models that introduce possibilities.
Possibilities can lead to new ways to discover and measure potential systems, and
possibilities can lead to new reference frames for measuring known systems.

I end with the affirmation that I am humbled by the world of systems and
the declaration that what I write by no means capture all that is systems analysis.
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The methodologies of systems analysis are ever advancing. The number and quality
of system models are changing the world of knowledge. And the capabilities of
systems researchers far exceed my ability to understand. I spoke of challenges and
great opportunities, but systems thinking is sometimes just a new way of see
everything in our daily lives. When we are trying to understand situations and when
we are making decisions, systems analysis can help show us all the interrelation-
ships and all the potential consequences. For aspiring students, the decision on how
far to push the boundaries of systems analysis is yours to make. There is much to be
done in fields that already rely heavily upon systems research. There are teams to
join, problems to be solved, and gains to be made. I wish you all success and many
years of exciting analysis.
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