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Foreword

Cyber-Physical Systems for Production Technology

It seems world-famed engineer and inventor Nikola Tesla already predicted the
mobile phone about a hundred years ago when he said:

When wireless is perfectly applied, the whole earth will be converted into a huge brain,
which in fact it is, all things being particles of a real and rhythmic whole. A man will be
able to carry one in his vest pocket. (Nikola Tesla, 1926)

He had already foreseen that if we could gather all the information in the world,
we would indeed get very different insights on how processes are running. And this
is exactly the vision of the Internet of Things (IOT) and cyber-physical systems
(CPS): Networking everything to facilitate access and enhance performance. The
term “cyber-physical system” emerged around 2006, when it was coined by Helen
Gill at the National Science Foundation in the USA. She associated the term
“cyber” to such systems, which are used for discrete processing and communication
of information, while with “physical” the natural man-made technical systems are
meant which operate continuously.

Cyber-physical systems are physical, biological, and engineered systems whose operations
are integrated, monitored, and/or controlled by a computational core. Components are
networked at every scale. Computing is deeply embedded into every physical component,
possibly even into materials. The computational core is an embedded system, usually
demands real-time response, and is most often distributed. (Helen Gill, April 2006)

According to Gill, CPSs are therefore systems where virtual and real systems are
linked closely at various levels and the components are networked at every scale.
As an intellectual challenge, CPS is about the infersection, not the union, of the
physical world and the cyberspace.

However, the roots of the term CPS are older and go deeper. It would be more
accurate to view the terms “cyberspace” and “cyber-physical systems” as stemming
from the same root “cybernetics,” rather than viewing one as being derived
from the other. The term “cybernetics” was coined by Norbert Wiener in 1948.

vii
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Wiener—an US mathematician and later Nobel Laureate—had a huge impact on
the development of control systems theory. He described his vision of cybernetics
as the conjunction of control and communication. His notion of control was deeply
rooted in closed-loop feedback, where the control logic is driven by measurements
of physical processes, and in turn drives the physical processes. Even though
Wiener did not use digital computers, the control logic is effectively a computation,
and therefore, cybernetics is the conjunction of physical processes, computation,
and communication.

In the early nineties, US computer scientist Mark Weiser became well known for
his concept of “ubiquitous computing.” He refers to the perception of a compre-
hensive computerization and networking of the world and its many objects. Weiser
paid early attention to the behavioral changes that occur when the environment is
permeated by digital technologies and computing is made to appear anytime and
everywhere. According to his vision, computers will disappear as a single device
and will be replaced by “intelligent objects.” To date, computers and the Internet
are the subject of human attention. The so-called Internet of Things should
imperceptibly support people in their activities with ever getting smaller computers,
without distracting them or even get noticed.

This brings us to the differences of the Internet of Things and cyber-physical
systems. Today, they are more or less synonym. The frontier between CPS and IOT
has not been clearly identified since both concepts have been driven in parallel from
two independent communities, although they have always been closely related.
The US scientists at first used the term “Internet of Things” in 1999, more
specifically Kevin Ashton, at that time an employee at Procter & Gamble. On June
22, 2009, he wrote in the RFID Journal:

If we had computers that knew everything there was to know about things—using data they
gathered without any help from us—we would be able to track and count everything, and
greatly reduce waste, loss and cost. We would know when things needed replacing,
repairing or recalling, and whether they were fresh or past their best. (Kevin Ashton, June
2009)

The IOT represents a major extension of the classic Internet: While the Internet
is limited to the exchange of data and documents of various media types, the IOT
addresses networking with everyday objects. The physical and digital world is
merging. In other words, the intelligence is “embedded”: Systems gain some kind
of intelligence, such as cooperating robots, intelligent infrastructures, or autono-
mous and interconnected cars. They have certain skills to perceive their environ-
ment and communicate with each other, typically via Internet protocols. Thus,
“things” are able to communicate.

This is the vision of these two great concepts—IOT and CPS—and the terms are
in fact mostly interchangeable as long as we discuss their technological basis.
However, the mind-set of the two concepts originates from two different commu-
nities: IOT is driven by computer sciences and Internet technologies, it understands
itself as an extension of the Internet concept, and it focuses on openness and
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networks. CPS is driven by engineering aspects and concentrates on the physical
systems behind, often in a closed-loop system, which now should start to
communicate and cooperate with each other. This difference may be hairsplitting,
but it causes huge differences in the methods applied to understand these upcoming
systems. In particular, they lead to different modeling, control, and steering
paradigms.

In this context, the term “Industry 4.0” was first used in 2011 at the Hannover
Fair in Germany. It embraces a number of contemporary automation, data
exchange, and manufacturing technologies and has been defined as follows:

[...] a collective term for technologies and concepts of value chain organizations which
draws together cyber-physical systems in first article (p. 17 (p3)), the Internet of Things and
the Internet of Services. (Wikipedia on Industry 4.0, May 2016)

Industry 4.0 comprises the fourth industrial revolution driven by the Internet. It
describes technological changes from today’s production technology to cyber-
physical production systems. Production machineries such as welding robots,
conveyor belts, or transportation robots “talk” to each other and cooperate which
ultimately leads to an intelligent smart factory.

Keeping in mind that research and developments on IOT and CPS are still in
their infancies, the editors have compiled a book to address certain perspectives on
specific technological aspects, such as communication networks for cyber-physical
systems, today’s applications and future potential of cyber-physical systems for
agricultural and construction machinery, or approaches from the field of Machine
Learning and Big Data for the Smart Factory.

The idea of this book is to use the opportunities coming along with the digi-
talization and modern networking technologies to record and promote the fourth
industrial revolution in the area of production technology and related fields. The
book documents the first steps of this revolution with a broad selection of different
authors and provides food for thought for the next steps. These networking tech-
nologies are not limited to certain areas, but address broad areas of our society.
Therefore, the editors asked different authors to comment on specific issues, such as
today’s application and future potential of CPS for agricultural and construction
machinery or within wind energy or the impacts of CPS for competence
management.

It is a technological book with interdisciplinary extensions, just because 4.0 will
change everything but will happen with completely different approaches. It is time
to deal intensively with questions of how we intend to exploit this enormous
potential. Which player will be seen in future on the market? Which jobs have a
future? What types and which nations lead the innovation? What does the computer
intelligence mean for business models?

I am impressed by the interdisciplinary nature and the high scientific level of this
book: The international composition of these 27 scientific contributions of US and
European authors is quite outstanding. On the one hand, those two groups agree
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very closely on several of their views on CPS, but on the other hand, there are
different mind-sets driven from different nationalities. Therefore, this collection
is an attempt to close the “gap.” The variety of articles gives excellent insights,
and I hope that the reader will gain as many ideas and inspiration for their research
as I did.

Prof. Dr.-Ing. Dr. h.c. Peter Gohner
Former director of the Institute of Industrial Automation and
Software Engineering at the University of Stuttgart
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Industrial Internet of Things and Cyber
Manufacturing Systems

Sabina Jeschke, Christian Brecher, Tobias Meisen, Denis Ozdemir
and Tim Eschert

1 Introduction

The Internet of Things (IoT) is an information network of physical objects (sensors,
machines, cars, buildings, and other items) that allows interaction and cooperation of
these objects to reach common goals [2]. Applications include among others
transportation, healthcare, smart homes and industrial environments [28]. For the
latter, the term Industrial Internet of Things (IIoT) or just Industrial Internet is
typically used, see e.g. [12]. In this book we will use IIoT synonymously to Industry
4.0 or to the original German term “Industrie 4.0”. The differences between the terms
or initiatives mainly concern stakeholders, geographical focus and representation
[3]. Further, IIoT semantically describes a technology movement, while Industry 4.0
is associated with the expected economic impact. That is to say, IIoT leads to the
Industry 4.0. But considering both as research and innovation initiatives, one will not
find any technology that is claimed by only one of these. For the title, however, we
chose IIoT, because it highlights the idea of networks, which is a cornerstone of
many contributions in this book. Further, this book can be regarded as a
manufacturing-oriented extension to our collected edition on cyber-physical systems
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that contains many foundational topics of IoT [23]. Please note, that in our under-
standing the IIoT not only is the network of the physical objects in industry but also
includes the digital representations of products, processes and factories such as 3D
models or physical behavior models of machines.

In the year 2015, IoT has been declared one of the most hyped technologies [11].
Its industrial applications, i.e. IloT, were even the focus of the World Economic
Forum 2016 (Slogan: Mastering the Fourth Industrial Revolution). But critical
voices are gaining weight. A recent edition of “Handelsblatt” (Germany’s largest
business newspaper) that was titled “The efficiency lie” [21] and the new book by
the economist Robert Gordon argue that the expected productivity growth from
digitalization is small compared to the preceding industrial revolutions are just two
examples of this counter movement [14].

In the light of these critical voices it is even more important to analyze where
real value can be gained from IIoT in terms of time, flexibility, reliability, cost, and
quality. Therefore, we and the other editors are pleased to present many contri-
butions with specific manufacturing applications and use cases in this book. But
beyond these concrete scenarios we want to convey the vision of cognitive
self-optimizing production networks enabling rapid product innovation, highly
individual products and synchronized resource consumption. Therefore, the con-
tributions of this book and the results of the large research initiatives associated
with IIoT and Industry 4.0 represent a first step towards these results.

To guide the reader through the book, we will first give a short overview on the
history and foundations of IIoT and define the key-terms of this book. Subse-
quently, the reader may find our overview on global research initiatives helpful for
understanding the contributions of this book in the international context. The reader
will find slightly different definitions of the key terms throughout the chapters of
this book due to these different initiatives. But to give some orientation to the
reader, the last part provides a brief summary of the chapters of this book con-
sidering the challenges, solutions and forecasts for IIoT.

2 Foundations of the Industrial Internet of Things
and Cyber Manufacturing Systems

IIoT has grown from a variety of technologies and their interconnections. In
manufacturing, the first attempts to create a network of “things” date back to the
1970s and were summarized with the term “Computer-Integrated Manufacturing”
(CIM). Although the ideas of CIM are now approximately 40 years old, most
challenges are still prevailing today, e.g. the integration of managerial and engi-
neering processes and the realization of flexible and highly autonomous automation.
However, in the 1990s—with the rise of Lean Production—excessive IT solutions
were increasingly regarded as inefficient and many CIM projects as a failure. In
retrospective, the early disappointments can be traced back to the reason that
technology and people were not ready to successfully implement the ideas, e.g.
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Immature IT and communication infrastructure

Lack of computational power

Lack of data storage capacity

Limited connectivity and data transfer rates

Missing openness of software tools and formats for data exchange.

Moreover, the CIM movement reached its peak before the great breakthrough of
the internet between the mid-1990s and the first years of the new millennium. Now,
it is difficult to imagine a world without the internet. However, in the 1980s it was
difficult to convey the idea of ubiquitous connectivity. In retrospective, it was
almost impossible to realize information exchange on a broad scale within the
factory at a time when the rest of the world was mostly not digitally connected.

While CIM was focusing on solutions for the shop floor, Product Data Man-
agement (PDM) has been established as a new approach to design networks within
engineering departments connecting product data and people. In contrast to CIM,
PDM was less a technology push, but originated from the limits of handling large
amounts of product data with simple file based systems. Functions like product
configuration, workflows, revisions, or authorization are now indispensable for
engineering departments in large enterprises and are increasingly important for
medium-sized companies. With Product Lifecycle Management (PLM) the network
idea is taken further, considering consistent data management as an objective for the
whole lifecycle [8]. In this context, PDM is usually regarded as the backbone of
PLM, providing interfaces to different applications during the lifecycle such as
production and service. Therefore, PDM and PLM are also a prerequisite for IIoT:
The industrial “things” require product data as a basis for a meaningful commu-
nication, e.g. for comparing measurement data to the initially specified requirements
associated with the product.

From the perspective of factory planning and operation, the Digital Factory aims
to integrate data, models, processes, and software tools [17, 25]. Therefore, the
Digital Factory is a comprehensive model of the real factory that can be used for
communication, simulation and optimization during its life cycle. Software prod-
ucts in the domain of the Digital Factory typically come with different modules
enabling functions such as material flow simulation, robot programming and virtual
commissioning. In the context of IloT, the Digital Factory can be regarded as the
complement to PLM. While PLM aims to integrate data along the product life
cycle, the Digital Factory comprises the data of production resources and processes.
For the IIoT both are necessary, high-fidelity models of the product and its pro-
duction, see Fig. 1.

While PLM and the Digital Factory contribute to the data backbone of the IIoT,
many ideas of designing the hardware for IIoT can be traced back to the idea of
mechatronics and Cyber-Physical Systems (CPS). Mechatronics is typically defined
as the discipline that integrates mechanics, electronics and information technology
[25]. As the term “mechatronics” indicates by its first syllable, the discipline can be
regarded as an extension of mechanics and many of the stakeholders have a
background in mechanical engineering. In contrast, the name Cyber-Physical
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Network of real things

N - TN

Industrial Internet of Things From model

to action
PLM models L 4 Digital Factory

Network of digital models

From data
to model

Fig. 1 IIoT as the network of real things and their digital counterparts

Systems has been established by researchers from computer science and software
engineering. NASA defines CPS as an “emerging class of physical systems that
exhibit complex patterns of behavior due to highly capable embedded software
components” [22]. A similar definition is used in the roadmap project CyPhERS:
“A CPS consists of computation, communication and control components tightly
combined with physical processes of different nature, e.g., mechanical, electrical,
and chemical” [6]. The latter definition could also be associated with mechatronic
systems and indeed, the terms “mechatronics” and CPS are often used inter-
changeably, especially in the domains of automation and transport. However, the
underlying “engineering philosophy” is usually different. While “mechatronics”
implies that there is a physical system in the focus with a software grade-up, CPS
indicates that the largest part of added-value is based on software and that the
hardware-part is a special challenge for software engineering due to spatiotemporal
interaction with the physical environment. Further, a CPS is characterized by the
communication between subsystems that is not necessarily part of mechatronics. In
this context, the CPS can be characterized as a networked system and usually the
network connotation is implicitly included in the term CPS, e.g. by definitions like:
CPS comprise “embedded computers and networks [that] monitor and control the
physical processes [...]” [18]. Taking the network idea further, CPS can be consid-
ered as “loT-enabled” [9], where [oT implies that the subsystems are connected to the
internet and therefore part of an open system with a vast number of nodes. Due to their
network characteristic, CPS require a larger theoretical foundation than mechatronic
systems. While the former can typically be described by the means of multi-physical
modeling and control theory, the theory of the latter includes, amongst others,
mechatronics, network technology, collaboration methods, cyber security, data
analytics, artificial intelligence and human machine interaction. For a summary on the
theory and applications of CPS we refer the collected edition of Song et al. [23] and
especially to the corresponding introduction by Torngren et al. [24].
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* Visualization

+ Knowledge Management

* Work Organization

Fig. 2 Theoretical foundations of cyber manufacturing and IIoT

In the context of manufacturing, Cyber Manufacturing Systems (CMS) and IloT
denote the respective industrial counterparts of CPS and IoT. CMS or
Cyber-Physical Production Systems (CPPS) are therefore advanced mechatronic
production systems that gain their intelligence by their connectivity to the IIoT.
Therefore, CMS cannot be considered without IIoT and vice versa. Typically, when
one concept is mentioned, the other concept is implicitly included, as in the defi-
nition by Lee et al. [19]:

“Cyber Manufacturing is a transformative concept that involves the translation of data from
interconnected systems into predictive and prescriptive operations to achieve resilient
performance”.

Overall, CMS and IIoT are not individual technologies with a closed theory
framework, but rather an interdisciplinary blend from the domains of production,
computer science, mechatronics, communication technology and ergonomics, see
Fig. 2. Applications of some general theories, however, can be found across all of
the disciplines. Systems theory and cybernetics can be seen as the most general
approach to describe the interaction between different people and things with the
aim to design cybernetic feedback loops that lead to self-optimizing and robust
behavior. To understand, predict, and optimize the system behavior it is a common
approach to build models that can simulate the system dynamics. Further, system
design includes creative action that can generally be put into the framework of
design theory, e.g. design thinking. These general theories can be considered as the
“glue” for the individual domains that enables to leverage the synergy between
them.
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3 Potentials and Challenges

Currently, most studies agree that [IoT and CMS as promoted in initiatives such as
Industry 4.0 will have a great economic impact. For example, a recent survey by
PwC, a consultancy, concludes that the future global cost and efficiency gains by
Industry 4.0 will exceed 400 bn. Dollars annually [13]. Countries with a large
industry sector such as Germany, where industry has a 30 % share of GDP and
employs 25 % of the labor force [4], are challenged by digitalization as the suc-
cessful transformation to IIoT and CMS is likely to determine the future economic
success of the whole economy. This transformation is especially crucial for the
sector of machinery and equipment manufacturing as an enabler for other industry
sectors. A recent article in the Economist put the challenge in a nutshell by asking
“Does Deutschland do digital?”, suggesting Germany should withdraw the reser-
vations on platforms and data sharing and should change its corporate culture
towards risk-taking and its approach to software engineering towards higher
user-friendliness [7].

The transformation to Industry 4.0 is of course no end in itself, but it must lead
to greater resource efficiency, shorter time-to-market, higher-value products and
new services. More specifically, applications and potential benefits include:

o Intelligent automation that makes small batch sizes down to batch size one
feasible because programming and commissioning efforts become negligible
High-resolution production that improves predictability and cost transparency
Intelligent production planning that improves the adherence to delivery dates
and reduces costs and throughput times

e Predictive maintenance and automatic fault detection leading to a higher overall
equipment effectiveness and a reduction of maintenance costs

e Intelligent process control aiming for zero waste, low tooling costs, minimal
resource consumption and short running-in and production times
Reconfigurability that enables quick scale-up and change management
Human-machine interaction leading to higher labour productivity and improved
ergonomics

e Feedback from production to engineering that improves the production systems
of the next generation

e Implementation of new business models that leverage the seamless pipeline
from customer requirements to product delivery and service

While CPS and IIoT generally have a broad field of application, as shown by the
application matrix in Chap. “An Application Map for Industrial Cyber-Physical
Systems”, the approaches from other fields such as healthcare, transport or energy
are not directly transferable. The specific points of CMS and IIoT include:

Integration from factories to machines and their components
Life-cycle integration of products and production resources
Heterogeneous production infrastructure from different suppliers
Implementation of new systems into systems of existing machinery
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e Spatio-temporal relationships between objects in the system
e Broad field of manufacturing technologies
e Humans in versatile operating conditions

Generally, both CMS and IIoT can be regarded as complex systems of systems.
Hence, there is not just one technological basis to build such systems, which results
in a first challenge: the technological basis and suitable architectures.

A further major challenge is the specification of a generally accepted, extensible
infrastructure or architectural pattern that supports, on the one hand, a variety of
sensors, actuators, and other hardware and software systems, while on the other
hand the complexity of the system has to remain manageable. Such a networked
system contains on a small scale a sensor device, but also management or planning
systems that give access to enterprise information (e.g. highly aggregated key
performance indicators like the overall equipment effectiveness or a bulk of
information like the stock of components, parts, and products). In order to manage
the various systems and to provide a way to satisfy the information demands,
researchers as well as industrials have introduced several pseudo-standardized
architectural system patterns in the past. In the field of automation, exemplarily, the
well-known automation pyramid or the more advanced automation-diabolo, [27]
represent such architectural patterns. With the introduction of CMS and IIoT in
automation, these well-structured and task-oriented patterns resolve. As shown in
Fig. 3, the classical automation pyramid will be gradually replaced with networked,
decentralized organized and (semi-)automated services [26]. Subsequently, new

locally/globally linked
static/dynamic
3 data and services

Fig. 3 Gradually replacement of the classical automation pyramid [26]
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modeling and design techniques will be required for these networked structures that
monitor and control physical production and manufacturing processes.

The evolving infrastructures of CMS and IIoT raise new challenges regarding
communication (respectively information exchange). A transparent and adaptive
communication is necessary to guarantee real-time delivery of information,
robustness and other aspects of Quality-of-Service. Furthermore, such a decen-
tralized system needs a higher level of automation regarding self-management and
maintenance. Artificial intelligence and analytics need to be established to facilitate
the aforementioned self-management and diagnosis capabilities. Besides, new
optimization potentials can be revealed by making use of enormous amounts of
gathered data.

Last, human-machine-interfaces have to be adapted reflecting the increasing
complexity of these systems. It is necessary that the system ensures a timely and
correct display of necessary information. Otherwise, the mass of information cannot
be handled by the human worker and decisions cannot be made in time. The manner
in which humans interact with the system changes—from human centered control,
to an equivalent interaction, in which the cognitive capabilities of the human
become central, resulting at least to an evolution of workforce.

4 Major Research Initiatives

To leverage the expected potentials of CMS and IIoT by meeting the aforemen-
tioned challenges, major research initiatives have been started across the globe. We
want to give a brief summary:

(1) In Germany, major industry associations form the “Plattform Industrie 4.0”
that conducts research, advocates for standardization, and coordinates tech-
nology transfer and communication between research and industry. Addi-
tionally, the topics of CPPS and IIoT are part of major research and innovation
projects such as the Leading-Edge Cluster it’'s OWL or the Cluster of
Excellence “Integrative Production Technology for High-wage Countries™ at
RWTH Aachen University.

(2) The United States follow a more data-driven approach, mainly led by the
“Industrial Internet Consortium (IIC)” and the “National Institute of Standards
and Technology (NIST)”, the regulation agency tasked with coordinating the
National Network for Manufacturing Innovation (NNMI).

(3) In Japan, most research is taking place in private companies, such as Fanuc or
Fujitsu, funded by the “Ministry of Economy, Trade and Industry (METI)”.

(4) The “Ministry of Science and Technology (MoST)” is the coordinator of
China’s high-tech strategy. The challenges China currently faces are different
from the previously mentioned: Currently, China is a low-wage country, but
wages are rising. Environmental pollution is becoming an increasing problem
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but not yet fully recognized. Subsequently, technology is approached at high
speed and with massive availability of capital lead.

(5) Research in South Korea is mainly driven by the Ministry of Trade, Industry
and Energy (MoTIE) and the Ministry of Science, ICT and Future Planning
(MSIP), together with one of Korea’s largest technical universities: Korea
Institute of Industrial Technology (KITECH). Korea is bringing smart man-
ufacturing technologies to implementation, with a focus on safety and under
energy constraints, as energy costs are rising.

(6) The “Ministry of Economic Affairs (MOEA)” is responsible for coordinating
research in Taiwan. “Speed to market” and “Speed to volume” are the
country’s two main challenges. Taiwan’s Foxconn is the world leader in
producing ICT and semiconductors. Moreover, the biggest Taiwanese research
institute in the field, The Industrial Technology Research Institute (ITRI), has
a competence center for industrial research.

Thus, the way high-tech research is approached in different parts of the world is
different and driven by the individual country’s needs. However, a field with the
global potential of the Internet of Things can only succeed if sharing knowledge
and creating global standards become common goals among leaders in politics,
research, and industry.

5 Approaches and Solutions

In this section, we give a short overview of the aforementioned grand challenges
and the approaches and solutions that are discussed in more detail in the remaining
chapters of this book. Thereby, we will extend the list of challenges regarding CMS
and IIoT. However, several more technical (like safety and security aspects) as well
as non-technical challenges (like suitable business models and the societal impact)
exist, but are out of the scope of this book.

5.1 Modeling for CPS and CMS

Model-based design and development of production and manufacturing systems is a
crucial task and has been researched for many years. Still, with the rise of CPS new
challenges evolve. Nowadays, established models and methods cover e.g. different
engineering and software aspects and often impose an early separation between
these aspects. Thereby, modeling refers to a formalized approach facilitating the
specification of the whole system or parts of it, its behavior as well as its structure.
Several modeling tools and tool chains exist from both disciplines engineering as
well as computer science. In the context of CPS and CMS, it is necessary to bring
these solutions together.
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Such integrated tool chains have to cover the different non-functional require-
ments as for example multidisciplinary and collaboration as well as functional
requirements like the realization of hardware and software. Finally, they need to
enable analysis, simulation, testing and implementation of the modelled system.
Gamble et al. [10] provide an overview as well as deeper insights and discuss
ongoing challenges and open research questions in this area.

In this book, modeling of CPS in general and of CMS (or CPPS) in particular is
discussed from three different perspectives:

e An overview on CPS engineering for manufacturing is given in Chap. “Cyber-
physical Systems Engineering for Manufacturing” from the perspective of the
National Institute of Standards and Technology (NIST) in the US. The con-
vergence of different domains poses new and great challenges to standardization
tasks. While there is more or less a globally accepted way of mechanical design,
there is no such standard for systems engineering. With this background, the
article gives an overview on current approaches to system design with special
regards to the activities of NIST.

o In Chap. “Model-Based Engineering of Supervisory Controllers for Cyber-
Physical Systems” the authors discuss the modeling of supervisory controllers
for CPS. Thereby, they describe a supervisory controller as the coordination
component of the behavioral aspects of the CPS. Besides highlighting the steps
of modeling, supervisory control synthesis, simulation-based validation and
visualization, verification, real-time testing, and code generation, the chapter
discusses the benefits of the Compositional Interchange Format language in this
context.

e Chapter “Formal Verification of SystemC-based Cyber Components” deals with
modeling of cyber components. The authors focus on the computation part of
CPS—which they summarize as cyber components. Due to the increasing
complexity of these components, a modeling on a high level of abstraction is
necessary. They provide a new approach that transforms the SystemC model to
C and embeds the Transaction Level Modeling (TLM) property in form of
assertion into the C model. Furthermore, they present a new induction method
for the verification of TLM properties.

e In Chap. “Evaluation Model for Assessment of Cyber-physical Production
Systems” the authors examine how CPPS technology can be assessed regarding
the value-adds. They give answers to the questions: “How to model the various
system characteristics and abilities which are unique to Cyber-Physical Sys-
tems?” and “Which indicators and metrics could be utilized to assess the sys-
tems performances?” As a result, they provide a model of high level description
of Cyber-Physical Technologies.
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5.2 Architectural Design Patterns for CMS and IloT

As pointed out, several pseudo-standardized high-level architectural system patterns
exist for production systems. In addition, other domain-specific best practices have
emerged over the years. But, with the introduction of CMS, these patterns are
questioned. In CPPS, data, services and functions are stored and processed where
they are needed and not according to the levels of the automation pyramid [26].
Hence, new design patterns arise, like service-oriented and cloud-based architec-
tures [5, 15, 20]. For such architectures, design patterns, as pre-verified and reusable
solution to a common problem in CPS, are yet to be identified and defined.
Thereby, especially in the domain of production systems, migration aspects have to
be covered.

In this book, such reusable and proven solutions to architectural questions are
discussed in the following chapters:

e In Chap. “CPS-based Manufacturing with Semantic Object Memories and
Service Orchestration for Industrie 4.0 Applications” the authors present an
approach using Virtual Representation (VR). The basic idea relies on the
attachment of a virtual representation and a storage space, named the digital
object memory, to each physical entity. This digital shadow is furthermore used
by actuators and coordination services to orchestrate the production. Further-
more, the chapter discusses additional elements of Industry 4.0 and points out its
advantages like “plug‘n’ produce”.

e The aspect of integrating robot-based CPS modules into an existing infras-
tructure is discussed in Chap. “Integration of a knowledge database and
machine vision within a robot-based CPS”. Thereby, the chapter covers appli-
cations in various industries (e.g. laundry logistics and assembly tasks). Fur-
thermore, the authors reflect on the integration of technologies such as machine
vision, RFID and physical human-robot interaction. In doing so, they also
explore the possibilities for integration within heterogeneous control systems
based on available standards.

e In Chap. “Interoperability in Smart Automation of Cyber Physical Systems” the
authors examine interoperability on all levels of automation. They present an
approach that is based on semantic technology and standardized, CPS applicable
protocols like OPC UA and DDS. Further, they point out use cases, where the
technology stack has been successfully used.

e Enhancing the resiliency in production facilities by using CPS, is topic of
Chap. “Enhancing resiliency in production facilities through Cyber Physical
Systems”. Therefore, the authors first review the basic concepts of CPS in
factories and their dedicated specificities. By reference to two examples, they
further describe the presented concepts in actual facilities.
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5.3 Communication and Networking

Humans as well as software and hardware systems produce, procure, distribute, and
process data (or, if the needed capabilities are available, information) along a more or
less formalized process. Initial objects of this process are data, which are collected,
processed, stored, and transmitted with—in case of a technical system involve-
ment—the help of information and communication technology. The final objects of
this process are information that the user or another technical system utilize for task
fulfilment or to satisfy the need for information (e.g. to make a decision).

In case of CMS, the decentralized communication and the high number of
networked participants makes an adaptable and flexible information exchange
between the participants necessary. In case new participants are added to the net-
work and others are removed, the information flow still needs to be stable and
reliable. In case mandatory information providers are not available, the system
needs to react autonomously and accordingly. These requirements necessitate new
standardized, extended protocols and network technologies for communication and
networking in CPS. Existing concepts have to be analyzed and critically ques-
tioned. Semantic technologies, artificial intelligence, and context-awareness are
crucial in fulfilling this challenge.

Communication and networking are discussed more detailed in:

o In Chap. “Communication and Networking for the Industrial Internet of Things
”, first the characteristics and requirements of CPS are analysed and categorized.
Second, the authors map the identified categories to existing communication and
networking technologies to discuss the respective technologies in-depth.
Thereby, they focus on their applicability to supporting CPS and shortcomings,
challenges, and current research efforts.

e A similar analysis is performed in Chap. “Communications for Cyber-Physical
Systems”. In contradiction to the previous chapter, this one focusses on the
communication within CPS in Smart Grids. The authors provide different types
of communication networks for CPS that can be encountered at different system
levels. They furthermore give an overview of prominent communication stan-
dards and protocols adopted in these types of CPS networks and identify open
research issues that still need to be addressed.

5.4 Artificial Intelligence and Analytics

The importance of aggregating, processing, and evaluating information increases
drastically in IIoT. Enabling the system to self-optimize the workflow and to
identify errors and maintenance tasks on its own requires advanced analytic
capabilities. Relying on human expertise alone does not work in CPS anymore.
Instead, the system has to perform self-optimization as well as self-diagnosis not
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only based on static and perhaps configurable rules. Instead, these rules have to be
adaptable by the system and according to observation of the system’s states and the
outcome.

Several methods from Machine Learning and Data Mining facilitate such capa-
bilities. The analysis of huge data amounts using these methods, named Big Data
Analytics, has gained a great deal of attention in the past years. The potential, not
only for production scenarios, has been shown in several use cases. CMS and IIoT
increase these potentials. Due to the increased data availability, these algorithms
enable the system to train better models for classification, clustering, and prediction.

Methods of artificial intelligence and analytics that are suitable for CMS and
IIoT as well as use cases, are discussed in:

e Chapter “Manufacturing Cyber-Physical Systems (Industrial Internet of Things)”
describes the implementation of a self-learning CPS in conjunction with a
knowledge database. The authors present an example that shows the planning
and implementation of real physical systems using knowledge storing, complex
algorithms and system structures. The described plant CPS is used for hazardous
material handling, automated opening of dome covers on tank wagons for
petroleum and petrochemical products.

e Chapters “Application of CPS in Machine Tools” and “Going smart—CPPS for
digital production” present CPS applications for machine tools and the corre-
sponding manufacturing processes. The former chapter includes two use cases:
the intelligent chuck for a turning and the intelligent tool for milling operations.
Both use cases comprise new sensor and control technologies based on analytic
functions. The latter chapter focuses CPS applications for process technology on
machine tools. These include, for example, the determination of process
knowledge from indirect measurement signals and the corresponding visual-
ization for the machine operator.

e Chapter “Cyber-Physical System Intelligence” focusses on systems that allow to
automatically schedule, plan, reason, execute, and monitor tasks to accomplish
an efficient production. Typical systems can be roughly divided in three cate-
gories: state machine based controllers, rule-based agents to more formal
approaches like Golog, or planning systems with varying complexity and
modeling requirements. The authors describe several approaches of all these
categories and provide evaluation results from an actual implementation in a
simplified Smart Factory scenario based on a group of adaptive mobile robots in
simulation and real-world experiments.

e In Chap. “Big Data and Machine Learning for the Smart Factory—Solutions for
Condition Monitoring, Diagnosis and Optimization” the application of Big Data
platforms for factories and the modeling of formalisms to capture relevant
system behavior and causalities are discussed. Further, the authors present
Machine Learning algorithms to abstract system observations and give examples
of the use of models for condition monitoring, predictive maintenance, and
diagnosis. Finally, they demonstrate the application of models for the automatic
system optimization.
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e Three main milestones that have been reached in the “CPS for smart factories”
activity are presented in Chap. “Overview of the CPS for Smart Factories
Project: Deep Learning, Knowledge Acquisition, Anomaly Detection and
Intelligent User Interfaces”. First, the authors present their CPS Knowledge
engineering. After that, they discuss their approach to use formal models in test
scenarios to detect anomalies in physical environments. Finally, they illustrate
their model based prediction with anomaly detection algorithm and the corre-
sponding machine learning and real time verification.

e In Chap. “Applying Multi-Objective Optimization Algorithms to a Weaving
Machine as Cyber-Physical Production System” the authors present a
multi-objective self-optimization of weaving processes based on wireless
interfaces of sensor systems and actuators. Thereby, embedded optimization
algorithms enable the weaving machine to decide about optimal parameter
settings autonomously. Furthermore, the weaving machine supports operators in
setting up the process by providing suitable user interfaces.

e The impact of CMS and IIoT on production control and logistics is considered
in Chaps. “Cyber Physical Production Control” and “A Versatile and Scalable
Production Planning and Control System for Small Batch Series”. The first
chapter presents a general concept and first results for Cyber Physical Produc-
tion Control as a means to support decision making on the basis of
high-resolution real-time data. The latter chapter addresses the specific challenge
of small batch sizes and presents results from the SMART FACE project from
which a comprehensive CPS logistics demonstrator evolved.

5.5 Evolution of Workforce
and Human-Machine-Interaction

With the introduction of CMS and IIoT the role of the today’s worker will change.
Competences of the future worker are focused more and more on the human
cognitive capabilities. Hence, the tasks are more critical and cover for example
regulating, supervising, and controlling the manufacturing process. Therefore,
besides the necessity for qualification, the technical systems have to provide suit-
able user interfaces, enabling the user to fulfill these tasks in a proper way.

Furthermore, the interaction between human and machine advances. Collabo-
ration between humans and machines are no more an exception. Instead, they are
working as in close collaboration. These topics are covered in the following
chapters:

e Chapter “CPS and the Worker: Reorientation and Requalification?” discusses
the role of the future manufacturing worker. The authors demonstrate the con-
sequences of a changing manufacturing system and give an approach how the
management of a company can integrate the worker in a different way.
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e In Chap. “Towards User-driven Cyber-Physical Systems—Strategies to support
user intervention in provisioning of information and capabilities of cyber-
physical systems” the goal is to identify challenges related to user-driven and
user-defined Cyber-Physical Systems. Furthermore, the authors outline strate-
gies to solve the identified challenges. Due to that, they describe several
strategies that influence the users handling with CPS technologies.

e The technical and collaborative competency of the future employees are topic in
Chap. “Competence management in the age of Cyber Physical Systems”. The
authors provide a categorization of different types of competency for mastering
the technological and contextual complexity of CPS. In this process, a mea-
surement instrument for these competencies is introduced.

6 A Glance into the Future: Towards Autonomous
Networked Manufacturing Systems

The potentials and challenges of CPPS and CMS have already been discussed in
many publications, talks, and key notes [1, 16, 26]. Nevertheless, a reference
implementation has yet to be realized and several challenges still need to be solved.
But, as depicted in several scenarios in this book, first steps and solutions have been
realized in the past years and there are more to come.

The introduction of CMS and IIoT in the manufacturing environment will be an
evolutionary process that is also triggered by innovations from other domains. In
this context the book provides examples from agricultural machinery Chap. “
Cyber-Physical Systems for agricultural and construction machinery—Current
applications and future potential”, wind energy “Application of CPS within wind
energy—Current implementation and future potential”, and biological tissues in
Chap. “Transfer Printing for Cyber-manufacturing Systems”.

In production context, the evolutionary process will sooner or later lead to
networked manufacturing systems with a high degree of autonomy. Such systems
provide plug and produce as well as self-optimization and self-diagnosis capabili-
ties. They are organized in a decentralized manner, increasing robustness and
adaptability. Due to a high information transparency that has to be reached in future
CMS, the production will be efficient with regards to costs and resources. A flexible
and adaptable production scheduling will be possible, allowing the production of
very small lot sizes.

Building innovation communities that help companies and their employees to
successfully go through this digital transformation will be a key factor for economic
success. In this context chapter “Advanced Manufacturing Innovation Ecosystems:
The Case of Massachusetts” illustrates an economic state analysis and subsequent
recommendations for creating and fostering innovation ecosystems by the case
Massachusetts.
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Beyond these ecosystems, we need to find answers regarding societal implica-

tions as well as legal, security, and safety aspects. Furthermore, the increased
dependability on technology and providers of technological solutions require
established companies to rethink long grown structures.
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An Application Map for Industrial
Cyber-Physical Systems

Sascha Julian Oks, Albrecht Fritzsche and Kathrin M. Moslein

1 An Introduction to Cyber-Physical Systems

Cyber-physical systems are the foundation of many exciting visions and scenarios
of the future: Self driving cars communicating with their surroundings, ambient
assisted living for senior citizens who get automated assistance in case of medical
emergencies and electricity generation and storage oriented at real time demand are
just a few examples of the immense scope of application [11]. The mentioned
examples show that cyber-physical systems are expected to have an impact in
various domains such as: Mobility, healthcare, logistics, industrial production and
further more. This comes along with noticeable change for citizens in their daily
lives and routines on micro-, meso- as well as macro-level:

e Individuals can profit from cyber-physical systems personally (micro-level),
residing in smart homes and supported by ambient assisted living. The engi-
neering of new service systems based on cyber-physical systems, bringing
together tangible and intangible resources, enable new value propositions [4].
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e Users benefit from the merge of physical status information and virtual data, like
in the case of traffic estimator systems processing the location and travel speed
of each system participant or other smart mobility applications (meso-level).

e A significant expansion of industrial production, transport and supply effec-
tiveness and efficiency completes the expected improvements (macro-level).

This is the case, not just for national economies, but for the global economy, too.
The domain of the value creation based on cyber-physical systems is especially to
emphasize in the industrial context; the effects on micro-, meso-, as well as
macro-level exist ranging from benefits for each individual of the value creation
process to entire economies. With the implementation of industrial cyber-physical
systems in factories and other industrial application areas, major potentials for
improvement in terms of efficiency, process organization and work design are
expected. The industrial value creation is believed to proceed with a reduction of
required time and costs while the quality of products and services as well as the user
benefits increase [1].

This chapter wants to give orientation to practitioners and researchers about the
currently visible scope of application for cyber-physical systems according to the
ongoing discussion in industry and academia. It proceeds in the following way:
First, it introduces technical, human and organizational dimensions of industrial
cyber-physical systems. Second, it describes categories with high potential for
improvement in industrial practice by the introduction of cyber-physical systems.
Third and finally, it links these categories to specific spheres and consisting
application fields within the industrial value creation process. The findings are
displayed in an application map, which illustrates the overall connectedness and
interrelation of the spheres smart factory, industrial smart data, industrial smart
services, smart products, product-related smart data, and product-related smart
services and the particular application fields therein. This application map offers
decision makers a compendium of application fields for industrial cyber-physical
systems, which they can use as a template for their own business situation.

2 Foundations of Industrial Cyber-Physical Systems

Lee [16] lays the groundwork for the technical understanding of cyber-physical
systems by describing them as “integrations of computation and physical pro-
cesses”. Their application in practice, however, does not only have a technical
dimension, but also a human dimension with respect to the people who use them,
and an organizational dimension with respect to the surrounding economic struc-
ture. The following section gives a brief overview of the foundations of industrial
cyber-physical systems in these dimensions.
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2.1 Technical Dimension of Cyber-Physical Systems

From a technical point of view, cyber-physical systems are built upon the modular
logic of embedded systems. Embedded systems are information processing devices
which form often miniaturized components of larger computer systems. Every
component has a specific functional purpose. In combination with each other, they
determine the value proposition of the entire system [22]. Popular examples of
embedded systems include cars, household appliances, entertainment electronics and
many more. Before the times of ubiquitous computing, they were self-contained
devices with limited sensor technology and marginal interconnectedness. Compre-
hensive intersystem organization and linkage based on context-awareness and
adaptiveness leading to self-configuration, ambient intelligence and proactive
behavior was missing. These characteristics became reality with smart objects,
entities that have a definite identity, sensing capabilities of physical conditions,
mechanisms for actuation, data processing ability and networking interfaces [10]. In
order to equip embedded systems with digital intelligence to extend their dedicated
functionality and thus, to make them parts of cyber-physical systems as beforehand
described smart objects, certain extensions are necessary.

The first requirement is the installation of sensors, which allow the digitization
of physical conditions. Sensors are available for a broad range of physical phe-
nomena. The wealth of information collected about the physical environmental
conditions can be as simple as the pure occurrence detection extending to the
measurement of detailed values and grades about the phenomena. Each sensor
should be chosen depending on the aspired exactitude of the state description based
on task and the usage context of the to equip object. The ongoing miniaturization of
the previously described technical components continuously extends their scope of
application. The data aggregated by these sensors needs to be processed by the local
processing capacity of the smart object. Decentralized computing entails an increase
in the pace of data processing while simultaneously reducing data throughput
within the network infrastructure. Subsequent centralized data evaluation, in form
of big data processing enables the use of the gathered data for pattern recognition
and forecasts based on the recognized patterns. Hence, in cyber-physical systems,
decentralized real time computing of operative measures complements centralized
data evaluation for developing strategic measures.

Furthermore, communication interfaces are necessary to merge self-contained
embedded systems to cyber-physical systems. In addition to previously established
interfaces like Ethernet and Wi-Fi the extensive implementation of RFID, GPS and
near field communication technologies allow the interconnection of a myriad of
objects [26]. In parallel to this development, the introduction of the internet protocol
version 6 (IPv6) solves the obstacle of an insufficient global communications net-
work. With this new protocol, the hypothetical interconnection of approximately 340
sextillion objects via the internet is possible [17]. The upgrade of industrial machines
with machine communication protocols like the OPC Unified Architecture (OPC
UA) ensures the interoperability of machines from various manufacturers [19].
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Nonetheless, there are several interpretations of cyber-physical systems espe-
cially when it comes to visions for their utilization in different domains. In this
context, the following agendas and roadmaps are good examples of the possible
variety in domains: Living in a networked world—Integrated research agenda
Cyber-Physical Systems (agendaCPS) from acatech [11], CyPhERS—Cyber-Phys-
ical European Roadmap and Strategy funded by the EU [8], and Strategic Vision
and Business Drivers for 21st Century Cyber-Physical Systems from the National
Institute of Standards and Technology of the US Department of Commerce [24].

2.2 Human Dimension of Cyber-Physical Systems

Besides the aforementioned technological preconditions, there is a human dimen-
sion to consider. The success of the introduction of cyber-physical systems depends
significantly on the acceptance by the users. The interaction between people and
cyber-physical systems differs depending on the type and function of the regarded
systems.

Interactions with a high level of attention and awareness are performed with the
use of human-machine interfaces. These human-machine interfaces have many dif-
ferent forms, naming classic computer input or voice control as examples. Especially
the usage of mobile devices like smartphones and tablets as control devices offers
great potential for the interaction between users and cyber-physical systems. The
interactions have two aspects: First, smartphones and tablets have become a com-
modity in many societies due to a high value in use. The wider diffusion rates of
smartphones compared to desktop PCs emphasizes this trend [12]. Second, mobile
internet connection allows system usage without being tied to a specific geographic
location. Moreover, with operating systems that allow the installation of third-party
apps, smartphones and tablets are the ideal platform technology. In many cases of
human-machine interface design, the focus is thus set on the software, since the
hardware is already available in the form of mobile devices.

Mobile devices, especially wearables (wearable technology) also contribute to
passive or unconscious interactions with cyber-physical systems. As mentioned
previously, it is not just smartphones and tablets, but also smart watches and fitness
trackers that have become widely accepted companions of users in daily life.
Moreover, virtual reality interfaces are also increasing utilized. With ubiquitous
computing and emerging smart environments, carried devices communicate with
the overall system in the background unnoticed by the user. By sending parameters
like location, travel speed, and destination, services such as traffic based navigation
or smart home systems adapt corresponding to the user’s preset preferences (e.g.
travel route, room temperature, etc.). In professional surroundings, the same tech-
nology can be used for safety monitoring. Usage scenarios for this are construction
and maintenance activities in industrial settings. Whenever personnel working in
hazardous environments remains in a position unchanged for too long, the system



An Application Map for Industrial Cyber-Physical Systems 25

alerts a rescue crew automatically. Of course, compliance with data security and
protection of privacy need to be a matter of fact regarding this topic.

Besides the wide distribution of mobile devices, it is the people’s familiarity
with using such technology in both private and professional contexts which leads to
the expectation of high acceptance and adoption rates for them as human-machine
interfaces for cyber-physical systems [7]. In sum, both the technical architecture
and the user integration appear to provide a solid basis for the development and the
implementation of cyber-physical systems in the contemporary scenario. Based on
previous achievements and the ongoing advances, the remaining challenges seem
manageable.

2.3 Organizational Dimension of Cyber-Physical Systems

Technically driven approaches tend to neglect that the organizational dimension
plays an important role for the application of cyber-physical systems as well,
particularly in a professional context. The introduction of cyber-physical systems
poses as a challenge for many companies because they have to consider several
layers (technology, divisional structure, business model, etc.) of the enterprise
architecture at the same time. The organizational dimension with need for con-
sideration in this process is described as follows.

Only in rare cases, cutting-edge technologies are introduced by building new
production facilities solely designed to reach the maximum potential of the inno-
vations. What usually happens is that the new technologies are integrated into an
existing operational environment and thus they have to be aligned with other
infrastructure [32]. For this purpose, machines need to be updated, and digital
communication standards which allow the orchestration of new and old hardware at
the same time need to be established. The changes in the production processes are
most likely to have further effects on the structures of managerial processes and
subsequently the organizational structure, as working times, supply, control routi-
nes etc. have to be revised. Therefore an effective change management does not
only need to consider engineering but also business adjustments in the course of the
introduction of cyber-physical systems. Companies are well-advised not to perform
these adjustments in a reactive mode with respect to their overall strategy, but
proactively in order to make use of the full potential offered by cyber-physical
systems. New production processes and the opportunity to expand the existing
range of products with new smart products allows extensive enhancement of the
existing business model.

Especially hybrid and interactive value creation offer great potential, in this
context. Hybrid value creation describes the combination of physical products with
data driven services to service bundles [34]. Due to continuous points of contact
between company and customer and a serial payment model, this approach is a key
to long lasting customer ties accompanied by long-term income streams. Interactive
value creation defines the process of cooperative collaboration between
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manufacturers and their customers in order to achieve a more user-oriented
approach of value creation ultimately leading to products and services with a higher
benefit for customers [29]. The simultaneous practice of both approaches offers
increased usefulness actuated by the mutual enhancing effects of either procedure.
Despite such advantages, many companies perceive these modifications to the
established and existing business models more as a challenge than a chance. In case
of cyber-physical systems, this is intensified by the potential changes that have to be
considered simultaneously in the manufacturing process, the product portfolio and
new, to be thought of, services all at once.

Nevertheless, despite the previously mentioned advantage of the common use of
mobile communication devices for the user integration for cyber-physical systems,
the introduction of new technologies and procedures generates a need for adjust-
ment for the personnel. In most cases, these adjustments consist of changes in work
routines and procedures that entail training courses and other qualification measures
for the workforce. Since personnel might perceive such activities as additional
efforts besides the usual tasks, it is a managerial challenge to clarify the resulting
benefits for personnel and to motivate them to adopt the new technologies.

The availability of far more data than before, due to cyber-physical systems and
smart products, offers companies a variety of exploitation scenarios (predictive
maintenance, hybrid value creation, big data solutions, etc.). In this context, the
potential of inter-organizational data exchange is to highlight for integrated logistics
concepts, just-in-time production etc., as it brings a new efficiency level to
inter-professional production networks. This can foster strategic alliances in
between corporations while at the time reducing lock-in effects and stimulating
markets. Inter-company cooperation on this level requires a major exchange of data
in real time. For many companies, this seems synonymous to an inestimable risk of
data loss, offering a wide range of potential targets for hacking and industry
espionage [31]. The step toward larger collaboration across company boundaries is
therefore often difficult to take for them. However, there are advanced cybersecurity
standards available that can help prevent hacking and espionage effectively, if they
are combined with a suitable data sharing strategy by the company [28]. This
illustrates one more time the importance of the organizational dimension of
cyber-physical systems.

Like any other rollout in the industrial context, the introduction of
cyber-physical systems means an investment of financial capital. Based on the
multitude of factors to consider, it is nearly impossible to take all into account at the
same time without a systematic approach. The identification of proper application
fields matching the unique and specific needs of an organization and the estimation
of the overall benefit is difficult and it is even harder to estimate reliable figures of
the return on investment. While this is already deterrent for large-scale enterprises,
it especially hinders SMEs to utilize cyber-physical systems and the optimizations
associated therewith [30].

In comparison, the technical and human dimensions of cyber-physical-systems
seem more advanced, while the organizational dimension is still in lack of maturity.
Figure 1 gives an overview of the current scenario and its various aspects.
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Fig. 1 Dimensions of the successful implementation of industrial cyber-physical systems

3 Categories of Potential Improvement for Industrial
Cyber-Physical Systems

Like mentioned before, the adoption of cyber-physical systems in the industrial
context offers great potentials ranging from benefits for each individual of the value
creation process to entire economies. The expected effects include sustainable
growth of a nation’s GDP, accompanied by an increase of individual wealth and
living standards [11]. Governmental institutions in many countries have recognized
these highly promising anticipations and have therefore implemented funding ini-
tiatives with the goal to stimulate the adoption of cyber-physical systems in the
industrial sector of their countries. While most of the worldwide public initiatives
pursue this general aim, they differentiate in design and implementation structure as
well as funding volume. Prominent examples are the following:

e In the United States, the National Network for Manufacturing pursues its ini-
tiative Advanced Manufacturing Partnership 2.0 with the objective to “use new,
often leading-edge machines and processes to make products that are unique,
better, or even cheaper. Advanced manufacturing also facilitates rapid integra-
tion of process improvements, readily permits changes in design, such as new
part features or substitute materials, and accommodates customization and
cost-effective low-volume production.” [20].

e The German initiative Industrie 4.0 aims to strengthen the position of its
mechanical engineering sector as a global market leader. Moreover, there is a
focus on developing norms and standards for communication protocols as well
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as providing SME-specific guidelines for the implementation of innovative
technologies. The “4.0” symbolizes the great expectations attributed to the new
technologies, lifting this development on a level with the three former industrial
revolutions [6].

o Catapult—High Value Manufacturing, the initiative in the United Kingdom,
strives among other things, to foster further digitization in manufacturing pro-
cesses and to reinvigorate the industrial production that has been declining in the
UK over the last decades [14].

e China aspires to update its manufacturing industry with the program Made in
China 2025 to leave the times of being the “workbench of the world” behind.
The main goal is a better overall innovativeness in combination with superior
quality of the manufactured products. Moreover, there is a focus on a more
ecologically reasonable economic progress and education of native specialists
[18].

Besides governmental initiatives, there is a multitude of initiatives and platforms
run and funded by the private sector. To emphasize are e.g. the US based Industrial
Internet Consortium or the Industrial Value Chain Initiative from Japan [21].

The frequent referral to cyber-physical systems as a key component of the
implementation of smart factories in initiatives of both developed as well as
emerging economies underlines once more the importance of these technologies.

Despite all the public attention and financial support, it remains widely unclear
for many decision makers how cyber-physical systems can actually generate benefit
for their companies in practice. The findings of this book chapter were achieved
within the research project “Resource-Cockpit for Socio-Cyber-Physical-Systems”
funded by the German Federal Ministry of Education and Research. In the course of
the project experts out of the fields of management, industrial associations,
research, labor unions and work committees as well as the federal employment
agency were interviewed following a qualitative research design. The perception of
the topic by the shop floor personnel was included via focus groups. The analysis of
the interviews and focus groups in combination with desk research led to the
upcoming categories and built the foundation for the elaboration of the application
map. Before describing the actual fields of application for cyber-physical systems,
the main categories in which the experts foresee high potential for improvement in
industrial practice are listed.

These categories are automatization, autonomization, human-machine interac-
tion, decentralization, digitization for process alignment, big data, cyber security,
knowledge management and qualification. An overview of these categories of
potential improvement is given in Table 1.
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Table 1 Categories of potential improvement for industrial cyber-physical systems

Automatization o Integrated flow of production

e Machine-to-machine communication (M2M communication)
e Plug-and-produce machinery interconnections

e Automated guided vehicles (AGV)

Autonomization e Supervisory control and data acquisition (SCADA)

e Condition monitoring

o System reconfiguration

Human-machine e Unrestrained human-machine collaboration
interaction e Robotic exoskeletons

e Decision support systems

e Resource cockpits

e Augmented reality

Decentralization e Decentralized computing in modular networks
e Complex event processing

Digitization for process e Digitization of warehousing and logistics

alignment e Automated e-procurement

o Industrial services in the field of maintenance, repair and
operations (MRO)

e Digital image of products

e Document digitization

Big data e Pattern detection
e Data processing warehousing solutions
Cyber security e Cyber security solutions
e Engineering of safety system infrastructures
Knowledge management e Systematic recording, categorizing and mapping of implicit
knowledge

e Action guidelines

Qualification e Qualification concepts
e E-learning

3.1 Automatization

Industries in developed and emerging countries rely strongly on a highly developed
manufacturing process as a basis for their success on the market. This includes the
extensive usage of technology in various ways and its automated operation. Over
time, the motives for automatization have changed: Coming from the goal to lighten
the workload of employees, automatization soon raised productivity due to new
procedures of product assembling. Taylorism in 19th century and computer inte-
grated manufacturing (CIM) in the 20th century are the most prominent develop-
ment periods in the past [13]. Cyber-physical systems offer the potential for the next
large developmental step in the application of automatization. Based on the stated
foundations the following configurations can be identified.

The integrated flow of production profits from the situational context awareness
of smart machines and smart production materials. A digital image of the product to
be assembled is stored on a miniaturized data carrier attached to each production
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material. Whenever a production step is about to be executed the machine reads the
production instructions out of the data carrier and processes the production material
as required. In this way, automated batch size one production becomes executable.
To prevent uneconomic sizes of lots and suboptimal retooling cycles, machine-to-
machine communication (M2M communication) has an elevated importance in this
context. Machines within one line of production exchange information about
pending steps of procedure and optimize the sequence holistically based on pre-
vious determined algorithms. Moreover, the inter machinery communication is a
key for the establishment of plug-and-produce machinery interconnections. Based
on task and order, different compilations of machinery are needed to fulfill required
process steps. In static assembly lines, this can mean that certain machines are
unused but still not available for task performance. In the case of plug-and-produce
machinery interconnection, only the needed machines are compiled to an assembly
line. Vacant machines can be used for other tasks synchronously while machines
with a malfunction can be exchanged easily. The basic requirement for these
constantly changing machinery networks are cross vendor communication
standards.

Besides the use in the production process itself, cyber-physical systems offer
improvement potential for production supporting processes. Automated guided
vehicles (AGV) interact via sensors and actuators with their environment and fulfill
tasks like the transport of component groups and working materials as well as
warehousing. The full potential benefits of automated guided vehicles become
available when they are integrated into the network of the before mentioned
machine-to-machine communication.

3.2 Autonomization

The term autonomization closely relates to automatization but is not an equivalent.
Autonomization stands for the approach to control and coordinate automated pro-
cesses without external (human) intervention but by system internal evaluation
mechanisms. Based on self-optimizing algorithms the overall production system
anticipates critical incidents and other occurrences of the operating history and
optimizes the solution behavior.

A new level of supervisory control and data acquisition (SCADA) becomes
possible in this way. Opposite to the up to now approach, based on continuously
available real time data the future SCADA allows detailed condition monitoring
and situation based system reconfiguration. Automated debugging in case of severe
failure conditions is another advancement in this context. This offers both economic
likewise work safety improvements: The automated batch size management facil-
itates the cost-efficient production of mass-customized products based on individual
customer needs. In addition, autonomic procedures allow the reduction of the
number of human operators. Besides the reduction of labor costs which enables
competitive production in high wage economies [5], autonomic production can be a



An Application Map for Industrial Cyber-Physical Systems 31

partial solution for the demographic change in western societies due to a declining
workforce [15]. Furthermore, autonomization has obvious implications for the
safety in manufacturing processes, especially during dangerous stages of fabrica-
tion, and while processing components and materials containing hazardous sub-
stances. The absence of personnel eliminates the danger of work accidents.

3.3 Human-Machine Interaction

Although the previous section noted certain advantages in the reduction of
deployment of staff, the introduction of cyber-physical systems will not make men
replaceable in the industrial context. Humans are still superior to machines in
certain tasks and activities. In other areas, while machines could replace workers it
would mean a financial disadvantage. Therefore, user integration is essential for the
successful implementation of cyber-physical systems wherever humans are part the
system or interact with it.

While today in general, due to safety regulations, machines and humans work
physically separated from each other, cyber-physical systems allow unrestricted
interaction. Sensor equipped shells which overlay machinery parts register contact
in between machines and workers within milliseconds and stop harmful move-
ments. Camera systems tracking positions and movements of both workers and
machines are another method to prevent collisions and make protecting fences
obsolete. The unrestrained human-machine collaboration enables each party to
unfold their inherent strengths leading to an overall optimization. In addition, there
is a high potential to reduce the workload for the personnel wherever physical
strength is needed. Enabled by wearable support systems like robotic exoskeletons
lifting and carrying activities become less tiring for the body [3]. Robotic
exoskeletons have a positive influence on both the performance and the overall
working lives of the personnel.

Besides the mentioned direct cooperation and interaction between humans and
machines in fulfilling physical tasks, cyber-physical systems can be the basis for
service systems [4]. In form of decision support systems users are supplied with
needed data and information relevant to execute their job. When engineering these
service systems several matters need to be considered: First, industrial processes
include personnel with different positions of the organizational hierarchy with
distinguished tasks. Therefore, a comprehensive role model should be utilized when
conceptualizing these decision support systems [25]. By doing so, every role gets
the appropriate reading-, writing-, or administrator rights. This ensures the supply
with required information for task fulfillment while protecting the system from
unintentional entry and outflow of critical information. Second, the right amount of
information offered needs to be determined. Due to the plentitude of data gathered
by machine attached sensors and other sources, an unfiltered supply of this data
easily leads to an information overflow. Therefor the decision support systems need
to be built on an evaluated reference architecture bringing together the knowledge
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about each task and the valuable information for the fulfillment of it. By doing so,
each role is supplied with right data based information at the right time without the
need for across systems information procurement. Third, the in this way composed
resource cockpits do not just need a useful concept of information supply but also
the right hardware and visualization methods for an optimal utilization. To integrate
the information supply into the work flow ideally, solutions like augmented reality
are very suitable. Using hardware like data glasses or other wearable technology,
information can be presented as a graphic overlap over physical infrastructure.
Operating data, work instructions and error localizations can be presented virtually
in semantic context with real-world artefacts like machines. An additional advan-
tage is that augmented reality enables the presentation of before mentioned infor-
mation about covered modules of machines by offering a virtual insight into the
machine without opening it physically.

3.4 Decentralization

Production aligned with CIM-standards is mainly based on centralized hierarchi-
cally structured computing processes. This owes to the characteristic of the hard-
ware and software which was standard as the concept CIM was developed as well
as to the at this time prevailing business logic. While in certain scenarios centralized
data processing is still advantageous (e.g. big data analytics), for real time relevant
tasks like production execution, decentralized computing in modular networks
offers unequivocal benefits. Cyber-physical systems strongly link to the approach of
decentralization [33]. Enabling factor is the continuous miniaturization of technical
components along with an increase in processing power of these. Thus, complex
event processing is no longer bound to centralized computing units but can be
performed in a leaner and faster way based on decentralized computing network
solutions.

3.5 Digitization for Process Alignment

The sensor based digitization of physical operational sequences of the production
process only unfolds its full potential as part of an entirely digitized factory. Hence,
digitization should be fostered not just in the core production process but also in all
production supporting sectors. An extensive digitization of warehousing and logistics
based on RFID or NFC systems enables self-organizing production networks to
include the real time inventory into the production program. Furthermore, continuous
inventory and stocktaking based on sensor and actuator equipped pallets, boxes,
shelves and also production materials enable an automated e-procurement. This
improves the in time availability of parts and materials delivered by suppliers and
allows an extended use of just-in-time production. In this way, strategic partners like
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subcontractors can be integrated more profoundly into the value chain. This is not just
the case for suppliers but especially for providers of industrial services in the field of
maintenance, repair and operations (MRO). With comprehensive information and
the option of remote control, several MRO activities in case of software or operational
errors can be conducted from a distance. In the event of physical defects the main-
tenance personnel of the machine operator can be supported by experts of the machine
manufacturer’s company who can base their advice on real time data received via a
secure connection.

On basis of the fact that in most cases the introduction of cyber-physical systems
does not proceed in form of the construction of completely new production facilities
from scratch but as a transition with an update of the existing machine fleet,
digitization has to be considered as well from this point of view. When introducing
new decision support systems to the plant personnel the requirement has to be that
all relevant information can be made available via one decision support system on a
single device. Media discontinuities are perceived as cumbersome by the user.
Additional time consuming research work for e.g. blue prints or handbooks in
paper-based filing systems and archives lead to only modest adoption rates of the
decision support system. To counteract this, all relevant documents like handbooks,
blueprints, protocols, etc. should be digitized. The act of document digitization
needs to be completed by inventorying the content of the files to make the option of
searching the document available.

Besides the advantages for the organization of the production process, digiti-
zation offers applicability for product improvements as well. The before introduced
digital image of each product stored on a microchip attached to the product which
is used during the production process for the communication between the to be
assembled product and the executing machines, maps afterwards the individual
product life cycle. With data of usage and every after-sales service, it provides
valuable insights which can be utilized in form of further product development and
offerings of product-enhancing services.

3.6 Big Data

The extensive installation of sensors on machines causes a massive increase in the
volume of data collected within industrial processes. The data consist of operating
data, error lists, history of maintenance activities and alike. In combination with the
related business data, the overall plethora of data provides the raw material for
process optimizations and other applications. To set this potential for optimizations
free, the raw data needs to be processed systematically, passing through various
algorithms. The results are prepared information with specific application objec-
tives. Especially pattern detection is to mention in this context, since this method
identifies and quantifies cause and effect correlations and allows predictions of state
changes. The significance of the information given out by the analysis depends on
the amount of data processed. Therefore, it can be in the interest of individual
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companies to unite their data sets with the goal of a joint asset in form of more
precise and meaningful informational results. Requirements for these joint opera-
tions are data processing warehousing solutions with extremely large computing
and storage capacities.

3.7 Cyber Security

Many of the before described categories of potential improvement have in common
that the functioning of the introduced cyber-physical systems is dependent on data
interchange between separate system components. In various cases, the data
interchange does not just proceed within enclosed IT systems but also web based
across company boundaries. Especially in case of close integration into
value-adding networks or in interdependent systems of systems, a widely dis-
tributed data flow is a fundamental prerequisite. The extended value in use comes
with the risk of an increased vulnerability due to cyber threats. These cyber threats
consist of data theft, sabotage, industrial espionage, and further more. In the event
of a successful outcome of these digital attacks, the negative consequences for the
affected companies are incalculable. The range includes malfunctioning machines,
an endangering of the work safety up to the loss of customer confidence. These
alarming consequences underline the need for reasonable cyber security solutions.
A reliable security concept should consist of measures both on individual system
participant’s level as well as on the overall system’s level [9].

Especially for the scope of direct cooperation and interaction between personnel
and machines, manipulability needs to be eliminated. Therefore, the engineering of
safety system infrastructures is a notable aspect with regard of operating
cyber-physical systems.

3.8 Knowledge Management

Among other things, cyber-physical systems enable an increased level of effectivity
and efficiency in the industrial value creation because of the amount of real time
information they provide about technical processes. However, for the utilization of
the full potential of cyber-physical systems the collected information should include
non-technical sources of data, too. Implicit knowledge of the personnel falls into
this category. Activities proceeded during the work process are based on the
practical knowledge of the staff. In many cases this knowledge is only available
informally and difficult to be formalized. However, due to the great value of this
knowledge, methods should be introduced to systematically record, categorize, and
map it. The availability of this knowledge can be used for the design of action
guidelines, which are an essential part of decision support systems. An example can
be the repair of a malfunctioning machine. When an error occurs for the first time,
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the problem-solving process should be documented, so when it occurs for the next
time an action guideline is available and whoever fulfills the repair, can profit from
the experience curve effect. However, the process of systematically recording,
categorizing, and mapping implicit knowledge implies an additional effort for the
employees. Consequently, it is essential to clarify the overall added value based on
the availability of the action guidelines once the decision support system is engi-
neered and implemented. Incentive systems are a proper instrument to ensure the
participation of all involved stakeholders.

3.9 Qualification

The implementation of cyber-physical systems entails major change in the process
of industrial value creation. This affects in many areas the role of men within this
process as well. Tasks, roles, and requirements of the personnel pass through a
major transformation. Education concepts and study contents of apprentices need to
be adjusted to the new needs. A particular challenge in this regard is the retraining
and teaching of content to the existing workforce. Methods for employee motiva-
tion and integration into new training measures are necessary. Sometimes even
longstanding customs, biases, and other means of resistance need to be managed.
The elaboration of new qualification concepts for both trainees as well as experi-
enced staff, ensuring the ability to operate and interact with cyber-physical systems,
are an important measure for a successful change management.

Beyond the recording, categorizing and mapping of implicit knowledge and the
digitization of information that was formerly decentralized and difficult to access, it
enables the introduction of new e-learning methods. E-learning offers are exploited
by the use of mobile devices as human-machine interfaces, since they can also be
used for this purpose.

4 Elaboration of an Application Map for Industrial
Cyber-Physical Systems

In this final part of the chapter, the pointed out categories with high potential of
improvement are matched with specific spheres and inherent application fields of
the industrial value creation process. To structure these application fields the fol-
lowing spheres categorize them: Smart factory, industrial smart data, industrial
smart services, smart products, product-related smart data, and product-related
smart services. Even though the spheres of smart products as well as product-related
smart data and product-related smart services do not directly belong in the industrial
sector, they have strong interdependencies with it and influence the introduction of
cyber-physical systems in industrial processes significantly. Therefore, the appli-
cation fields that fall into these spheres will be illustrated as well. Foregone, the
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strong interconnectedness and combined effects of the spheres and application fields
are to emphasize. Only a few applications fields within these spheres can be
classified as stand-alone application scenarios.

As the core of cyber-physical system based industrial manufacturing, the sphere
smart factory will be approached first.

4.1 Smart Factory

The fabrication and assembling of products and the underlying and contributing
processes in the smart factory offer a great variety of application fields for
cyber-physical systems. First to mention is the production itself. Production plan-
ning and control have to take more factors into account than before and orchestrate
a great amount of technical, mechanical and digital processes with minimal toler-
ance of process time. Therefore, the production management needs to achieve a
new level of automatization and autonomization. To reach the requirements of a
forward-pointing and competitive production planning and control, these systems
should be self-(re)configuring, self-optimizing, adaptive, context-aware, and
real-time capable. To reach this overall goal, cyber-physical systems should be
installed throughout the assembly line. In particular, the implementation of features
in the area of automatization and autonomization (machine-to-machine communi-
cation, plug-and-produce machinery interconnections and automated guided vehi-
cles as well as supervisory control and data acquisition and system reconfiguration
mechanisms) are promising. Moreover, the assembly line is the application field for
most cyber-physical systems allowing an integrated human-machine interaction.
Jointly these measures lead to a reengineered production procedure allowing the
economic manufacturing of batch size one.

To ensure an integrated flow of production, further application fields offer great
potential for the implementation of cyber-physical systems. Incoming logistics are
one of these. An automated e-procurement ensures a sufficient inflow of production
materials and precursors. The optimum of order quantity is automatically calculated
with real-time data from production, warehousing, and incoming orders. Moreover,
market trends, price developments and other company external data can be inte-
grated for an optimized e-procurement. With strategic suppliers and subcontractors,
an integrated supply chain can be established based on cyber-physical systems. For
this purpose, the interwoven production processes of several companies can be
linked virtually to a strategic production network.

Once the production materials and precursors arrive at the smart factory, a
cyber-physical system based resource management ensures the automated influx of
these into the production process. Automated guided vehicles collect the means of
production from warehouses with virtual commissioning. Another field of appli-
cation in the context of resource management is the alignment of production with
smart grids. In these intelligent electricity networks, the production of energy is
closely tied to the actual demand [2]. Depending on current outstanding orders and
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potential future orders, a cyber-physical system based energy management can
schedule energy intensive stages of production for timeframes with favorable
electricity rates. The general increase of efficiency both in processes and resource
usage combined with the optimized energy consumption allows cost reductions and
a more “green production” at the same time.

The quality management profits of the use of cyber-physical systems, too. With
real time data from the production process as well as from products in use (espe-
cially of smart products), deviations to estimated values throughout the production
process can be detected precisely. This contributes to the continuous quality
assurance of the production but also supports the understanding of causes of pro-
duct failure and linking it to manufacturing problems.

Research and development profit in an analogical manner of the wide spectrum
of data availability due the application of cyber-physical systems within production
and smart products. A digital image of each product stored on a microchip attached
to the product, holding record about assembling, services activities, repairs and
other related incidents of the individual product lifecycle, allow an evaluation of
product’s strengths and weaknesses. These conclusions are helpful for the contin-
ued development of new product versions. Furthermore, data from products in use
is valuable for this purpose. The ways and manners how customers use the prod-
ucts, give an overview how well the product is aligned to customer needs.

The application of cyber-physical systems is also beneficial for the customer
relationship management: In the context of distribution, the customer can keep
track of his order until it arrives. While for standardized products this is nothing
new, for individualized and custom-made products an extension can be made to the
present shipping tracking. For customized products a tracking through the entire
manufacturing process becomes available due to the application of cyber-physical
system along the assembly line. Since the traceability of every order is a require-
ment for the automated production procedures, it can be converted to a service for
the customer as well. By doing so, the customer cannot just track the order through
the production but can also still modify it during the production for forthcoming
production steps. The value proposition can be extended to further areas. The new
manufacturing capabilities due to the application of cyber-physical systems enable
the extensive production of smart products with potential for an extended customer
benefit. The specifics of smart products and the interconnection of them to the smart
factory will be described in the upcoming Sect. 4.4 (smart products).

Before that, the focus is directed towards industrial smart data and the gener-
ation of it.

4.2 Industrial Smart Data

In the previous section, application fields for cyber-physical systems in the smart
factory were described. Remarkable is the broad variety but also the indirectly
affected business units profiting from the application. What all application fields
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have in common is the generation of large amounts of data. However, all the
accruing data captured by sensors installed in the smart factory is only then from
value, when it is stored, processed and aggregated and thus transferred into con-
textualize information.

For the reason alone of the sheer number of sensors and the amount of data
collected by them in the smart factory, special industrial data warehousing solu-
tions are in need. Therefore, when companies apply cyber-physical systems within
their production and surrounding application fields, a connected adequate data
storing solution is essential.

The continuously inflowing and then stored data needs to be processed and
interpreted. Like described in the section about the smart factory, there are several
contexts for which the analyzed data can be utilized. To achieve this objective in a
systematic way, the application field of process engineering for industrial data
analysis is appointed. The continuous development and advancement of algorithms
to process the data to valuable information is the main task of this application field.

The elaborated algorithms are employed in the process of industrial data
analysis. In this application field, the data sets from different sources within the
smart factory are evaluated and interpreted. The focus of these actions is the
detection of data patterns which can be correlated to certain events. The determi-
nation of the likelihood of occurrence and the deduction of forecasts is a further
ambition of these activities. Overall, the process of industrial data analysis can be
summarized by the term “big data to smart data”.

In certain cases, the information resulting from industrial data analysis is not
meaningful enough on its own. In these cases, the required information cannot be
extracted exclusively out of the data pool generated by the factory internal
cyber-physical systems. In order to fill this gap, industrial data enrichment needs to
be applied. The concept of industrial data enrichment can be described as followed:
Depending on the task to be fulfilled and the availability of data within the com-
pany, external data sources are identified and added to the database. Examples of
these external data are market analysis, economic and political forecast, exchange
rates or alike. Moreover, collected data from the manufactured products that are
now in use are to mention in this context. The used data sources can be both free of
charge or payable services.

Another case of missing data can be attributed to the reason that certain data
exists within the company but not in a suitable form. This is the case, if documents
are only available as hard copies or processing steps are executed with media
discontinuity, leaving data in an analog form. To address this problem, methods for
systematic digitization are necessary. However, the process of digitization goes
beyond the pure activity of transferring information from an analog in a digital
state: The systematic tagging and filing of the new digitized data ensures the finding
and utilizing of it in a practicable way.

The applications of cyber-physical systems create and require great amounts of
data at the same time. To ensure unhindered process sequence and flow of data, the
interconnection of all involved cyber-physical systems is required. In certain sce-
narios like strategic production networks, this means an exchange of information in
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between independent companies via the internet. To secure safety and security,
industrial cyber security is an application field to emphasize for the safe operation
of cyber-physical systems.

4.3 Industrial Smart Services

The information and conclusions gained from industrial smart data do not only
directly reenter the production execution process but constitute the foundations for
a broad range of industrial smart services, too. These data driven services can be
in-house services, supporting the own value creation processes or services offered
to external customers. Therefore, the gathered data can be seen as an enabling
foundation for new services, which have the aim to further optimize the value
creating process. Besides the smart data based services, there are services, e.g.
qualification courses, which operate with limited usage of data. Both smart data
intensive as well as less data requiring, internal and external service offerings are
described in the following precisely.

The application of industrial cyber-physical systems is often associated with the
opportunity for the enhancement of existing business models or the creation of
entirely new ones. Therefore, the conclusions gained out of the industrial smart data
can be used for business model development. The availability of detailed information
about both production processes and products in use enriched with data from other
contexts, facilitate the systematic development or adjustment of business models.

While the application field of business model development shows the potential
for strategic usage of smart services, there are also operative scenarios. In this sense,
employee qualification is a necessary action to enable a functioning integration of
users into cyber-physical systems. The compiling and execution of contemporary
training concepts ensure the familiarity and appropriate interaction of employees
with cyber-physical systems.

Based on conducted employee qualification measures and systematic user
integration into cyber-physical systems, advanced forms of knowledge management
can be introduced. The objective of these knowledge management systems is to
gather implicit knowledge of employees for a reintroduction in case of need. By
doing so, the implicit knowledge of the staff becomes another data source for the
application field of industrial data enrichment. To assure the willingness of the
workforce to contribute to these knowledge management systems the process of
knowledge collection must not be unnecessary disruptive and the benefits offered
must outdo the effort.

A very illustrative example for the advantageous utilization of knowledge
management systems is maintenance. Maintenance activities aim to assure the
availability of production capacities. They include upkeeps and inspections during
the running process as well as repairs and overhauls in the case of malfunctions and
errors. While the handling of recurring task in the field of upkeeps and inspections
are standardized and scheduled, the repair of malfunctions and the solving of errors
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can be considered as a predominantly diverse with a high degree of freedom in
execution. Especially when malfunctions and errors with a high complexity come in
presence, knowledge from previous occurrences about the solving comes in hand.
Ideally, this knowledge is presented in a structured way in form of an action
guideline. Resource cockpits are a suitable platform for the accumulation of these
and other context based information provided to the maintenance personnel. The
value in use of the resource cockpit increases over time since every solution to a
malfunction or error is entered into the system and linked to an event (collection of
industrial smart data). Whenever the malfunction or error occurs again, the assigned
worker can profit of the preparatory work of colleagues. Overtime the positive
effects of a non-personal learning curve set in.

Besides the described potentials for maintenance due to advanced knowledge
management, cyber-physical systems can be applied to improve the overall main-
tenance process. The objective is the reduction of machine downtime by continu-
ously analyzing the condition of the machinery components (condition based
maintenance). Entering both the data collected by the installed sensors of all
machinery components and the occurrences of errors into the industrial data anal-
ysis, patterns, and causal correlations can be identified. Based on this information
the accuracy of predictive maintenance can be improved. The application of pre-
dictive maintenance can have a positive effect on the availability of production
capacities due to fewer disorders in the production process and optimized periods of
use of each machinery component. Furthermore, the application of cyber-physical
systems enhances the use of remote maintenance. Based on the vast availability of
information extracted from industrial smart data, remote activities to solve problems
or to support personnel which are at the scene from a distance can be offered.

All previously introduced industrial smart services can be implemented as
in-house solutions but also as services offered to external companies as service
seekers. The market commercialization of industrial service systems provides an
opportunity to gain further financial returns based on cyber-physical systems. These
services range from consulting activities to strategic cooperation between manu-
facturer and service provider within production or data evaluation.

4.4 Smart Products

Besides the until here presented potentials within the several application fields of
the so far introduced spheres, the industrial value creation can profit significantly
due to the integration of cyber-physical systems into the after sales period of the
product life cycle.

Accordingly, smart products and the related smart data and smart services in the
customer context offer the possibility to maintain a continuous connection between
the customer and the product in use on the one side and the manufacturer on the
other side. The benefits of this after sales connection accrue for both the manu-
facturer and the customer. The manufacturer receives information about how
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customers use their products and can therefore align future hard- and software
design due to customer needs and give out updates if necessary but most impor-
tantly adjust the production process if malfunctioning of products in use is detected.
The product quality is hereby improved continuously. So the business units of
marketing, product development, and production benefit from the described data
backflow in general. Of course anonymization and data security are the fundamental
prerequisite for these procedures. The customer also profits from the cyber-physical
components of the product. This becomes clear when analyzing the characteristics
and functionalities of smart products. With identifiable, situated, pro-active, adap-
tive, context-aware and real-time capable the attributes of smart products are very
similar to those of the production mechanisms in the smart factory. Based on these,
smart products can offer innovative forms of customer value. This becomes com-
prehensible when considering the product in use: In combination with ubiquitous
computing surroundings like in smart home applications, smart products adapt to
preset preferences and user behavior. With adaptive system integration, these
products access product-related smart services. In this way, the smart product is the
tangible platform for a variety of services used depending on situation and context.
Smart products can also be composed modular, giving the chance to extended
functionalities if needed. Modularity allows the adjustment of products with regard
of the users’ preferences.

The inclusion of smart products into the product portfolio offers companies
multiple benefits. First, the use of cyber-physical systems is not just for the
advancement of the production process itself but also for the manufacturing of
products with innovative forms of customer value. Second, with smart products it
becomes easier to gather data about the product in use, which is valuable for the
application fields of quality management and research and development.

4.5 Product-Related Smart Data

Just like in the sphere of industrial smart data, product-related smart data needs to
be evaluated by an analytical process. As well as in the industrial process, the
following application fields are preconditions for the derivation of valuable infor-
mation: Data warehousing, process engineering for data analysis, data analysis
and data enrichment. The outcomes of the data processing are used for two pur-
poses. On the one hand, it is an enabling element for product-related smart services,
on the other hand it enters the industrial value-adding process by being integrated as
data from another context in the process of industrial data enrichment. Synonymous
to industrial data processing, the product-related counterpart is dependent on reli-
able cyber security solutions.
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4.6 Product-Related Smart Services

Product-related smart services constitute as the intangible part of the hybrid value
creation complementing the tangible part, the smart product. In this context, con-
sumer service systems act as a content aggregator, combining several independent
services to a service package which suits to the individual needs determined by the
consumer and the usage scenario. In most cases, these consumer service systems are
controlled via apps installed from app stores on smartphones or other smart
products. User communities can be used to gain information about user perceptions
and usage behavior as well as to foster user driven innovations expanding the
function ability of smart products and services. Another application field is the after
sales support offered by the product manufacturer. With live support, customer
service can provide assistance in case of functional problems. Software updates
enable a continuous implementation of improvements coming from findings of
smart data analysis of both industrial and product-related origin.

4.7 Utilization of the Application Map

In conclusion, a broad variety of application fields for industrial cyber-physical
systems as well as their mutual influence on each other becomes apparent. Once
more, it is to emphasize how cross-linked and interdependent the various appli-
cation fields are. To give a complete overview of all application fields and related
domains within this section, they are displayed in Fig. 2.

The reasons for the introduction of cyber-physical systems in the industrial value
creation process are manifold: First, it offers the chance for further process efficiency
with higher output and lower non-rectifiable rejects. Second, in many markets the
customer demands have oriented towards individualizable products equipped with
features pooled under the term smart as described in Sect. 4.4 of this chapter [23].
Often, for manufacturing these products the application of cyber-physical systems is
arequirement. With an optimized production and an improved value proposition the
own market position can be strengthened. Third, cyber-physical systems and the new
level of data availability can give the basis for new business models and therefor an
extension of companies’ service spectrums or a repositioning on the market [27].
Summarizing, whether triggered by technology push or market pull and whether
updating existing or building new structures, the introduction of cyber-physicals
systems holds out the prospect of improvement of business success.

The decisive factors in this context are which application fields to choose, where
to start, and how to proceed. Besides the aim to give a comprehensive overview of
application fields for cyber-physical systems in the industrial context, the appli-
cation map of this chapter is designed to support decision makers confronted with
the stated above questions. How to use the map in a systematical way is described
in the following.



An Application Map for Industrial Cyber-Physical Systems

43

Industrial smart services

Industrial smart data

Business model Industrial service systems
development * Data feedback for

plant performance

P
P ificati + Consulti
* Etc.

Industrial data analysis

+ Big data to smart data

K

+ Know-how organization
« Situation-based idi
of information

+ Condition based

* Remote

Industrial
data warehousing
Process engineering for
industrial data analysis

* Algorithm development

Industrial data enri
« Integration of data from
product usage

« Integration of data from
other contexts

Industrial cyber security
Digitization

Smart factory

Assembly line

* Batch size one

Logistics

« Integrated supply chain
« Automated e-procurement

* Plug-and-produce

+ Additive manufacturing
« Automated guided vehicles
* Human-machine interaction

Research and development

« Digital image of products from

Production

* Production planning and control
* Self-(re)configuring
« Self-optimizing
* Adaptive
« Context-aware
* Real-time capable

Resource management

* Automated warehousing and
virtual commissioning

* Material influx into the
production process

* Smart grid integration (energy
management)

« Green production

design throughout market
introduction

* Adaption of data from product
usage (product lifecycle

Distribution / value proposition

« Offer of individualized products

Quality management

* Real time quality assurance
* Adaption of data from product

management 3 UEERE
8 ) * Tracking throughout the value
creation process

Smart products

System integration

« Communication interfaces for
registration to and interactions
with smart environments

« Ubiquitous computing

Functionality

* Identifiable

* Situated

* Pro-active
 Adaptive

* Context-aware

* Real-time capable

Product in use

preferences

* Adaption to user behavior and

Modularity

Product-related smart services

Product-related smart data

User communities Consumer service systems
* User driven service © (Clontig izl
Tnoyation application oriented

merger of independent
services to service
systems enriching the
range of functions of
smart products

After sales support

Data analysis
* Big data to smart data

* Deduction of conclusions
for the industrial context

Process engineering for
data analysis

+ Algorithm development

« Software updates
* Live support

App stores

Data enrichment

« Integration of data from
other contexts

Data warehousing
Cyber security

Fig. 2 An application map for industrial cyber-physical systems

Depending on the business scope of the company, a suiting sphere of the appli-
cation map needs to be chosen. For companies with core competencies in the man-
ufacturing process this is the sphere of the smart factory, for IT companies the spheres
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of smart data and for service providers the spheres of smart services. Once the suiting
sphere is selected, specific applications fields within this sphere need to be chosen
based on the individual companies’ characteristics. These can be fields with pro-
nounced expertise to strengthen but also fields of concern with potential for
improvement. Then dependencies on surrounding application fields as well as
potential synergy effects need to be estimate and anticipated. As the following step,
again dependencies and synergy effects need to be estimated but this time not on field
but sphere level. For example, an improvement within the field of maintenance is
depending pronouncedly on the field of knowledge management within its own
sphere (industrial smart services) but also on the fields assembly line, production and
industrial data analysis from neighboring spheres (smart factory and industrial smart
data). Depending on competencies, relevance for the business model and capital
availability the decision needs to be made between in-house solutions or recourse on
external service providers. This process should be repeated for every aimed appli-
cation field with iterative cycles until the intended application scenarios for
cyber-physical systems are planed satisfactory. During the process of implementation
the map can be used for orientation and tuning continually. Once the implementation
is done the map can serve as an underlying structure for validation and benchmarking.

The application map supports the decision making process on several levels,
showing opportunities to improve and expand the own value creation concept with
scopes for the establishment of value-adding networks with short term or strategic
business partners. In this process the map is especially helpful due to the com-
prehensive view it gives on the implementation of cyber-physical systems in form
of a holistic framework both on technological as well as on managerial level.
Supporting this, the elaborated categories of Sect. 3 give a good orientation in
which general topics expertise is needed for the professional handling of industrial
cyber-physical systems.

S Summary and Outlook

In this chapter, the foundations of cyber-physical systems were looked at in dif-
ferent dimensions. The organizational dimension was identified as most critical for
the further development in the field. The categories in which improvements can be
expected in the future were discussed and displayed in detail. There are nine cat-
egories with different scopes but all relevant and necessary for various applications
of cyber-physical systems. Finally, concrete fields of application for the imple-
mentation of cyber-physical systems to reach such improvements were named and
categorized and linked among each other. The application map is expected to help
decision makers in the process of identifying suitable application fields for indus-
trial cyber-physical systems and then implementing them into these matching to
their business situation.

Due to the dynamic development of the field and the large research and
development funding on offer, the future direction of cyber-physical systems is hard
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to foresee. The ability of managers to gain orientation about the possibilities for
technical progress and the opportunities for business success will play a decisive
role. The application map introduced in this chapter is only a starting point for
providing research-based support for the extensive implementation and fruition of
potentials of cyber-physical systems in industrial value creation processes.
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Cyber-Physical Electronics Production

Christopher Kaestle, Hans Fleischmann, Michael Scholz,
Stefan Haerter and Joerg Franke

1 Trends and Requirements in Modern Electronics
Production

The industry of electronics production is driven by miniaturization, function inte-
gration, quality demands and cost reduction. This led to highly automated rigidly
linked production lines dominated by surface mount technology (SMT). The fol-

lowing section illustrates the technological possibilities pushing new product and

production developments as well as economic demands behind the need for more
flexibility. Consequently, the necessity of a cyber-physical electronics production is

derived and embedded into suitable logistics and production concepts.
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1.1 Miniaturization and Function Integration

Cyber-physical manufacturing networks bear the chance to change the face of
tomorrow’s electronic and mechatronic products as well as their production sys-
tems. The classic production engineering is currently undergoing a major change
due to the potentials of the transformation from automated production processes to
smart production networks. Especially in the field of electronics production,
automated and rigidly linked production lines are currently used. On the one hand,
the quality and efficiency of the production lines up to factory or even enterprise
level are monitored and evaluated in an integrated way. On the other hand, new
requirements with increased complexity of the production place new demands for
an optimized production with improved process control and innovative
technologies.

Generally, the main process steps in SMT are the solder paste printing, the
assembly of the components and the final reflow soldering process for electrical and
mechanical interconnection. Initially, solder paste material is applied to the sub-
strate materials by paste printing. The solder paste printing process is mainly
characterized by a high degree of automation and a high throughput. In the fol-
lowing, the printed circuit boards (PCB) are populated with electronic components
by at least one assembly machine. For efficient processing, the needed components
are provided by the feeder sufficiently to the assembly machine in proactive
quantities. In the final step, a mechanical and electrical interconnection of the
electronic components and the PCB is achieved. The process control of this sol-
dering process should ensure a sufficient temperature above liquidus temperature of
the solder paste material at all interconnections and preferably low thermal stress to
the components at the same time. Additionally, intensive inspection steps for
process control are included, as illustrated in Fig. 1. Most commonly used is the
solder paste inspection (SPI) for measuring the application of the solder paste and
the automated optical inspection (AOI) after the reflow process. The integration of a
further AOI step after the assembly process enables the holistic acquisition of
quality data of the production. Automated x-ray Inspection systems (AXI) are used
wherever defects need to be detected by non-destructive means.

Solder paste Component Reflow Electronic
printing . placement process assembly

eIz al v a

-

AOI

: ' z
i A

Fig. 1 Process chain in electronics production with optional inspection steps [16]
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Fig. 2 Miniaturization as a key driver in the development of highly integrated systems in
electronic devices [39]

With increasing miniaturization and complex features of modern electronic
products, there is a growing demand for highly integrated printed circuit boards.
The ongoing trend to miniaturized electronics has induced many developments
towards size reduction and increasing performance in electronic products, as
illustrated in Fig. 2. The market pull to this high integration initially focused
developments in the component level, but can be found more and more in modern
printed circuit boards (PCB). Small passive parts and highly integrated components
for surface mounting provide smaller assemblies for mobile consumer products,
medical applications, as well as sensor devices. Developments of system-on-chip
(SoC), system-in-package (SiP) and system-on-package are the main drivers of
First- and Second-Level-Interconnections of innovative packaging.

Through-silicon vias (TSV) have emerged to provide a highly integrated inter-
connection technique. Using TSV, applications with 3D integrated circuits and 3D
packages can be produced. TSV provide high performance and functionality with
highest densities. Another development is indicated by small packaging solutions
and the embedding of passive and active components into printed circuit boards,
e.g. the integration of RFID functionality in the inner layers of a PCB. This enables
modern electronic products with improved electrical performance, high mechanical,
thermal, and chemical protection, and high reliability. The introduction of these
new components induces new requirements on multiple production processes and
the used systems. Along with trends of ‘built to order’, ‘high mix, low volume’, and
‘one-piece-flow’ the complexity increases and leads to great challenges in elec-
tronic manufacturing. The targets of high efficiency with improved yield demand a
deep process control for achieving high quality. As a first step, automation of
production processes replaces manual processing. The use of close feedback control
loop systems for consecutive production steps improves the achievable throughput
and quality. The development for solutions of the technical diagnosis enable more
complex knowledge-based expert systems.
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The use of cyber-physical systems (CPS) enables the optimization of the pro-
duction processes by innovative technologies and opportunities for advanced
software systems. This replaces the established automation of the production pro-
cesses and results in a self-optimized production network. CPS are characterized as
self-describing systems with own intelligence, which dispose of an autonomous
decentralized processing unit and are able to communicate directly over the internet
[20]. The capability of self-learning and to adapting dynamically to the production
environment enables the smart process control by manufacturing process
integration.

1.2 Flexibility and Complexity

Today’s electronics manufacturing is typically organized through an integrated
production system (IPS) that controls manufacturing and logistics and includes
interaction with suppliers and customers. Based on the three known industrial
revolutions this resulted in the highly automated and highly efficient surface mount
device (SMD) production concepts described in Sect. 1.1 that are most suitable for
mass-production scenarios.

Frequently changing situations of demand, fluctuating input parameters and
varying equipment availability represents a huge challenge for many electronics
manufacturing companies as IPS are less suited for a quick and effective adaptation
of production structures. In particular, the transformation of classical sellers’
markets to modern buyers’ markets requires sustainable measures for improving the
flexibility to meet customers’ demands. While the demand for customized products
drives up the product and variant figures, decreasing product life cycles are
recorded due to the increasing pace of innovation. This trend results in smaller lot
sizes, more frequent product and version changes, and the demand for short
throughput and setup times. Turbulent and dynamic changes in demand for goods
as well as a lack of reliable sales forecasts require modern production systems for
electronics manufacturing that allow a flexible response to different demand
developments. The assembly of mass-customized products without an increase in
product costs results is a great challenge with regard to handling the exploding
complexity. Due to the increase in customer needs, flexibility and reactivity are
more and more the factors of success. These changes are especially visible for small
and medium sized electronics manufacturing services (EMS) that largely depend on
day-to-day orders [7, 11].

Against the background of increasing flexibility demands, a significant rise in
complexity accompanies these developments [14]. In this context, flexibility, with
respect to inner and intra-production-site-mobility, gains importance. The increased
complexity can often be observed in a drastic rise in inefficiency (muda, mura and
muri) in form of waste, inconsistency, and overburden. In Sect. 2 various enablers
and concepts are presented that allow for a production process with value-added
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action and minimal waste, thus facilitating a lean production through cybermanu-
facturing systems.

The complexity generated in a company by the aforementioned flexibility
demands as well as the increased function integration in electronic products has
become a critical cost factor and thus an essential issue for electronics manufac-
turing companies [35]. The causes for complexity are to be found within the
company itself, and due to external factors. Whether a company can bring the
exogenous complexity of the market and the resulting endogenous internal com-
plexity in coexistence is not only a cost but also a strategic success factor. The
increasing internal and external complexity is often justified by intimate customer
and market involvement. With increasing competition, the search for a techno-
logical niche is often pursued. As customers are no longer willing to pay a price
premium on volume products but demand mass-customized products, manufac-
turing companies try to offer an increased number of variants.

The increasing complexity has a considerable cost to that of a company’s
influence. The expected additional variants’ higher contribution margins are often
more than offset by increased complexity costs. Cyber-physical production systems
bear the chance to break through this vicious cycle by facilitating flexibility at no
extra complexity costs as well as the automation of overhead processes. They
enable an electronics manufacturing company to run its production system at the
sweet spot between flexibility, complexity, and cost efficiency.

Beyond the demand for flexibility in an electronics production system is the
requirement for mutability [38]. This idea describes the ability of a production
system to adapt its structures actively and quickly to changing and unpredictable
tasks. These include in particular requirements for a product and variant flexibility,
scalability, modularity and process flexibility in addition to compatibility and
reusability of an electronics manufacturing system. The choice of the “right” degree
of flexibility and adaptability is thereby a key challenge [28]. The right balance
between additional expense and additional benefits from increased flexibility and
mutability determines the economic efficiency of the production system. The
problem of rising variant numbers, falling batch sizes in combination with
decreasing product life cycles and fluctuating input parameters is illustrated in
Fig. 3. This environment is difficult to control with classical integrated production
systems and assembly lines. In this economic environment cyber-physical elec-
tronics production systems bear the change to offer the necessary flexibility while
keeping the complexity in line.

Thus, the idea of Jidoka (Ef#fl, Autonomation), automation with human
intelligence is brought one step further to automation with human and machine
intelligence whose interaction will be discussed at the end of this chapter. In doing
s0, the assembly of individual electronic products at the cost of mass-production
can be established.
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Predictable high volume
Flexible automation cell Complete automation

Unpredictable product life cycle

Manual production system Adaptive production system
Unpredictable production volume

Fig. 3 Flexible production at mass-production efficiency enabled by CPS

1.3 Logistics and Production Concepts

The quota of intralogistics processes on the whole through-put time in electronics
production is often underestimated. Like shown in Fig. 4 the transportation and
waiting times over the whole production process add up to over 90 %. This indi-
cates the high rationalization potential of common intralogistics solutions.

Current material handling in electronics production: A manufacturing system
is the entire components that are necessary for converting a workpiece from one
state to another [26]. Accordingly, an electronics production system consists of a
great amount of subsystems. The specific tasks of these subsystems are generally
related to the area of material flow systems or information systems. Material flow
systems connect the physical parts of the manufacturing process such as machines,
manual work stations, warehouses as well as transport and handling systems.
Information systems include the immaterial objects of the material flow such as data
or control algorithms, which are necessary for organizing and controlling the
manufacturing process [26, 33, 36].

Depending on the spatial and organizational structure of the manufacturing site,

common production systems are divided into three essential principles [6]: Line
production, batch production and job shop production, as seen in Fig. 5.
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Set-up time, change-over time and other non-productive time

Total processing time

Fig. 4 Qualitative ratio of intralogistics processes on through-put time

Job shop production Batch production Line production

Structure of the shop floor

Criteria for machine arrangement

Concentration of machines Concentration of machines Line-up of the machines in
with the same tooling withthe neceassry tooling operation sequence
method for a group of work pieces
P... paste printing, C... component placement, S... soldering, I... Inspection

Fig. 5 Principles of machine arrangements

The basic principle of line production is used when an SMD electronics pro-
duction facility has an in-line structure. In the current production environment this
concept of SMD production is the most common organizational structure. In the
in-line structure concept the particular manufacturing units are integrated and
directly connected to each other with a continuous conveyer (see Fig. 6). This leads
to a fixed connection of the manufacturing units, which results in a rigid process
organization and hence short throughput times for the whole system [4].
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Fig. 6 In-line structure of an SMD assembly line

Furthermore, the line production principle leads to a clear and structured material
flow, short work in progress and low transportation costs. This form of organization
is especially suitable for workpieces of high quantity and low variance [6].
Within an on-line structure (Fig. 7 left) the particular manufacturing units are
linked to each other with a central conveying system to increase the flexibility of an
SMD production system. In this principle deflectors enable the system to transfer
the workpieces between the production lines. The transported circuit boards can
switch the lines between two operations. Due to this higher flexibility compared to
the in-line structure, it is possible to produce a higher amount of variants. Fur-
thermore, this approach reacts more flexible to a variation in the lot sizes within
mass-production. However, this principle requires a complex and expensive

Component
« placement

Solder W placement
paste printing Solderpaste printing

Fig. 7 Online structure (left) and offline structure (right) of assembly lines in electronics
production
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material flow system and an exact-levelled production control to achieve high
utilization rates of the production units [31].

The third common principle of electronics production is the off-line structure
(Fig. 7 right). Here, the manufacturing units are placed as stand-alone machines or
combined as manufacturing cells with similar machine types according to the batch
production layout. These units are not connected to each other with a fixed transport
system. The transport of the circuit boards is mostly realized by hand. Therefore,
the offline structure allows a more flexible, operation-oriented material flow within
an electronics production site [21]. The domain of this principle is the manufac-
turing of small lot sizes with variance between the lots, but it is accompanied with a
high occurrence of manual handling of the parts. Nowadays, the offline structure is
used at job-oriented production sites and rarely for SMD production [31].

Technology Push. The flexibility of production sites with individualized routing
and pathing of goods is currently prevalent in small-batch productions of
large-sized products. For example, manufacturing the intermediate case of an air-
craft engine at MTU Aero Engines in Munich is accomplished with an automated
guided vehicle (AGV) system. The driving concept here is the linking the syn-
chronized stations of the final assembly to each other and the preassembly. The
parts are transported with AGVs from the preassembly to their particular station of
the final assembly. There the parts are installed into the housing. With this concept
approximately seven modules are finished each week [37].

This example shows the typical use of a system with an individualized trans-
portation of the parts through the production site because of the high acquisition
costs of AGVs. The driving costs behind these kind of vehicles are the sensors,
actor and the on-board processing units. However, a price reduction within the last
years has indeed become evident. The price for 3D-vision systems, which were
used for research and special industrial applications, has decreased from several
thousand euros down to a couple hundred euros. The root cause for this is the
miniaturization and functional integration as shown in Sect. 1.1 and the emergence
of 3D-vision systems into the consumer market. Applications for video game
consoles such as the Kinect have particularly reduced the production costs of these
vision systems due to their proliferation. The same trend is visible in the field of
LIDAR systems where the costs for industrial AGV applications are ten times
higher than systems with the intended use of research. Also, ultrasonic range
sensors for consumer robotic products for observing the immediate vicinity are
acquirable for less than ten euros. Not only have the costs for sensor systems
decreased within the last years but also single board computers (SBCs) have
benefitted from their introduction into the consumer market. Applications like the
Raspberry Pi, Arduino or the Udoo Board are used for small embedded systems due
to their miniaturization and functional integration.
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Cloud Ubiquitous Distributed
computing communication intelligence

Enabling technologies for
cyber physical electronics production

Sensor Holistic detection Human-machine-
integration of environment collaboration

Fig. 8 Enabling technologies for cyber-physical electronics production

2 Enabling E-CPS Technologies

In order to face current trends and to meet the requirements of modern electronics
production a variety of enabling technologies must be integrated into today’s production
environment. For this, an integrated production system can be promoted to a
cyber-physical production system. The major technologies needed are shown in Fig. 8.

Technical solutions that facilitate ubiquitous communication, sensor integration,
and a holistic detection of the environment will be illustrated in Sect. 2.1 from a
hardware perspective. In Sect. 2.2 these enablers will be examined from a software
point of view and complemented by requirements for big data, cloud computing,
and distributed intelligence. Section 2.3 will focus on the technological integration
of these enablers into a production environment, adding the need for mobility and
human-machine collaboration.

2.1 Sensor Integration, Printing Technologies
and Communications

Current trends in sensor and information technology enable the possibilities pro-
vided by Industry 4.0, to track and use all process data [34]. The main goal is the
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transition of this raised big data to become smart data as the effective and efficient
use of that data is still not known. In 1993 one of the first ideas of closed loop
applications are described in [9, 10]. The correlation between the solder paste
printing and SPI for achieving better control about the printing results is highly
offered in the industry. For example, a closed loop can be used for regarding a
measured offset after the printing process by correction of the positions in the
assembly of the components. In general, the use of advanced systems for SPI in an
ongoing production generate a huge amount of data but a clear correlation of all
inspection data is not obvious by itself. The main problems are the high demands
for the data management and the growing gap between the needs for high perfor-
mance of the inspection systems and increasing demands of the PCB. This is
induced by the miniaturization of the components and higher integration using a
smaller area on the PCB layout. The correlation of the collected data provides
enormous potential for increasing the performance of a SMT production line. When
all data of the manufacturing is tracked, the failure development for the whole
process chain can be investigated. With increasing data base, the conclusions for
process control are more statistical proven and can lead to a predictive manufac-
turing process by evaluation of the ‘smart data’.

Miniaturization and new components mentioned in Sect. 1.1 enable the trans-
formation of ordinary material, semi-finished products, transportation devices, and
even machinery itself into cyber-physical systems. Additional to miniaturization of
efficient electronic components, the embedding of components into printed circuit
boards leads to smart packaging products. Besides the embedding of active and
passive components, the integration of RFID can be exemplarily mentioned.
Usually, a RFID device for automatic and contactless identification and localization
requires an IC tag and an antenna. By using multi-layer circuit boards and
high-frequency module techniques, antennas can be incorporated within the sub-
strate. By this technology, PCBs are enhanced to be used in a smart production by
accessing the information inside the product.

Furthermore, printing technologies such as ink-jet and screen-printing can be
used for a flexible integration of printed sensor and communication elements on
PCBs. An even more versatile technology for the integration of sensors and the
enabling of ubiquitous communication is the aerosol jet printing (AJP) process. By
printing versatile structures even of three-dimensional surfaces, this digital manu-
facturing technology can transform materials and semi-finished products into
cyber-physical systems [19]. Figure 9 demonstrates possible use cases that can be
achieved with AJP. Printing electronic components such as antenna structures
shown in application example two may possibly be the most important feature. This
creates a smart product by giving each material, component or semi-finished good
the ability to communicate with its environment.

The AJP technology presented in Fig. 10 is a maskless and contactless,
direct-writing technology, which can process a wide range of functional inks based
on conducting as well as insulting materials [18]. The ink is pneumatically atomized
inside the print head and the generated aerosol is carried to the virtual impactor.
There, it is densified and subsequently guided to the printing nozzle. Inside the
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Fig. 9 Opportunities for the electronic functionalization of two- and three-dimensional objects by
aerosol jet printing [19]

compact nozzle the aerosol is aerodynamically focused by an added sheath gas and
is finally sprayed onto the substrate’s surface. Depending on the processing
parameters and the nozzle’s shape, a line width of <100 pm can be printed. In
addition, a focal length of the aerosol beam and a greater nozzle stand-off enable
printing on complex 3D surfaces [17]. From an automation point of view, the
aerosol jet process provides several advantages for printing functional structures on
3D substrates.

The custom-designed integration of sensor and communication technologies on
machine, product, and component level is an essential enabler for the creation of
holistic cybermanufacturing systems in electronics production.
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2.2 Software Systems

The goal of Industry 4.0 is to fundamentally improve industrial processes in the
domain of production, supply chain management, and engineering. Products and
equipment become intelligent objects or entities, so-called cyber-physical systems
(CPS). Through the extensive interconnection of CPS, more efficient production
processes can be achieved. CPS are able to communicate, to perceive their envi-
ronment, to interpret information and to act on the physical world. These properties
enable decentralized, autonomous smart factories with the ability for self-control
and self-optimization. Functions of central information systems such as enterprise
resource planning (ERP) or manufacturing execution systems (MES) are shifted to
CPS, such that there is a gradual dissolution of the automation pyramid to an
interconnected production grid [20] (Fig. 11).

In the context of smart factories, various approaches and solutions are currently
under discussion in order to develop sophisticated production systems. These
mainly include concepts and technologies such as the internet of things and services
(IOTS), cloud solutions or agent systems that enable interconnection, communi-
cation, and data exchange of CPS in industrial domains. With the concept of the
manufacturing service bus (MSB), principles of information technology and service
orientation are applied, which serve as a framework for a successful implementation
of versatile self-organizing structures [1].

The standardization of communication is playing a decisive role at this point in
time. In current academic discourse, different communication standards such as open
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platform communications unified architecture (OPC UA), MTConnect or message
queue telemetry transport (MQTT) are being discussed. Each of these protocols has
specific characteristics, capabilities, application domains, and backgrounds. For
example, the standard OPC UA has its origins in industrial automation technology.
The origin of MQTT is the IOTS and machine-to-machine (M2M) communication.
This part focuses on essential requirements for communication and data exchange in
Industry 4.0 as well as on the capabilities of established protocols [5].

Smart factories are currently in an early stage of research and development. In
initial scientific publications, the terms ‘Industrie 4.0’ and ‘cyber-physical pro-
duction systems’ (CPPS) appeared at the beginning of 2013. Although basic ideas
and solutions had been published before, today there is a nearly implicit description
of the requirements. The description is either at a high level of abstraction, declared
as challenges or in the form of artifacts of design-oriented research. To extract
requirements of Industry 4.0 from scientific publications, the method of qualitative
content analysis according to Mayring [25] was used for the analysis. By defining
clear rules and a systematic approach, this method allows reproducible and reliable
results. The purpose of the analysis was the structured recording of demands on the
communication and data exchange of industrial CPS in the context of smart fac-
tories. Based on scientific publications (journals, conference papers, and white
papers) that address the topics of Industry 4.0, requirements were analyzed and
derived by induction into a categorical system. The results of the analysis are 11
categories of requirements for communication and data exchange (Table 1).

Due to its scope, the issue of data protection and IT security is not considered in
this part. With regard to the requirements for communication and data exchange,
four basic cases of interaction in industrial CPS can be derived (Fig. 12):
(1) transmission of data, (2) retrieval of data, (3) initiation of actions and
(4) monitoring of the environment.

Within this system, information is transmitted on status, description, life cycle or
knowledge. Status describes the condition of a specific entity. Description entails all
the necessary information that is necessary for the description of an entity. This
includes bills of materials or routings as well as features and capabilities of the CPS.
Life cycle data entails information on the properties and states in development,
production, and usage. Knowledge includes information from formal experience or
expertise. The interaction takes place between different CPS (for example, intelli-
gent products and equipment) and information systems in production. They include
business application systems (such as ERP, MES), engineering systems (e.g. PLM,
Digital Factory) or cloud-based applications. In addition, there are overriding
requirements and assumptions of communication and data exchange. These include
uniform and cross-system semantics, real-time processing, event control and the
unique identification of entities throughout the IOTS.

Since the creation of the world wide web, a variety of standards, such as the
hypertext transfer protocol (HTTP), have prevailed. The protocol family ‘trans-
mission control protocol/internet protocol (TCP/IP)’ enables standardized com-
munication between various entities on the internet. Likewise, in CPS, the
standardization of communication and data exchange, as well as the definition of
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Table 1 Requirements for communication and data exchange in industrial CPS

Category

Requirements

Engineering

— Synchronization of data in production systems with models of
engineering

Cyber-physical
systems

— Unique identification of entities in the IOTS

— Connection and communication with other CPSs

— Perceive, understand and interpret the environment
— Awareness and monitoring of individual conditions
— Autonomous triggering of actions

Flexibility and
transformability

— Components and systems of different manufacturers, platforms and
degrees of automation communicate through uniform standards

— Components and systems know their own characteristics and
capabilities and are able to communicate them

— The adaption of entities occurs autonomously according to the
environment

Interoperability

— Uniform semantics, technical guidelines, functions and states
— Generic description, derivation and aggregation of information

Information models

— Information models represent physical production entities

— Information models are updated as event-based

— Representation of states, descriptions, life cycle data and
knowledge

Real-time aspects

— Real-time requirements regarding communication, data supply,
data processing and control

Comprehensive
cross-linking

— Value-added comprehensive connection, communication and data
exchange
— Wired and wireless connections

Decentralized
decisions

— Autonomous decision finding based on environmental conditions,
superior goals, margin of discretion and predictable system
conditions

Event-based decisions

— Self-reliant reaction due to unplanned events in production
— Event-based interaction patterns, target definitions and freedom

Condition monitoring

— Monitoring and diagnosis of process data
— Feedback and processing of process data for decision processes
— Autonomous execution of actions e.g. maintenance

Knowledge
processing

— Transfer of information and data in knowledge
— Feedback of knowledge in decision processes
— Autonomous usage of knowledge for self-optimization

necessary interaction mechanisms or communication models, plays a crucial role.
CPS require open communication standards that allow the integration of new and
existing information systems and entities [22].

While hard real-time requirements of determinism and response times take place
at the field level (plant control systems, sensors, actuators), novel communication in
industry 4.0 is classified more in the area of soft/near real-time requirements. Here,
there are approaches to integration topologies that allow a logical or physical
separation of industrial data transfer for classical automation systems. This com-
munication is to be depicted on the IOTS, in which sophisticated, web-oriented
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architectures and service or communication protocols are available. In addition to
classic request-response procedures they provide new, effective mechanisms of
interaction or communication models such as publish-subscribe or push-pull
mechanisms. In addition, current research focuses on the development of reference
architectures for CPS and the question of standardization [1].

For the comprehensive crosslinking, there are communication protocols avail-
able that have their origin in the world of general IT and possess potentials for smart
factories. Representing this group here, MQTT is evaluated, which acts as a
potential communication protocol in the IOTS. Since 2014, MQTT has been
standardized according to the organization for the advancement of structured
information standards (OASIS). An important feature is the focus on the
publish-and-subscribe communication model. It is characterized by the existence of
central broker for distributing information. Clients send messages that belong to
specialized topics (publish). Other clients can subscribe to these topics on a mes-
sage broker in order to receive messages (subscribe).

In addition to the protocols from the IT domain, there are other communication
protocols, such as OPC UA or MTConnect, that are designed primarily according to
industrial requirements. To elucidate this, OPC UA (object linking and embedding
for process control unified architecture) will be discussed. Through the use of
OPC UA, control hardware and field devices can be connected by means of stan-
dardized, interoperable and multi-vendor access methods. With OPC UA, a
platform-independent, service-oriented architecture is available that has been well
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received and mentioned in a vast number of scientific articles. Unlike its prede-
cessor OPC, OPC UA has a semantic, object-oriented data model. It supports
minimal implementations for the integration of sensors and field devices into
full-fledged applications such as cloud applications. Additionally, aspects of
security and access rights can be established [5].

According to the OSI (open systems interconnection) layer model, a protocol is
divided into seven layers (such as application, transport, or network layer). The
transport layer is described through the established protocols (transmission control
protocol) TCP and UDP (user datagram protocol), amongst others. With UDP,
information systems can send so-called datagrams, which other processes or entities
can receive. Classical and open Industrial Ethernet standards often use the
connection-oriented TCP, which guarantees orderly and correct transmission and
supports bi-directional links. The TCP/IP protocol suite, which enables commu-
nication on the Internet, is also one of the most important standards in industrial
environments [22].

The requirements for communication and data exchange can be described with
the four interactions (1) transmission of data, (2) retrieval of data, (3) initiation of
actions and (4) monitoring of environmental conditions. These interactions can in
principle be mapped with the push-pull, publish-subscribe or request-response
communication models. The presented protocols also, in principle, support these
communication models. Each communication model has specific strengths for the
described interactions. Publish-subscribe is particularly relevant for monitoring
entities and the environment. MQTT offers information about a mature, native
publish-subscribe communication model, while OPC UA reflects the so-called
subscription concept for this requirement. MTConnect sets web services to the
machine level and utilizes the popular, request-response-based HTTP protocol. The
requirement for standardized semantics allows interoperable communication and
data exchange. The spectrum of transmitted information ranges from machine states
via process parameters and routings to formalized knowledge. A standardized
information model must be able to represent different information objects and levels
and thereby be adaptable and expandable. Therefore, OPC UA provides a semantic
information model that can be modified domain-specifically. In contrast, MQTT
can integrate aspects of the semantics by the naming of the topics. Other protocols
are based on the needs of specific industrial application domains, such as the
communication standard, SEMI equipment communication standard (SECS), for
the semiconductor industry [29]. The widespread demand for real-time capable data
processing, networking, and control should be considered separately. In the field of
automation technology, classical protocols and fieldbus systems allow real-time
connections and defined response times. Contrarily, communication in Industry 4.0
is based on a global IOTS. To what degree real-time requirements, high trans-
mission speeds and low response times are necessary is still unclear and the subject
of current research. Furthermore, it is required that intelligent entities must meet
production decisions autonomously. This requires the definition of rules and
interaction mechanisms and the associated business logic. The implementation must
be carried out on the CPS and be largely independent of the chosen communication
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protocol. Whether communication protocols have the potential to become standard
for Industry 4.0 can only be determined upon fully specifying the requirements and
interaction mechanisms between CPS and business IT systems.

Aside from the aspects of communication, big data applications are the enabler
for cyber-physical production systems. According to a study by the McKinsey
Global Institute, product development and manufacturing time can be reduced by
up to 50 % by big data in manufacturing [23]. While a variety of process and
product data is stored, the possibilities of data processing have yet to be sufficiently
exploited. Some of the main enablers for smart factories are therefore new database
types, as well as new approaches to software and hardware architectures for dis-
tributed computing. Relational database management systems (RDBMS) have
dominated for years, alongside analytic databases (OLAP, online analytical pro-
cessing). Currently, numerous, new NoSQL (Not only SQL) databases are
emerging more and more. Based on the type of data, its inherent relationships, and
the required scalability, users must choose between NoSQL database systems and
conventional RDBMS. Key-value and column-family databases can be used when
fast responses are required. Graph databases are superior when entity relationships
are important. Document databases are able to cope with semi-structured data.
Based on these databases, real-time analytic systems require instant access to the
stored information to power advanced calculations on the status of machines,
processes and parts, as well as historical data. This enables spotting unknown
correlations between quality factors and influencing process parameters. Here,
which set of parameters may lead to defective parts and how to avoid such states
can be identified [1].

2.3  Autonomous and Smart One-Piece-Flow

In the future, intralogistics material flow systems must generate individual routings
for each order. The sequence of the individual production steps and machines as
well as the path through the shop floor must be generated individually for each
workpiece. One decisive enabler for this scenario is that each circuit board can be
carried and pathed individually similar to the concept of AGV in small-batch
production.

On-board hardware of an autonomous and smart workpiece carrier
(ASWC). The dimensions of such an ASWC in electronics production are deduced
from the size of the handled load, the circuit boards. Therefore, its proportion is
similar to a workpiece carrier of a common belt conveyer. There are various con-
cepts for the driving and coupled axis to obtain the needed degrees of freedom.
A prototype of an autonomous and smart workpiece carrier, which is shown in
Fig. 13 (left), has a differential powertrain. It allows the system to rotate in place.
To enable all needed degrees of freedom, the CAD model of the prototype (Fig. 13
right) shows a rotating transportation platform. The autonomous power supply of
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Fig. 13 ASWC with circuit board (left), CAD model of an ASWC (right)

such a system depends on the use case. Supercaps can be used for small operation
areas and short distances between the charging stations. The advantage of supercaps
is that they can quickly be recharged. Another possibility is the use of accumulators
for autonomous power supply. Then only a small number of central caching devices
is needed while the quantity of workpiece carrier increases. Additionally, idle time
is used to recharge the whole fleet.

To ensure a safe system an ASWC needs sensors to digitize its surroundings.
Therefore, various technologies are possible such as 2D and 3D vision systems,
laser scanners or ultrasonic range detectors. What such a sensor concept can look
like is shown in Fig. 14. Other indoor localization methods such as indoor GPS or
the trilateration of Wi-Fi signals are either too expensive or lack the necessary
accuracy to localize and route an ASWC. A common approach to digitizing the
environment with a 2D laser scanner is the SLAM (simultaneous localization and
mapping) method. A LiDAR (light detection and ranging) sensor measures the
angle and distance to the obstacles in the system’s surroundings and include this
information in a map of the environment. This data can be merged with the data of
the vision system. The structured light method projects a known pattern of light
often in the infrared spectrum onto the scene. This pattern is deformed when it

Fig. 14 ASWC prototype
with on-board vision, laser
and ultrasonic sensors and an
embedded singe board
computer (SBC)
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strikes surfaces and objects. This allows the vision system to calculate the depth and
distance of the objects. Another 3D vision concept is the ToF (time of flight)
method which measures the time a light impulse takes to reach an object and back.
These 3D vision systems are similar to laser scanners however with the advantage
of being able to measure a whole scene at once. The main disadvantage is the range
of vision compared to the LiDAR systems with 360° capabilities and the required
computing capacity to stitch several 3D scenes to a panoramic view. Finally,
low-cost ultrasonic sensors in the direction of motion can be used for a near-field
obstacle detection and collision detection. If all other sensors fail, these sensors
trigger an emergency stop directly to the motors of the ASWC [32].

A necessary hardware device for an autonomous and smart workpiece carrier is
an integrated on-board computer. Thereby, a central computing device is not
necessary. Therefore, the system is theoretical infinite scalability because each
entity contributes its own computational power. ASWCs are thus ideal examples for
cyber-physical systems. Each workpiece carrier is able to plan its path on its own,
which allows an individualized transportation of the goods.

Concept for infrastructural sensors and locating of the carrier. Another
approach to digitize the workspace of an ASWC is to generate a digital map with
infrastructural sensors, for example ceiling cameras. This concept reduces the amount
of necessary on-board sensors on the carrier since only near-field collision detection
sensors are required. This concept is highly efficient to organize a big carrier fleet,
which operates in a small workspace due to the breakeven point of the sum of on-board
sensors and necessary infrastructural sensors. The accuracy of ceiling cameras
depends on the ceiling height, the flare angle, and the resolution of the camera sensor.
In typical industrial scenarios with a ceiling height of approximately five meters, a
commercial, high-definition webcam possesses a sufficient resolution to navigate an
ASWC. The infrastructural sensor system must detect different types of objects.
Carriers, moving obstacles, standing obstacles and targets must be distinguished.
Therefore, a computational device is needed to analyse the digital picture of the
workspace. The use of one central device to stitch the images to one world frame is
only possible if the amount of cameras is small. To follow the approach of CPS with
distributed and embedded intelligence, a combination of the infrastructural sensors
with a single board computer to one embedded system is more constructive (see
Fig. 15). The SBC pre-processes the pictures directly on the camera device and only
distributes the information that is needed for navigation as requested from an entity in
the workspace. For example, the ASWC only needs the corners of an encircling
rectangle to avoid collision with an obstacle. This concept of an embedded infras-
tructural sensor also reduces the amount of data to be sent via Wi-Fi. Furthermore, the
distributed data from the sensor are usable for further intralogistics tasks such as
navigation of the maintenance technician, digitalization and visualisation of the
material flow in real time, the arrangement of machines and equipment [12, 32].

Navigation and path planning. After digitizing the workspace and locating the
carrier and the targets, such as the pick-up and drop-off place of the goods, indi-
vidualized navigation and path planning are necessary. The embedded intelligence
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Fig. 15 Concept of embedded infrastructural vision sensor

of the carrier is able to calculate the path of the ASWC throughout the shop floor. As
discussed above, the scalability of the whole system is provided because each system
possesses path-planning capabilities, which obviates a single point of failure [12].

To path a circuit board through the production site, no perfect solution is needed.
Probabilistic path planners are commonly used due to the computational power and
the necessary runtime of the algorithm. Two different approaches are often used to
solve such pathing, the generation of single-query trees (Fig. 16 left) and the
generation of multi-query maps (Fig. 16 right). Pathing with a single-query tree is a
combination of developing a solution tree and then searching for the best solution to
connect the starting point with the target. The algorithm probabilistically defines
points from the origin and connects them within a predefined range of the target.
When the target is hit, the shortest path along the connections is calculated to
traverse from the starting point to the target. The principle behind single-query trees
functions independently of the tree generation from the starting point to target, vice
versa, or a combination of both.

The other concept is the generation of a multi-query map within the whole
workspace. Thereby, the connection points have a defined distance to each other.
For each task, the specific starting point and target is inserted to the map and is
connected to the nearest point. The task-specific solution is calculated along the
connections. The generation of a single-query tree is always faster than the gen-
eration of a synonymous, multi-query map. With regard to the on-board and
infrastructural sensor concepts, single-query trees are the best solution when all
sensors are on board. Generating a multi-query map is advantageous when the
workspace is digitized by infrastructural sensors. The position of all obstacles are
known in real time and the map can be provided to the carrier. This leads to lower
computational power requirements by the carrier. Routing each individual task
becomes faster, because the map and the connections already exist and the task’s
individual starting point and target must be inserted before the path calculations.
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3 Concept of a Cyber-Physical Electronics Production
System

The enabling technologies in Sect. 2 of this chapter represent the basis for various
shapes of cyber-physical electronics production systems. Big data technologies and
cloud computing facilitate a self-learning electronics production line. Modern
human-machine collaboration and ubiquitous communication between man and
machine as well as machine and machine create a socio-cyber-physical electronics
production. In a holistic approach the autonomous and smart workpiece carrier form
the mobility basis for the physical, energetic, and digital connection of all entities.
A sensor based all-encompassing detection of the environment controlled by global
and local intelligence facilitates an integrated cyber-physical electronics production
system. In this section the concurrence of these enabling technologies is illustrated
in three different scenarios of cyber-physical electronics production systems.
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3.1 Self-Learning Electronics Production Processes

The aim of a self-learning production line is the holistic integration of sensor-based
data within the value chain of electronics production in an automated analysis and
decision system for the recording and interpretation of accruing process and test
data. Thus, improved production quality as well as increased process flexibility can
be achieved across all process steps.

In its entirety, the electronics SMT production line is a strongly sensor-based
system, which is subject to a variety of processes, systems, interfaces, and suppliers
of large complexity. Due to the increasing complexity of production processes
described in Sects. 1.1 and 1.2 process control is ascribed enormous relevance. This
tremendous complexity increase with the progressive miniaturization of passive
components and by processing highly integrated components continually presents
new challenges. Since even the default of seemingly simple components can lead to
the failure of full assemblies, quality levels of simple transistors is calculated in ppb
(parts per billion), such that there is great potential for optimization here [3]. This
potential, however, is far from being fully realized since the holistic storage and
evaluation of extensively collected process and quality data have yet to occur. Both
the volume of data as well as its diversity in terms of inhomogeneous file formats
and data sources have thus far prohibited a holistic evaluation along the production
line. This has additionally prevented a timely in-line analysis and processing of the
data, whereby the technical and economic potential has remained untapped.

This continuous increase in data diversity and complexity of data is in particular
due to the 80-90 % reduced cost of MEMS sensors in the last five years as well as
the significantly increased amount of connected machinery and equipment [24].
However, the combination of modern sensor technology and automated data
analysis is only at the beginning of its development, despite these impressive
figures. This is likely to change due to technological progress described in
Sect. 2.2.

Furthermore, the inspection and monitoring of critical processes often continues
to take place manually. A prerequisite for the development and implementation of
automated and connected techniques is the integration of machinery into control
systems and cloud-based data systems. This requires standardized interfaces on the
device side or flexible integration at the control level. This forms the basis for
implementing automated fault detection and classification processes as well as the
automated tracking of process parameters. The efficient use of collected process and
quality data through smart data methods provides the basis for establishing a
cross-process quality control loop as shown in Fig. 17. Instead of individual pro-
cesses, the entire value chain will be considered and statistical methods are used for
a holistic process optimization.

Thus, the achieved increase in yield and a corresponding reduction in errors and
rework costs facilitate the, thus far, untapped economic potential. Manufacturing
flexibility and efficiency are increased through quick, self-regulated adjustments to
all production processes. By correlating various influencing parameters, an overall
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Fig. 17 Self-learning electronics production processes facilitated by big data technologies

understanding of the process can deepen, whereby insights can be passed on to the
product design department. With the intensive use of knowledge intrinsic to date
however inaccessible, both product quality as well as customer satisfaction can
increase. The advanced knowledge of cause-effect relationships based on a holistic
approach leads to an increase in first-pass yields as well as to increased product
reliability. In addition, detailed forecasts of the failure behavior of critical com-
ponents can be created through the collection and analysis of this data over longer
periods.

In this context, safe, high-performance systems are needed to address these two
temporally divergent problems—real-time, self-healing, in-line quality control, as
well as the long-term recognition of cause-effect relationships. The
database-systems must address issues of data organization and data management to
create the bases for analyzing and forecasting changes in input variants and process
parameters. Subsequently, a user-friendly presentation of data and correlations
enables applications for decision support and the automation of control loops. In
this context, the database system must be able to deal with challenges regarding the
heterogeneity, accessibility, and usability of the data as well as issues regarding the
quality and security of data. All these conditions and quality requirements for
dealing with the resulting process, testing, and field data must be ensured on three
levels. Firstly, in process, as has already been attained in a closed-loop process
between a stencil printer and a solder paste inspection system. However, this must
also occur across processes along the entire production line and more recently even
across enterprises both at different manufacturing sites and throughout the entire
product life cycle.
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By making use of big data technologies and cloud computing, manufacturers are
offered enormous potential to generate values from the diverse use of large sensor
generated data volumes. The integration of data across the enterprise and the
application of advanced analytical techniques help to increase productivity by
improving efficiency, increasing flexibility, and promoting product quality [1].
Sophisticated analytics can significantly improve automatic decision making in
production, minimize risks, and provide valuable insights, which would otherwise
remain hidden. Sensor-based data provide the required raw material either to
develop new algorithms or to use established smart data algorithms. Thus, new
economic, environmental, and social opportunities arise. In developed markets,
manufacturers can use the large amount of sensor-generated data to reduce costs
and achieve greater innovation in products and services.

3.2 Assistance Systems

Novel assistance systems will ensure the operation of and human-machine inte-
gration in cyber-physical electronics production factories. The field of information
and communication technology (ICT) and especially the web environment has been
characterized by a high rate of innovation for the last ten years. Today’s ICT
systems are further characterized by high calculation speeds, vast memory capac-
ities, and wireless network technologies. Additional features are miniaturized
design as well as low costs, whereby their production is economically viable. This
has led to highly integrated, powerful, and portable consumer hardware such as
tablets and smartphones with worldwide distribution. These devices are capable of
performing ambitious tasks concerning information acquisition and transmission.
At the same time, the degree of maturity of web technologies (cp. HTMLS,
WebGL, SVG etc.) has improved so greatly that user-friendly and powerful
web-based software tools can be developed. Browser-technologies such as HTMLS5
and JavaScript (JS) are used for platform-independent, configurable user interfaces
on mobile devices [2, 27].

Web-based and mobile approaches distinguish themselves by numerous
advantages in contrary to desktop-based systems for information representation in
the field of production. There is ubiquitous, direct access to current information
from diverse terminal devices without the need for installing application-specific
software. In addition, the rollout and maintenance of software instances on client
hardware can be omitted because the current version of an application is provided
by a server during each usage of a system. Furthermore, transparent information
representation is feasible over different platforms (Windows, i10S, Android) through
a standard web browser. This is accomplished through a consistent web-based
approach with the application of open-source web standards. No special adaption to
hardware or operation system is needed [27].

With JS Engines, HTMLS5 technologies and the bidirectional web socket
(WS) protocol, the web browser has established itself as a fully-fledged application
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platform (see Fig. 18). The layout of human-machine interfaces has been created as
a combination of cascading style sheets (CSS) attributes and the hypertext markup
language (HTML) structure. A cut between content (HTML) and design (CSS) has
also been gained. HTMLS in its current version is a giant leap in evolution. HTML5
offers the integration of multimedia content without plugins such as Adobe Flash
Player in addition to playback even on mobile devices. With the help of CSS, a
website’s layout is determined in the form of colors, font types, distances, etc. This
contributes to a uniform presentation of websites within large projects. There are
advantages to separating a layout into external files. The adaption of a website
layout in a web browser is much faster in terms of application- or user-specific
guidelines [30].

The objective of a worker information system (WIS) is an ergonomically correct
and intuitively useful provision of the right information at the right place at the right
time for manual assembly tasks. Thus, a WIS should assist a worker during the
assembly of products with many variants and counteract the rising complexity of
the worker’s tasks. Customized products and the reduction in a product’s life cycle
due to rapid technological progress are reasons for this variance. The necessary
flexibility in this field of production cannot be attained by automated assembly
processes in principle and calls for the integration of manual and flexible assembly
stations. The benefit lies in the immense cognitive skills of human beings in order to
react to unexpected events, to independently plan further steps, to learn, to gain
experience, and to communicate with other subjects. In order to maintain a com-
petitive edge in a country with high incomes such as Germany, production-near

employees must be qualified for and empowered to do their tasks through the
application of information technology [13, 27].
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The main focus of a WIS must be directed at the worker as the central pro-
tagonist and critical factor for production success. The WIS must be effective and
offer notably additional value for a worker in order to gain acceptance. At the same
time, bidirectional data transfer from a WIS to a manufacturing execution system
(MES) or a person responsible for production is mandatory in order to collect and
exploit a worker’s implicit knowledge. Thus, details regarding problems, solutions
and improvements to efficiency can be provided to employees in product devel-
opment, production planning and on the shop floor [13].

For a WIS, there is also a demand for media continuity as well as complete and
reliable information provision in the form of order data, working instructions, bill of
materials (BOM), quality testing information, drawings, or similar objects for a
worker on the shop floor. The classical paper-based approach largely addresses
previously existing data from enterprise resource planning (ERP) and production
planning; hardcopies lack cycle-dependent and working-near orientation. This is
also true for timeliness and for frequent changes e.g. at the start of serial production
(media discontinuity) as well as the flexibility in representation. In addition, a
worker has no overview of papers from different sources, which leads to his cog-
nitive overload. Thus, a logical step in system evolution guides towards digital and
intranet-based employee information systems with a usage or extension of estab-
lished IT infrastructures, to which there are many advantages. Firstly, creation and
maintenance processes are easier and faster. Secondly, this yields numerous
opportunities to integrate multimedia files such as images, videos, audio and ani-
mated 3-D models into a WIS. As a consequence, WIS software inevitably uses
web technologies [1, 13]. Figure 19 illustrates the combination of a virtual mockup
and additional worker information.
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Y Personal [l
protective Overview for
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Fig. 19 Showing 3D product assembly models in TeamCenter Visualization Mockup (left) and
further worker information on a website (right)
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3.3 Integrated Cyber-Physical Electronics Production

The demands for the highest productivity rates with more than 100,000 placed
electronic components per hour with an aspired error rate of only a few defect per
million have led to the rigidly connected production lines described in Sect. 1.1 [8].
The transport of products and materials is accomplished via conveyor belts or large
and inflexible driverless transport systems (AGV) that are described in Sect. 1.3.
Against the backdrop of increasing product functionality and complexity, the
importance of an increased flexibility of electronic production systems prevails.
Currently, rigidly linked production lines prevent quick changes to the production
sequence. This inadequacy is in particular visible during standstills of individual
machines e.g. due to maintenance intervals, which results in a standstill of the entire
line, and thus significantly impairs the overall equipment effectiveness (OEE).
Another use case showing the inflexibility of current assembly lines is that of the
reworking process. Rejected products are not discharged automatically from the
manufacturing line and transported to a reworking station, since neither the trans-
port systems nor the IT is able to do so.

This creates the possibility of a dynamic breakup of rigid manufacturing lines in
electronics production using smart cyber-physical attributes. Thus, a dynamic,
viably real-time, and self-organizing internal value chain can be developed
according to different targets such as cost, availability, energy and resource con-
sumption, flexibility and throughput time. To reach this goal, all enabling tech-
nologies presented in Sect. 2 must work hand in hand. This creates the possibility
of a production setup as shown in Fig. 20.

The wider use of RFID technology or AJP antenna structures for mobile objects,
such as electronic assemblies, device delivery systems in the form of rolls, trays and
bulkcases, tools, stencils, solder paste and functional materials, enables ubiquitous
communication and networking of all objects in the factory. Digital product
memories are developed by which process parameters and information is stored
directly on the workpiece. The use of communication standards such as OPC
Unified Architecture guarantees a modern, efficient and interoperable connection of
automation components, control hardware and field devices through a standardized
multi-vendor access method. Currently, the production of RFID tags is realized by
reel-to-reel (R2R) printing methods. Then, the RFID tags need to be applied onto
the materials, machines, and products. Hybrid RFIDs applied by integrating discrete
and printed features can create embedding solution in electronic components. Thus,
autonomous communication between products, machines and transport systems in
terms of material supply, maintenance, repair, machine set-up can be ensured at any
time. Moreover, the additional use of cloud-based big data functionality enables the
use of the collected data in the sense of “Operations Research” for the control of
production, the production of statistical quality schemes and set-up optimization.
The self-diagnostic capability of equipment can be translated as described in
Sect. 3.1
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Fig. 20 Realization of a cyber-physical electronics production network by flexible connection of
all entities

The basis of dynamically breaking up the rigid electronics production line
concatenation is constituted by the “autonomous routing” of the semi-finished
electronic modules in a truly one-piece flow concept through direct interactions
between the workpiece, transportation systems and machines according to prede-
termined production strategies. Here, small, energy-efficient, flexible, scalable, and
autonomous workpiece carriers described in Sect. 2.3 serve as a link between the
individual production stations. Through the holistic detection of the environment,
e.g. via ceiling cameras or low-cost integrated sensor systems, a cost-optimized
design of the overall system can be ensured. The target price is approximately the
cost of one meter of a double-strap conveyer belt. Through autonomous path
planning and communication with the rest of the instances, the workpieces and
machines of this system form the backbone of a cyber-physical material flow
system (CPMS).

Establishing an Industry 4.0-compatible communication standard using enabling
technologies described in Sect. 2.2 forms the basis of a central requirement spec-
ification of the production strategy. This framework is unaffected by details dis-
patched to specific jobs on specified machines at predetermined times. Using a
high-level online controlling tool, production-related indicators in terms of cost,
time, quality, resources, and energy can be visualized and evaluated. Combined
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with the simultaneous use of discrete event simulation for forward-controlling,
substantial production KPIs as throughput times, utilization, delivery and punctu-
ality, energy and resource needs, costs and results can be forecasted. Upgrading
communications, material handling, and factory control in terms of cyber-physical
systems is a prerequisite for the creation of a resilient factory, in which a production
line is not linked to a product. It is thereby possible to flexibly adjust the processing
stations to a changing product mix and capacity, thus optimizing overall utilization.
Therefore, a new level of Jidoka can be realized, where the automation led by
human as well as by machine intelligence is possible.
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Part 11
Modeling for CPS and CMS



Cyber-Physical Systems Engineering
for Manufacturing

Allison Barnard Feeney, Simon Frechette and Vijay Srinivasan

1 Introduction

Cyber-physical systems (CPS) are integrated embodiments of cyber systems
(consisting of computing, communication, and control elements) and physical
systems (consisting of geometrical and material elements). Almost all products used
in modern society are cyber-physical systems. Almost all modern manufacturing
systems to produce these products are also cyber-physical systems. Engineering
such complex CPS has re-energized the field of systems engineering, which has
been moving steadily away from a document-based practice to a model-based
discipline. In fact, success in cyber-physical systems engineering strongly depends
on proper application of model-based systems engineering (MBSE).
Manufacturing is a national priority in several countries, including the U.S.A.
These countries are investing heavily in public-private partnerships in what they
consider to be strategic, manufacturing-technology areas. The U.S. National Institute
of Standards and Technology (NIST) is deeply involved in several smart manu-
facturing systems research projects that address standards and measurement-science
problems in manufacturing systems. In these projects NIST is also applying
advances in cyber-physical systems engineering to the manufacturing domain.
This chapter describes the critical link between modern manufacturing and
cyber-physical systems engineering. The rest of the chapter is organized as follows.

A. Barnard Feeney - S. Frechette - V. Srinivasan (=)
Engineering Laboratory, Systems Integration Division,
National Institute of Standards and Technology,

100 Bureau Drive, Gaithersburg, MD 20899, USA
e-mail: Vijay.Srinivasan @nist.gov

A. Barnard Feeney

e-mail: Allison.BarnardFeeney @nist.gov

S. Frechette
e-mail: Simon.Frechette @nist.gov

© Springer International Publishing Switzerland 2017 81
S. Jeschke et al. (eds.), Industrial Internet of Things, Springer Series
in Wireless Technology, DOI 10.1007/978-3-319-42559-7_4



82 A. Barnard Feeney et al.

Section 2 describes the characteristics of cyber-physical systems. Section 3 deals
with the evolution of systems engineering as a discipline to meet the challenges of
engineering complex systems. Section 4 is concerned with the rise of manufac-
turing as a national priority, and the recent national efforts to boost research and
development to enable manufacturing innovation. Section 5 describes the NIST
projects in engineering smart manufacturing systems. Section 6 summarizes the
chapter and offers some concluding remarks.

2 Cyber-Physical Systems

Cyber-physical systems are an inevitable consequence of the information revolu-
tion. Embedded computing, internet communication, and digital control have now
become integral parts of modern engineered products and their manufacturing
processes. Such products and processes are cyber-physical systems. The U.S.
National Science Foundation (NSF) has been a major investor in fundamental
research in CPS since 2010, and it defines and explains CPS as follows:
“Cyber-physical systems are engineered systems that are built from, and depend
upon, the seamless integration of computational algorithms and physical compo-
nents. Advances in CPS will enable capability, adaptability, scalability, resiliency,
safety, security, and usability that will far exceed the simple embedded systems of
today. CPS technology will transform the way people interact with engineered
systems—just as the Internet has transformed the way people interact with infor-
mation. New smart CPS will drive innovation and competition in sectors such as
agriculture, energy, transportation, building design and automation, healthcare, and
manufacturing” [70].

Echoing this optimistic vision, a CPS Public Working Group (PWG) that was
established by NIST says: “Cyber-physical systems are smart systems that include
co-engineered interacting networks of physical and computational components.
These highly interconnected systems provide new functionalities to improve quality
of life and enable technological advances in critical areas, such as personalized
health care, emergency response, traffic flow management, smart manufacturing,
defense and homeland security, and energy supply and use” [63]. In mid-2014,
NIST established the above mentioned CPS PWG to bring together a broad range of
CPS experts in an open, public forum to help define and shape key characteristics of
CPS. One of the goals of the group is to better manage the development and
implementation of CPS within and across multiple smart application domains,
including manufacturing, transportation, energy, and healthcare [11].

A couple of themes of interest to this chapter emerged from the NSF and the
NIST-inspired descriptions of CPS. The first is that the CPS are networked systems.
This immediately relates CPS to other major initiatives such as the Internet of Things
(IoT) and the Industrial Internet [10]. The second theme is that the CPS are closely
linked to advanced manufacturing. In fact, the German-led Industrie 4.0 initiative
[42] predicts that the fourth industrial revolution will be based on CPS. A recent
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article in Harvard Business Review observes that “the United States stands to lead
and benefit disproportionately in a smart, connected products world, given Amer-
ica’s strengths in the core underlying technologies, many of the skills required, and
key supporting industries. If this new wave of technology allows the U.S. to rein-
vigorate its capacity as a technology leader in the global economy, it will breathe
new life into the American dream while contributing to a better world” [78].

3 Systems Engineering

While major technical advances are sweeping across CPS, the field of systems
engineering is experiencing a renaissance. The International Council on Systems
Engineering (INCOSE) defines and describes systems engineering as follows:
“Systems Engineering is an interdisciplinary approach and means to enable the
realization of successful systems. It focuses on defining customer needs and
required functionality early in the development cycle, documenting requirements,
then proceeding with design synthesis and system validation while considering the
complete problem. Systems Engineering integrates all the disciplines and specialty
groups into a team effort forming a structured development process that proceeds
from concept to production to operation. Systems Engineering considers both the
business and the technical needs of all customers with the goal of providing a
quality product that meets the user needs.” The renaissance in systems engineering
referred to above is caused by the application of recent advances in information
science and technology to the field of systems engineering.

Traditionally, the systems-engineering practice has been dominated by paper (or
paper-equivalent electronic files) documents. Such documents are read only by
human beings, who comprehend the content and take further action. This practice is
being replaced by a systems-engineering discipline that is based on information
models that can be read by machines (in addition to being read by humans).
Machine-readability is a prerequisite for automation, which improves both the
quality and speed of information processing in systems engineering.

In 2007 INCOSE published an influential document, called Systems Engineering
Vision 2020, which outlined a vision for MBSE [31]. This vision heralded a
transition from the prevailing document-based practice to a mode-based practice.
This transition was aided by the development and deployment of open standards
and software tools such as the Systems Modeling Language (SysML) for systems
modeling and Modelica for systems simulation. The timing of these developments
and tools is particularly opportune because of the significant increases in the
complexity of CPS. These increases require formal modeling and simulation tools
to define and analyze the systems with as much automation as possible—in other
words, MBSE. The US-based Aerospace Industry Association recently outlined the
benefits of leveraging MBSE across the entire product lifecycle including any
government-industry collaborations for early requirements development. The U.S.
Department of Defense is a major sponsor of a Systems Engineering Research
Center to drive development and deployment of MBSE.



84 A. Barnard Feeney et al.

Recently, INCOSE has published an updated vision called Vision 2025 [32].
The context and content of Vision 2025 can be summarized as follows:

e The center of gravity for systems engineering has shifted from aerospace and
defense sectors towards automotive and consumer electronics sectors. Such a
trend is not surprising because automotive and consumer electronics companies
have swiftly embraced CPS and have been investing heavily in research and
development efforts in CPS.

e There is a move from MBSE to Model-based Enterprise (MBE) to cover life-
cycle phases of products. Models created in the early phases of a product’s life
span using MBSE tools and principles are only of limited value if these models
are not linked to those in design, manufacturing, testing, installation, service,
and disposal phases of a product/system. MBE takes a much broader view of
models and their interactions throughout a system’s lifecycle.

e The focus of systems engineering has shifted to composition and integration, as
opposed to mainly decomposition. The reason for this shift is the fact that
industry and government are reluctant to undertake costly and time consuming
projects that start with a clean sheet. The current emphasis is more on integrating
and testing existing subsystems and technologies in rapid iterative cycles. The
notion of system decomposition is still important, but it is no longer the primary
driver. This trend is also in line with the spiral (rapid build-and-test iterations)
development process instead of the V-shaped (top-down decomposition fol-
lowed by bottom-up composition) development process.

There is a general acknowledgment among the practitioners that systems engi-
neering is still largely a powerful book-keeping exercise. But, it is being trans-
formed into a smart book-keeping exercise throughout the manufacturing sector.

4 Manufacturing Innovation

In the United States, it is widely acknowledged that the U.S. government labora-
tories and universities conduct world-class research, while industry focuses on
product development and commercialization. This leaves an increasing gap in
applied research for manufacturing, which deals primarily with moving advanced
manufacturing technologies from research to production. Without this missing
middle, good ideas can often get lost. This recognition led the United States
President’s Council of Advisors on Science and Technology (PCAST) to identify
the following transformative technologies for manufacturing innovation: advanced
sensing and control; informatics and visualization; digital manufacturing integra-
tion; and advanced materials manufacturing [76, 77].

In response to the PCAST recommendations to spur manufacturing innovation,
industry and government organizations have formed new programs to address smart
manufacturing technology and infrastructure development. The Smart Manufacturing
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Leadership Coalition [84] has developed a smart manufacturing platform architec-
ture, and has outlined technology and standards priorities for smart manufacturing.
SMLC’s technology priorities include modeling and simulation, sensor integration,
data collection and management, and enterprise systems integration. The Industrial
Internet Consortium [30] is focused on enabling smart technologies for industrial
applications. The IIC is working to accelerate the growth of the Industrial Internet by
promoting best practices, fostering the creation of industry test beds, and developing
reference architectures and frameworks necessary for interoperability. The U.S.
National Network for Manufacturing Innovation [69] has put in place several man-
ufacturing institutes including the Digital Manufacturing and Design Innovation
Institute [14]. Digital manufacturing is the ability to connect different parts of the
manufacturing life-cycle through data, and to utilize that information to make smarter,
more efficient business decisions.

Such manufacturing innovation initiatives are not restricted to the United States.
In Europe, the goal of the Germany’s Industrie 4.0 project is to develop the
intelligent factory (Smart Factory), characterized by adaptability, resource effi-
ciency, and ergonomics. Its technological bases are cyber-physical systems and the
IoT. In Japan, the Ministry of Economy, Trade and Industry (METI) announced a
strategy for Smart Convergence to develop technology-independent and Leading-
Edge Integrated Industries through digitization and networking.

It is in this context of world-wide interest in manufacturing innovation that NIST
has embraced smart manufacturing as having the potential to contribute to the
public good by fundamentally changing how products are designed, manufactured,
used, and retired. Smart manufacturing systems will produce less waste, use less
energy, consume fewer resources, and provide more business opportunity. The
rapid adoption of internet connectivity, wireless technologies, cloud-based storage,
and data analytics has already stimulated the growth of smart manufacturing sys-
tems. To realize the full potential of smart manufacturing, new technologies and
new standards are needed.

5 Smart Manufacturing Systems Programs at NIST

The NIST Smart Manufacturing programs align with the NIST mission to promote
U.S. innovation and industrial competitiveness. Currently there are two smart
manufacturing systems programs at NIST—one focusing on the design and anal-
ysis problems, and the other on the operations planning and control problems.
Systems thinking and cyber-physical systems engineering are pervasive throughout
these programs. These programs address key opportunities identified by the PCAST
for dramatically rethinking the manufacturing process with advanced technologies
and shared infrastructure. In these programs, NIST is bridging the gap between
industry requirements and fundamental measurement science through delivery of
standards and reference data derived from NIST research and strong industry
collaborations.
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The value of standards to industry and the economy is underscored in the
PCAST report [77]. Standards “spur the adoption of new technologies, products
and manufacturing methods. Standards allow a more dynamic and competitive
marketplace, without hampering the opportunity to differentiate. Development of
standards reduces the risks for enterprises developing solutions and for those
implementing them, accelerating adoption of new manufactured products and
manufacturing methods.”

Standards are a critical tool for leveling the playing field for small businesses by
reducing the cost barriers. Product Lifecycle Management (PLM) standards, for
example, contribute to both agility (by streamlining processes) and quality (by
enabling the integration of different activities along the product and production-
system lifecycles). Standardized interfaces make open source and low cost PLM
systems possible. In the production-systems area, device-connectivity standards are
enabling small businesses to provide machine performance and systems-reliability
solutions to improve productivity, quality, and sustainability. Standards for enter-
prise and supply-chain systems integration, such as the Open Applications Group
Integration Specification (OAGIS), help streamline business processes between
partners in the supply chain. These standards enable low cost applications that are
appropriate for small manufacturers to work with enterprise-level applications used
by Original Equipment Manufacturers (OEM).

Different standards contribute in different ways to realize smart manufacturing
systems. There are a vast number of standards in this space, and a critical survey of
these standards, their adoption and applicability is something that industry is seeking.
A NIST-developed standards landscape [50, 51] takes a first step. The landscape
defines key, smart-manufacturing capabilities and presents a smart-manufacturing
ecosystem. The smart-manufacturing ecosystem encompasses three dimensions—
products, production systems, and enterprise (business) systems. The landscape
associates standards with the lifecycle phases of all three dimensions. We will now
describe the two major smart manufacturing systems programs at NIST.

5.1 Smart Manufacturing Systems Design and Analysis

The research program for Smart Manufacturing Systems Design and Analysis
(SMSDA) is organized into the following four projects of investigation: (1) mod-
eling methodologies for manufacturing system analysis, (2) predictive analytics,
(3) performance measurement for manufacturing systems, and (4) service-based
manufacturing and service composition.

Based on previous NIST work on sustainable manufacturing, unit process
modeling [54, 55], and manufacturing services [82] the SMSDA program seeks to
develop an analytical framework for design, analysis, and prediction of manufac-
turing systems. The program focus is primarily discrete part manufacturing and
assembly, but does include batch-type manufacturing applications. The program is
developing formal methods and tools for dynamic composition of manufacturing
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component models to facilitate prediction and performance measurement. To pre-
dict and measure production-system-level performance for different manufacturing
scenarios, unit models need to be dynamically compositional in an analytic envi-
ronment that represents the larger production system. In addition, system archi-
tectures that enable computer-processible, service-description models are being
investigated for their utility in integration of manufacturing systems. Such models
are necessary to facilitate automated registration, discovery, and composition of
manufacturing services within agile manufacturing systems. Methods of verifica-
tion, validation, and uncertainty quantification for these models are also being
studied. The four projects in the SMSDA program are described in the next four
subsections.

5.1.1 Modeling Methodologies for Manufacturing System Analysis

When developing new, and operating existing, production systems, manufacturers
require knowledge that the proposed system designs are feasible and will yield
optimal results. Rather than using analytical models, many manufacturers still use
empirical (e.g., trial and error) methods to design, operate, or redesign production
systems. There are several reasons. First, the development of models and the
interpretation of results do not follow a precise methodology shared across various
usages. This limits the ability to develop systematic means to apply analytical
techniques to decision making. It also significantly increases the time and cost of
making actionable recommendations. Because of this, analytical modeling efforts
for manufacturing systems are often overtaken by events such as decision deadlines
and equipment malfunctions, among others.

Second, in addition to creating analytical models, there are fundamental chal-
lenges to actually using them. Challenges include (1) making use of information
from various sources, (2) knowing that the techniques to be applied are appropriate
to the situation, (3) knowing the extent to which analytical results are valid, and
(4) acting on the insight the effort provided. The consequences include missed
opportunities to reuse knowledge, unreliable results, and high cost of analysis.

Currently, the models and information sources used in analytical activities are
not easily integrated. A principal barrier to integration is a lack of methods that
support composition both among model components and disparate viewpoints [12].
A viewpoint is a set of related concerns drawn from a representation of the whole
system. Existing research does not take advantage of the unique characteristics of
smart manufacturing. These characteristics include on-going need for analytical
methods, their integration with data from operations, their integration with pro-
duction control systems, and the ability to dedicate a portion of manufacturing
resources to experimental investigation of new processes.

The variety of problems to which analytical methods may be applied in
manufacturing makes specifying widely-applicable integration strategies difficult.
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Fig. 1 Developing analytical capability by composing domain-specific viewpoints

An emerging technology, domain-specific modeling, provides an efficient means to
represent a variety of viewpoints, but it lacks a methodology for effective com-
position of model components. Figure 1 illustrates how such models could be
composed to form sophisticated analytical tools by using problem-formulation and
tool meta-models. Equation-based modeling offers an effective method of compo-
sition, but it only works for certain applications.

One of those applications, and the initial focal point of this project, is opti-
mization, specifically scheduling optimization. The project is developing methods
for representing and composing the analytical models needed to formulate and
solve scheduling problems in a smart-manufacturing plant [13]. The methods
involve synthesizing elements of functional, domain-specific, and equation-based
modeling methods. If successful, this methodology, which can be extended to deal
with other types of optimization problems, will become an integral part of smart
manufacturing systems.

5.1.2 Predictive Analytics for Manufacturing Systems
The dramatic increase in the availability of data from the machine to the enterprise

has increased the potential for improved prognostics and diagnostics. Predictive
analytics is the principal foundation for realizing that potential. Numerous
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Fig. 2 Overview of a framework for predictive analytics in manufacturing

commercial, predictive-analytics solutions are in use today. These existing solu-
tions, however, are based on proprietary models that run on open source platforms.
These solutions are limited to large OEMs and are rarely available as reconfig-
urable, open applications suited for small and medium enterprises.

This project seeks to remove this limitation by developing open protocols and
standards for the data inputs to those solutions and measurement methods for
characterizing and evaluating their results. Specifically, the project will develop
(1) solutions for data capturing, fusion, dimension reduction, and filtering and (2) a
measurement-based approach to address challenges of traceability, uncertainty
quantification, security, verification, validation, and data provenance. The goal of
the project is to use those methods and standards to construct the predictive
capabilities needed for both prognostics and diagnostics from the machine-level to
the enterprise-level.

Standards for analytics information, such as Predictive Markup Modeling Lan-
guage (PMML), are being extended to support manufacturing applications and are a
major focus of this project [46]. Figure 2 shows an overview of a proposed
framework for predictive analytics in manufacturing [45]. The vision of this project
is to use this framework as a foundation for demonstrating a prototype, predictive-
analytics solution that improves production system efficiency. The prototype system
will include manufacturing models for predictive analytics, domain-specific lan-
guages for performing predictive analytics, and standard interfaces for data ana-
Iytics tools. The goal of this prototype is to make it easier for manufacturing domain
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experts to build manufacturing system models and generate the necessary analytical
models from a manufacturing system specification.

5.1.3 Performance Measurement for Smart Manufacturing

Manufacturers are adopting smart systems to drive gains in agility, productivity,
quality, and sustainability. These smart systems integrate information and com-
munication technologies with intelligent software applications to optimize a variety
of performance metrics that result in the on-time delivery of customized,
high-quality products. Being able to determine effective metrics and measure actual
performance, therefore, is critical to achieving that result.

Two important questions arise. The first is, “What metrics are used to charac-
terize a given performance?” The second is, “How does one quantify that metric
using realizable measurements?” The original, and long-standing, performance
criteria was productivity. Then came quality—thanks in large part to the success of
the Japanese in the 1980s. In the era of smart manufacturing, two more criteria have
been added to the list. Agility is related to how fast and how well manufacturers
adapt to changes in the market. The most recent addition, and the focus of much of
this research, is sustainability [43].

Sustainability in manufacturing is defined as the creation of manufactured
products through processes that are non-polluting, conserve energy and natural
resources, and are economically sound and safe for employees, communities, and
consumers. Metrics for sustainability are not as mature as other metrics and this is
an active area of research [38]. As productivity and agility of manufacturing sys-
tems increases, the necessity for better understanding and controlling the
sustainability-related impacts of those systems increases. Manufacturing sustain-
ability may be expressed in terms of environmental impact with primary focus on
the efficient use of energy and natural resources [79]. Sustainable manufacturing is
a challenging problem because reductions in resource consumption and environ-
mental impacts must balanced against other drivers including timeliness, quality,
productivity, and cost. Understanding the changes to a system in terms of multiple
objectives is made more difficult when criteria against which sustainability
assessments can be made are neither measured nor available in such a way as to be
shared at a system level [54].

This project focuses on developing standard metrics and measurement methods
for enabling smart design and analysis of production systems. A fundamental
challenge faced by the manufacturers is identifying opportunities for improving
performance and integrating new smart technology to realize those improvements.
Industry routinely collects operational-level data of all kinds. What industry lacks is
the knowledge needed to use that data to improve overall performance [44]. The
goal of this project is to develop the knowledge needed to measure and standardize
practices for evaluating manufacturing performance. Sustainability is given par-
ticular attention as the least-understood driver for smart manufacturing. In pursuit of
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that goal, reference architectures, standard representation methods, and crowd-
sourced knowledge collection solutions are being explored.

In the early stages of the project, two activities dominated. The first involved an
investigation into the methods for identifying operational improvements within
manufacturing systems in a series of papers on the topic [27, 28, 39, 40, 41]. The
results of that investigation led to a study of how to use models of the manufac-
turing system, referred to as reference architectures to understand performance
assurance. Earlier NIST work [2] was used as a basis for illustrating opportunities
for improvement [40]. This approach was then extended to a new reference
architecture for factory design and improvement [9]. This model will be a foun-
dation for future standards and guidelines for promoting more effective factory
design and improvement practices.

In the second activity, NIST led the development of two guides: ASTM
E60.13-Standard Guide for Evaluation of Sustainability of Manufacturing Pro-
cesses, to standardize methods for evaluating the performance of manufacturing
processes, and ASTM E60.13—Guide for Characterizing Environmental Aspects of
Manufacturing Processes, to standardize methods for characterizing the perfor-
mance of manufacturing processes as building blocks for system analysis with
specific focus on sustainability evaluation [1]. Prior work on terminology for sus-
tainable manufacturing [22, 62, 61] is fundamental to measuring performance and
may be a key contribution to the ASTM standard on terminology for sustainable
manufacturing.

These two activities are still ongoing with an emphasis on the use and extension
of the standards [56, 80, 84]. In addition, under NIST’s leadership, ASTM has
initiated a new work item titled Standard Guide for the Definition, Selection, and
Composition of Key Performance Indicators to Evaluate Environmental Aspects of
Manufacturing Processes. Currently the project is exploring two approaches for
collecting and disseminating a broad base of manufacturing knowledge to industry.
The first approach involves the creation of a national repository of
unit-manufacturing-process models based on the ASTM E60 guidelines [3]. The
second is to cull the implementation knowledge of practitioners to understand
where, when, and how to apply smart manufacturing technologies in the field [28].
Documenting implementation knowledge of this type has been shown to success-
fully move the state of the art forward and to help vendors identify and remedy
recurring problems in the cybersecurity domain [58].

5.1.4 Service-Based Manufacturing and Service Composition

Traditional manufacturing systems spanned the lifecycle of a product by the inte-
gration of software subsystems through a combination of open and proprietary
exchange of data. The rapid revolution and adoption of industrial internet tech-
nologies is replacing software subsystems with manufacturing-based software
services. Cloud computing is the principal technology enabling this revolutionary
change.
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Cloud computing is enabling an eco-system of composable (easy to assemble
and reassemble) manufacturing services that will accelerate new product develop-
ment, gain efficiencies in production and supply chain management, and allow use
of data analytics to optimize manufacturing activities. This changes the traditional
integration paradigm substantially. In a recent workshop [64] industry participants
discussed the nature of these changes, the technical challenges of addressing them,
and their potential benefits. The overwhelming conclusion of the participants was
that the major benefit of open, dynamically composable, cloud services will be a
new standards-based platform that will advance innovations in smart manufacturing
systems.

One of the technical challenges discussed extensively at the workshop, and the
focus of this project, is service discovery. Participants argued that before services
can be composed, they must be discovered. They agreed that discovery involves
two steps. The first involves specifying service requirements and service capabil-
ities that allow representation and registration. The second involves developing
metrics and algorithms that can match one to the other. This project’s initial efforts
center on the first step. The project is developing reference models, analysis
methods, and synthesis tools as a basis for standards-related specifications of both
requirements and capabilities. The results will reduce the risks to service providers,
cloud vendors, and manufacturing users by providing tools, based on the reference
architectures, that guide the development and validation of such standards.

This research is pursuing a computational, model-driven approach for specifying
manufacturing services requirements and capabilities. This approach is believed to
enable generation of computer-processable representations that will facilitate effi-
cient registration, discovery, and, eventually, composition of services [37]. An
example of such a tool, based on the ISO Standard Core Component Specification
(CCS) meta-model [35], is the NIST Messaging Standard Semantic Refinement
Tool (MSSRT). Figure 3 shows the application of the MSSRT within the OAGIS
standard to aid the service providers and users in generating and cataloging the
messaging standard usage information using a new, CCS-compliant OAGIS
meta-model. The usage information includes a human readable implementation
guideline as well as machine readable message exchange specifications in various
formats. The figure also illustrates development of an OAGIS reference business
process meta-model and Business Process Cataloging and Classification System
(BPCCS) to allow automated generation of both standard and context-specific
OAGIS business processes. The reference business process meta-model is
extending ideas found in earlier industrial initiatives such as ebXML [21, 35].
These concepts can be applied to many similar standards.

To develop the envisioned computer-processable representations, the project
advances some of industry-driven context-specification and management approa-
ches. Differing proposals for context handling and/or context-based document
configuration have been reviewed, such as the ones found in the ebXML specifi-
cations [89]. In one case, an approach was focused on proposing context
meta-model and defining possible contextual categories and appropriate classifi-
cations that can be used to define the list of allowed values for each context
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category. This specification may be further improved, for example, by expanding
context meta-model to support different association types between classification
values. In the other case, an approach defines a method for business document
assembly and context-specific derivation of the assembled document. Expanding
the previous approaches, the essential, new ideas in our approach are 1) to use
contextual information to enable formal, precise cataloging and life-cycle man-
agement of the messaging specification usage information and 2) to develop a
system that enables sharing and use of such information to drive the evolution of
the core messaging standard. These ideas are being implemented using the MSSRT
and BPCCS tools.

5.2 Smart Manufacturing Operations Planning and Control

The Smart Manufacturing Operations Planning and Control (SMOPAC) Program
focuses standards and measurement science to support integration and technology
challenges in the factory. Within the SMOPAC program, smart manufacturing
systems are defined to be fully-integrated, collaborative manufacturing systems that
respond in real time to changing customer demands and operating conditions in the
factory. The success of smart manufacturing systems depends upon the ability to
easily and rapidly reconfigure factory production and supply networks to optimize
system performance. Such systems must deal effectively with uncertainty and
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abnormal events and learn from past experience to enable continuous improvement.
These systems must enable seamless interoperability between small, medium, and
large manufacturers. The complexity of the overall challenge is due to:

e Complex system, sub-system, and component interactions within smart manu-
facturing systems make it challenging to determine specific influences of each
on process output metrics and data integrity.

e Lack of uniform processes that guide manufacturing operations management,
integrated wireless technologies, prognostics and diagnostics, and cybersecurity
at all levels (from component to system). Many existing solutions are currently
proprietary and are seldom disseminated.

e Simultaneous operations of systems increase the intricacy and understanding of
information flow relationships

The SMOPAC research plan consists of a portfolio of interrelated projects that
focus on key research areas: (1) digital thread, (2) systems analysis integration,
(3) wireless systems, (4) cybersecurity, and (5) prognostics, health management and
control. In addition to the five projects, a Smart Manufacturing Systems (SMS) Test
Bed provides an integrated testing environment and a source of real manufacturing
data for internal and external researchers. The program has developed a conceptual
framework for lifecycle information management and the integration of emerging
and existing technologies, which together form the basis of our research agenda for
dynamic information modeling in support of digital-data curation and reuse in
manufacturing [24]. Collectively these activities provide a comprehensive approach
that leads to new industry standards and practices. The five projects of the SMO-
PAC program and the SMS Test Bed are described in the following six sections.

5.2.1 Digital Thread for Smart Manufacturing

The promise of smart manufacturing cannot be achieved without access to the right
data at the right time. Today’s industrial practice lacks visibility of product and
process information across lifecycle functions. Design functions lack visibility into
information about manufacturing processes that will be used to produce the prod-
uct. Manufacturing functions lack visibility into the intent of the design engineer or
measurement results of early production runs. The Digital Thread for Smart
Manufacturing project is concerned with (1) making semantically-rich product and
process data available through open standards, (2) establishing data quality, certi-
fication and traceability, and 3) using trusted information to build knowledge and
enable better decision making. This project builds upon past NIST work in MBE
and MBSE and is the largest of the five SMOPAC projects.

Figure 4 illustrates the opportunities for information sharing and integration in
the portion of the lifecycle that is the focus of this project. Standards exist that
support the integration of product and process information for systems that
implement similar functions. Examples include all Computer-Aided Design
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(CAD) systems, all computer-aided manufacturing (CAM) systems, all
computer-aided engineering (CAE) systems, and all product data management
(PDM) systems. The most widely recognized of these integration standards is called
STEP [34]. Another such standard is the Quality Information Framework
(QIF) [15]. This project additionally seeks to support integration of heterogeneous
systems that make up the entire product lifecycle, using open standards, enabling
industry to move from model-based design to MBE. This project is currently
analyzing workflows to learn what data is common amongst different models in
different stages of the lifecycle. These common elements support interfaces between
systems. This project calls the integration of heterogeneous information models and
these additional common elements the common information model [81].

NIST plays a significant role in the development of QIF and STEP standards.
NIST led the US effort to support the transition from model-based design to
model-based enterprise by leading the development of the latest STEP application
protocol ISO 10303-242:2014 (AP242) [36], whose capabilities are illustrated
in Fig. 5. AP242 contains computable representations for several types of
3-dimensional (3D) model data, including geometric dimensioning and tolerancing
(GD&T) information [18]. This information conveys the design intent and func-
tional requirements of the product to manufacturing. The intent is for AP242 to
support all product and manufacturing information (PMI) needed by manufacturing
and inspection planning activities. NIST is guiding the development of a second
edition of AP242 that will add new representations for electrical wire harness,
kinematics, and additional PMI.

NIST has provided both the leadership and significant technical contribution to
the development of the QIF standard. The American National Standards Institute
(ANSI) recently approved a new edition, QIF v2.0 as an standard (DMSC
2015b). This new edition enhances the previous edition by providing a complete
and accurate 3D product definition with (1) semantic geometric and dimensional
tolerances, (2) definitions for measurement resources, (3) a template for measure-
ment rules, and (4) statistical functionality [57, 59]. These new capabilities satisfy
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the digital interoperability needs for a wide variety of smart-manufacturing use
cases including (1) feature-based dimensional metrology, (2) quality measurement
planning, (3) first article inspection, and (4) discrete quality measurement. The
quality management system at most modern factories includes operations that based
on, what are called today, cyber-physical systems. These advanced technological
systems are required to gather and use digital manufacturing data constantly. QIF
defines, organizes, and associates that data with into higher—level information
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objects. Such objects (see Fig. 6) include measurement plans, results, part geom-
etry, PMI, measurement templates, resources, and statistical analysis [15].

Pilot projects are part of the project’s strategy to increase adoption of open
standards and smooth the road to MBE. One pilot discovered much of the barrier to
full adoption of MBE is cultural. Despite being in the digital age, a large percentage
of small- and medium-sized suppliers still receive OEM designs as full-detail,
2-dimensional (2D) drawings or as a combination of 3D-shape-geometry models
plus 2D drawings containing the PMI [23]. A large percentage of suppliers must
either remodel the part completely or add the PMI manually to the imported
shape-geometry model. Much of the CAD industry has implemented STEP AP242
with embedded PMI, reducing the need for drawings. The same degree of imple-
mentation has not occurred in the CAM and Coordinate Measuring System
(CMYS) industries. NIST conducted a pilot project that demonstrated the value of
improved CAD-to-CAM and CAD-to-CMS data interoperability using STEP AP242
with embedded PMI. This pilot provided seed funding to software solution providers
to develop interfaces to open standards. Additional results from this pilot include
identified gaps in open standards and metrics on time savings through MBE [19, 88].

The second focus of this project is to ensure data quality and build trust in data
across the lifecycle. Ensuring data quality is critical to the digital enterprise. In
addition to participating in the development of AP242, NIST has developed a
strategy for measuring conformance of CAD systems to the American Society of
Mechanical Engineers suite of standards for PMI [20, 48]. NIST developed sets of
PMI test-case models now being used by both industry and solution providers to
develop internal processes, determine recommended practices, and test conformance
of software applications [49]. NIST also developed software for analyzing STEP
physical files [47] that are used by STEP solution providers. Currently, the project is
investigating the use of embedded digital certificates in standard data formats for
authentication, authorization, and traceability of product data. While digital certifi-
cates are used widely in other domains, they are not widely used in engineering and
manufacturing. Extensions to common standard formats STEP, QIF, and MTCon-
nect [60], have been developed and are in different stages of approval in the different
standards communities. A digital manufacturing certificate toolkit has is available as
open-source software [66]. Use of embedded digital certificates in PLM workflows
will increase trust in product data throughout the lifecycle.

The third focus of this project is using lifecycle information to make decisions.
Once information is collected and stored in a semantically-rich and
computer-interpretable manner, and its quality and provenance are known, the
information can be acted upon for better decision making. For example, the design
development activity is often supported by a design knowledge base. The knowl-
edge base contains meta-data, rules, standards, correlations, and design dictionaries.
Industry lacks a way to discover data relationships and link data across the lifecycle.
Such a data observatory would enable near-real-time dynamic updating of
domain-specific knowledge bases using machine learning and artificial intelligence
methods. This project is defining a conceptual framework of emerging and existing
technologies that can make lifecycle information available and actionable.
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5.2.2 Systems Analysis Integration for Smart Manufacturing
Operations

The Systems Analysis Integration for Smart Manufacturing Operations project
seeks to deliver methods and protocols for (1) unifying discipline-specific, engi-
neering, analysis information and (2) integrating it with existing, unified,
systems-modeling information that is modeled in a formal modeling language.
SysML [75] is a such a language. Moreover, it is a standard and is also widely used
around the world. This project uses higher-level system models, created in SysML,
to coordinate discipline-specific engineering analysis. Coordination is achieved by
identifying and eliminating inconsistencies between the system-level models and
analysis-level models. The goal of the project is to enable systems modeling tools
and discipline-specific analysis tools to efficiently exchange and use information
during smart manufacturing operations.

NIST has a long history of involvement in the development of a variety of formal
modeling languages in the Object Management Group (OMG). In particular, we
have focused on the continued evolution of the SysML. Most recently, NIST led
development of information models for system-operation requirements,
product-family variation modeling, and computer interchange of graphical repre-
sentations. NIST also provided software to assess models and modeling-tool
compliance to SysML and related standards [4, 71-75]. These standards are the
basis of the integrations undertaken in this project.

Systems engineering models contain system requirements, designs, and tests,
often specified in graphical modeling languages, such as SysML. These models
must be developed in conjunction with analysis models, such as those used to
simulate both physical interactions and numeric signal flows by solving a set of
differential equations. System-engineering and simulation models are typically
developed in separate modeling tools, reducing the efficiency of engineering pro-
cesses. This project integrated both the physical-interaction and signal-flow simu-
lation modeling into SysML. To do so, the project reviewed physical-interaction
and signal-flow simulation tools to develop a common abstraction of their con-
structs and semantics. This abstraction was compared to SysML and missing
simulation concepts were identified. The project team also proposed an extension to
SysML to address the gaps, and gave examples of their application [5]. These
extensions will be brought to the OMG for standardization. In subsequent work, we
will develop logical models for finite element simulation and integrate those models
with system models.

5.2.3 Wireless Systems for Industrial Environments

The Wireless Systems for Industrial Environment project develops integrated
methodology and protocols to enable, assess, and assure the real-time performance
of wireless systems in industrial environments. An industrial environment, such as
one found in a smart manufacturing environment, requires a variety of wireless
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Fig. 7 A wireless sensor network

technologies to provide seamless connectivity from low-power sensor nodes to high
data rate video links. This project focuses on standards-based wireless protocols
used in industrial environments. However, the metrics, methodology, and guideli-
nes developed are applicable to proprietary wireless protocols as well.

Wireless sensor networks (WSN) are a key technology for IoT in manufacturing.
As shown in Fig. 7, a WSN is an internet-like network of sensor nodes that
cooperatively sense and possibly control the environment autonomously or with
people in the loop. The advent of smaller, cheaper, rugged and low-powered sen-
sors is bringing the IoT to even the smallest objects. NIST, with the International
Electrotechnical Commission (IEC), held a workshop to identify challenges of
WSNs for IoT. The results of the workshop are laid out in a white paper published
by the IEC [29]. The paper details the fragmented and disjoint standards landscape
for wireless networks and stresses the need for increased communication and
coordination among different standard organizations, unified planning, optimized
resource allocation and reduced repetition of work.

The equipment at each level of a factory equipment network (factory level,
work-cell level, and device level) may employ different network communication
protocols. It is a challenge for industry to efficiently and effectively test all kinds of
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equipment with different network communication protocols at different network
levels. To address this challenge, the project developed a test bed for designing and
evaluating performance metrics of operational systems that are instrumented with
standard and non-standard wireless technologies. A key contribution of the wireless
testbed is methodology by which wireless performance is correlated with opera-
tional performance for circumstances where wireless technologies are used for
supervisory control or feedback control [7]. We refer to this as bridging Information
Technology (IT) performance to Operational Technology (OT) performance.

Real-time sensor data from WSN is essential for making decisions in controlling
industrial processes and condition monitoring. However, wireless communication is
subject to interference and thus may affect critical industrial operations. The project
has developed simulation framework in a wireless test bed to study how various
wireless sensor network configurations and topologies affect the performance,
including safety, of manufacturing plant operations. The first test case was simu-
lation of a continuous process chemical plant operation where sensor output is
interfaced to an IEEE 802.15.4-based wireless sensor network via a programmable
logic controller. The integration of a simulated physical system with a real wireless
network provides the ability to examine the effects of real-time wireless commu-
nications in a factory running different wireless activities on simulated plant pro-
cesses [6].

In addition to understanding how wireless technologies work, the project is
helping manufactures make better decisions regarding those technologies. Field
measurements and channel models are being used to optimize not only selections
but also their actual configuration in factories. Using modern state-of-the-art RF
(Radio Frequency) sounding techniques, the project has measured RF propagation
in several real machine shops—the one at NIST, several in partner manufacturing
facilities, and one in a contract machine shop. Interference levels were measured
using precision, spectrum analyzers in an effort to correlate interference with the
happenings on the plant floor. RF propagation was measured using high-precision,
time-synchronized, RF-sounding equipment developed by NIST engineers. The
sounding equipment collects raw propagation information required to compute
statistical channel models of factory environments. High volumes of raw data are
being post-processed to produce complex-valued correlations (impulse responses)
that represent the black-box propagation losses and distortions of each sounding
scan.

The RF measurement data will be interpreted using standard channel models
with the precise parameterization required to accurately characterize RF propaga-
tion in the factory. The channel models, raw impulse response data, and packet
error rate curves provide a basis for detailed network simulations that are integrated
with models of physical processes. These integrated simulations will allow NIST to
study the impacts of the RF environment and wireless networking technologies on
the performance of physical plant processes.
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5.2.4 Cybersecurity for Smart Manufacturing Systems

The Cybersecurity for Smart Manufacturing Systems project seeks to determine
quantitatively the impact of cybersecurity on real-time performance, resource use,
reliability, and safety of smart manufacturing systems. This project focuses on two
research challenges: (1) the development of comprehensive requirements and use
cases that represent practical cybersecurity approaches for real-world needs, and
(2) the development of a suite of specific tests that measure the impact of cyber-
security technology when fulfilling these needs.

In its initial stages, the project conducted a two-day Roadmapping Workshop on
Measurement of Security Technology Performance Impacts for Industrial Control
Systems (ICS) at NIST. The 66 participants represented a balanced cross-section of
ICS stakeholder groups, including manufacturers, technology providers, solution
providers, university researchers, and government agencies. The workshop report
[16] serves as a foundation for the development of a measurement-science research
for ICS security at NIST. This project is developing new methods and metrics for
measuring the performance impact of security technologies [86].

Specifically, project team members are working with standards development
organizations to develop new guidelines and standards to facilitate the implemen-
tation of cybersecurity technologies that do not negatively impact performance—
see NIST Special Publication 800-82 [87]. This major report includes guidance on:
(1) recommendations on ICS risk management, (2) how to tailor traditional IT
security controls to accommodate unique ICS performance, reliability, and safety
requirements, (3) on threats and vulnerabilities, (4) recommended practices,
(5) security architectures, and security capabilities and tools. The guidance will
enable improved ICS security in manufacturing and critical infrastructure indus-
tries, while simultaneously addressing the demanding performance, reliability, and
safety requirements of these systems.

The project has developed a smart-manufacturing-system cybersecurity test bed
to implement test methods that analyze both network and operational performance
impacts of proposed cybersecurity safeguards and countermeasures. Those methods
are in accordance with the best practices and requirements prescribed by national
and international standards and guidelines such as NIST Special Publication 800-82
[87]. Figure 8 shows the physical design of the cybersecurity test bed that includes
a chemical reactor process and a robotic assembly process, which are two key areas
in manufacturing [8]. In the next phase of the test bed deployment, a transportation
enclave will be installed.

Cybersecurity communities have created a variety of data representation and
exchange standards. These standards address weaknesses and vulnerabilities,
naming conventions, system state, configuration checklists, asset identification, and
severity measurement of software and configuration systems. NIST has developed
an infrastructure, the Security Content Automation Protocol [65], for leveraging this
array of information standards. This infrastructure provides technical guidance for
how the existing standards should be used together; however, there are gaps in the
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Fig. 8 A fully assembled discrete manufacturing robotics enclave

standards. [52] developed a user interface for selecting and tailoring security con-
trols in accordance with NIST SP 800-53.

One future plan is to extend this user interface to be in accordance with NIST SP
800-82 security requirements to trace security control selections to the NIST
Cybersecurity Framework Core functions and outcomes. Another plan is to develop
a manufacturing implementation (Profile) of the NIST Cybersecurity Framework
(CSF). The Manufacturing CSF Profile will be implemented in the smart manu-
facturing system cybersecurity test bed using various cybersecurity solutions to
measure any network and operational performance impacts. From this research,
guidance will be developed on implementing the CSF in manufacturing environ-
ments without having negative performance impacts on the systems.

5.2.5 Prognostics, Health Management and Control

The goal of the Prognostics, Health Management (PHM), and Control project is to
develop methods, protocols, and tools for robust sensing, diagnostics, prognostics,
and control. These results will enable manufacturers to respond to planned and
unplanned performance changes, which will enhance the efficiency of smart man-
ufacturing systems. Early implementations of smart manufacturing technologies
enable manufacturers to use equipment and process data to inform decision-makers
to determine the impact on both performance and overall process health and update
their maintenance strategies. There is an increasing interest to leverage this data in
concert with data from emerging sensing technologies to generate diagnostic and
prognostic intelligence for improved control. This project focuses on the standards
and measurement science needed to enable and promote such intelligence.
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Complex system, sub-system, and component interactions within smart manu-
facturing systems make it challenging to determine the specific influences of each
on process performance, especially during disruptions. The simultaneous operation
of complex systems within the factory increases the difficulty to determine and
resolve failures due to ill- or undefined information flow relationships. There is no
uniform process that guides sensing, PHM and control at all levels. Proprietary
solutions exist that integrate some manufacturing systems, but they apply to sys-
tems from select vendors and are often expensive and inaccessible to smaller
manufacturers. The goal of this project is to promote advanced sensing, PHM, and
control from ISA 95 [33] manufacturing levels O (production process) through 3
(manufacturing operations management). This will result in improved
decision-making support and greater automation with a focus on vendor-neutral
approaches and plug-and-play solutions.

At the outset of the project, a review was conducted of PHM-related standards to
determine the industries and needs addressed by such standards, the extent of these
standards, and any similarities as well as potential gaps among the documents. The
results of that assessment can be found in [90]. The project then conducted a
workshop to elicit the needs and priorities of stakeholders in the PHM technology
arena. The attendees identified and prioritized measurement science needs for
improving PHM impacts within manufacturing processes; measurement science
barriers, challenges, and gaps that prevent the broad use of PHM technologies for
manufacturing processes; and the research and development needed to address the
priority measurement and standards challenges. The workshop resulted in a report
that highlights roadmaps that will advance the state-of-the-art in manufacturing
PHM [17]. Key findings from the workshop and report include critical measure-
ment science challenges and corresponding roadmap [92].

Prior to the workshop, three critical research thrust areas were identified:
machine tool linear axes diagnostics and prognostics, manufacturing process and
equipment monitoring, and PHM for robotics. The workshop findings, and resultant
roadmap, reinforced the necessity of these research thrusts and strengthened our
specific approach with targeted, first-hand knowledge from the manufacturing
community. These areas are briefly described below.

e The machine tool linear axes diagnostics and prognostics research thrust focuses
on developing a sensor-based method to quickly estimate the degradation of
linear axes without disrupting production [91]. The method, which has been
demonstrated in a newly-constructed linear-axis test bed at NIST (1) detects
translational and angular changes due to axis degradation, (2) supports verifi-
cation and validation of similar PHM techniques and (3) produces reference data
sets that can be used by PHM developers as test data. These data sets are
valuable to manufactures so that they may test their systems without risking
damaging to or impacting the productivity. This method will ultimately lead to
standards that monitor the health of and predict degradation linear axes.
Developing diagnostics and prognostics of linear axes enables optimization of
maintenance scheduling and part quality.
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e The manufacturing process and equipment monitoring research thrust focuses
on identifying high-value data sources for systems-level PHM and developing
methods to collect this data to avoid the challenges associated with big data. The
idea is to have the right data at the right time for analysis and control. This
research is supported by a systems-level test bed (described later in the chapter)
of networked machine tools and sensors in an active manufacturing facility.
Early efforts have concentrated on integrating sensors and machine tool con-
trollers with production management systems using data exchange standards,
such as MTConnect.

e The PHM for robotics research thrust focuses on developing methods, metrics,
assessment protocols, and reference data sets for industrial robot arm systems.
These resources will enable manufacturers to (1) detect robot-system-performance
degradation and (2) predict how such degradation impacts key elements of the
robot system (e.g., accuracy). A PHM-focused robotics test bed, including
industrial robotic arms, is being developed to support this research thrust. This
work concentrates on the health of the arm and the overall robotic system (e.g.,
arm, controller, sensors, end-effector) as well as the relationships between the
performance of these components and the performance of the system.

This research is being supported by external collaborations where appropriate.
For example, have developed a hierarchical methodology that will enable manu-
facturers to appropriately decompose their complex manufacturing systems into
individual components for monitoring and maintenance. They use a systematic
approach that enables a manufacturer to identify and assess the risks of fault and
failure of their components, processes or systems [53].

5.2.6 Smart Manufacturing Systems Test Bed

To support the five projects mentioned above, NIST has undertaken an effort to
develop a Smart Manufacturing Systems (SMS) Test Bed [25, 68] as illustrated in
Fig. 9. The SMS test bed is a test bed for the program. This SMS test bed provides a
smart manufacturing system as a way to test the results of the projects all together,
all at once. Creating such a test bed, however, requires access to real industrial
systems to understand the real problems with collecting, transmitting, analyzing,
and acting on data and information quickly and reliably throughout the entire smart
manufacturing system.

Prior manufacturing test beds including [26, 83] focused primarily on production
and ignored the larger product lifecycle. The goal of this test bed is to extend the
production-focused test bed concepts in the past to include testing the other phases
of the product lifecycle. To achieve that goal, the test bed includes a Computer-
Aided Technologies (CAx) Lab, a Manufacturing Lab and data publication web
services. These labs are integrated using a string of digital interfaces creating a
digital thread of information across the product lifecycle. This test bed serves as a
reference implementation that manufacturers may use to collect data safely and
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Fig. 9 Architecture of NIST smart manufacturing systems test bed

efficiently without disruption to operations. Data is collected from the Manufac-
turing Lab using the MTConnect standard. That data is aggregated and published
internally and externally of NIST via web services. Three channels of data dis-
semination are available or becoming available from the SMS Test Bed: (1) a
volatile data stream using an MTConnect agent, (2) a query-able data repository
using the NIST Material Data Curation System [67], and (3) pre-compiled data
packages that include a collection of CAx Lab data and associated Manufacturing
Lab data.

6 Summary and Concluding Remarks

In this chapter we described the convergence of cyber-physical systems, systems
engineering, and manufacturing innovation, and how NIST is responding to address
the standards and measurement science issues caused by this convergence. While
much progress is being made in these areas, there are some emerging trends that
will require further research and development. These trends include:

e Smart requirements engineering. Eliciting, analyzing, and communicating
requirements of complex manufacturing systems continue to be a major chal-
lenge. Performing these tasks quickly and correctly will contribute considerably
to the success of manufacturing innovation initiatives.
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Dynamics of interacting multi-domain systems. We need more research into
mathematical modeling of multiple domains and analysis of their dynamic
interactions. This requires people with different subject matter expertise to
collaborate, and create new knowledge and tools.

Visualization and integration of humans. Explosion of data in manufacturing
requires smart visualization tools that will enable humans to be properly inte-
grated with complex systems.

Affordable solution for small- and medium-sized enterprises. Reducing the cost
of ownership and training in complex engineering information systems is
emerging as a major challenge even in technologically advanced countries.
Checking and testing composability and compositionality. We need more and
better tools for automating the process of checking and testing complex systems
as they are composed and integrated into larger systems.

Certain commercial systems are identified in this chapter. Such identification

does not imply recommendation or endorsement by NIST; nor does it imply that the
products identified are necessarily the best available for the purpose.
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Model-Based Engineering of Supervisory
Controllers for Cyber-Physical Systems

Michel Reniers, Joanna van de Mortel-Fronczak and Koen Roelofs

1 Introduction

The notion of cybermanufacturing, as defined in [22], refers to future manufac-
turing systems that are expected to develop into complex, networked cyber-physical
systems either in one physical location or distributed across many. The physical
components of such systems, which can be mechanical, robotic, chemical or
electrical, are going to be fully interoperable and driven by computer models of
product data, systems, and processes. In this context, to enable the networked
integration of manufacturing machines, equipment, and systems, coordination
control is one of the important aspects. Model-based development of the coordi-
nation control layer has the potential to enable reconfigurability in strongly inte-
grated and networked environments.

1.1 Model-Based Systems Engineering

The performance and functionality of complex integrated machines or cyber-
physical systems depend on the strong interaction between the control system and
the physical components. During the development process of this kind of systems
this interaction should be taken into account from the beginning. The process starts
with a thorough analysis of user requirements that describe the required functionality
and performance. From the user requirements, concept specifications for both the
physical and the control components are derived during the concept development
phase.
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Using the requirements as a starting point, the dynamic behavior of the physical
components and a proper way to control them are specified. For this purpose,
increasingly often models of the physical components and of the control system are
developed, simulated, and analyzed [10]. The emphasis in this stage lies primarily
on validating whether the user requirements are fulfilled. The specifications form
the guidelines for the next phases of the development process. Therefore, it is very
important that the specifications are correct, meaning that if the control system and
the physical components each work according to its own specification, then the
system should fulfil the user requirements. Simulation is a powerful tool that can be
used in the concept-development phase to determine, describe, and validate spec-
ifications. As simulation can be used early in the development process, simulation-
based validation reduces the risk of expensive concept-design errors.

The physical-design phase is meant to precisely define how the control system
interacts with the sensors and actuators. Models with an accurate description of the
sensors and actuators of the system are developed, and the control system is adapted
to match the changes. Moreover, the model can be used for evaluation of system
performance trade-offs. For example, the selection of controller hardware compo-
nents, such as processors or bus structures, can be well motivated as control
structure/complexity and communication intensity are known and validated in the
concept model.

In the implementation and testing phase, the control system is moved to the
real-time platform. For correct real-time functionality, the calculations should be
performed within well-defined time periods. Therefore, it is important to assess the
impact of the duration of calculations on communication behavior. In case of
differences with respect to the behavior in simulation time, correctness analysis has
to be performed, which can give rise to changes in the design. Eventually (after
downloading) the control system operates the real machine through an I/O interface.
The first two development phases deliver virtual system models, which are accurate
descriptions of system components and of the associated control. Ideally, in the last
phase, the virtual system model is replaced by its real counterpart, and the control
system is applied in the real-time environment without modifications.

Depending on the purpose, models can be formulated on different abstraction
levels. Additionally, if a proper abstraction level is chosen, the implementation of
validated control models can be a straightforward process. Especially in the case of
cyber-physical systems, it is important to determine a suitable form of models
necessary to perform efficient simulation experiments or even to successfully
synthesize required control. When modelling physical components, a certain
abstraction has to be made of the physical behavior of the actuators and sensors
present in the machine. Most important is that the control system does not differ-
entiate between the virtual and the real physical components. A movement, for
instance, can be modelled by events representing its start and completion giving rise
to discrete-event component models. The same movement can also be modelled
using differential equations giving rise to continuous-time component models.
Because sensors are usually modelled as discrete-event components, in the latter
case, the corresponding system model is hybrid.
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In the first place, specifying and modelling of systems and their control is essential
for the concept-design phase. However, since it became possible for properly defined
control models to be applied in a real-time environment without modifications, sys-
tem and control models are of importance in the implementation and testing stage, as
well. Namely, they can be used in various forms of model-in-the-loop, hardware-
in-the-loop or software-in-the-loop testing, as shown in [7, 15, 34]. For example:

e [If hardware or its prototype are available, they can be tested in combination with
the real-time implementation automatically generated from the controller model.
This speeds up the test process, because the design of the controller, for
instance, for the prototype test setup is fast and easy.

e In principle, the real-time implementation of the controller can be used to
control the hardware (system) directly. However, often the controller should be
implemented on a dedicated, low cost embedded microcontroller. Real-time
testing of this embedded microcontroller, even if no hardware is available, is
possible as the virtual hardware model can be used for this purpose.

e If only a part of the hardware is available, real-time models of the remaining
hardware components and the controller can be used to test only the available
hardware components. The model of the hardware components now simulates in
real-time the communication interaction with the hardware component that
should be tested. This allows an incremental hardware development approach,
where first one component is designed, built and tested before the design of the
next component is started. Of course, a similar approach can be followed for the
controller development.

Since cyber-physical systems consist of many components performing their
actions in parallel, it seems justifiable to use a specification formalism which
exploits this parallel character: for instance, Petri nets [24], (hybrid) process alge-
bras [3] or networks of (hybrid) automata [14]. The general idea is that systems are
treated as collections of independent components that interact by synchronizing on
time, by synchronizing events or by sharing variables. A recent survey presented in
[18] provides a summary of modelling techniques and tools proposed for the rep-
resentation and the design of cyber-physical systems and their architectures.
Although the evidence shows that many relevant aspects are addressed individually
(representation, specification, control synthesis, simulation, verification) and dif-
ferent suitable types of models are introduced, no unifying framework is reported.

In this chapter, we discuss the usage of the CIF modelling and simulation lan-
guage and toolset developed at Eindhoven University of Technology (http://cif.se.
wtb.tue.nl/), which are meant to support the cyber-physical system design workflow
[33]. The CIF language allows the specification of networks of hybrid automata for
modelling uncontrolled systems, requirements and supervisors. The toolset provides
simulations (random and interactive) with visualization to support the validation of
all types of models involved. The tool provides state-of-the-art synthesis algorithms
and has model transformations to external tools that support verification. All
activities of the workflow demonstrated in this chapter are performed with support of
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the CIF toolset. Other tools such as Matlab/Simulink and Modelica (see [13, 26])
may equally well be used for activities such as modelling and simulation of hybrid
systems, but lack support for supervisory controller synthesis.

Other system engineering approaches exist in literature of which SysML [12]
and MechatronicUML [4] are prominent examples. The main difference between
these approaches and CIF is that CIF offers concrete support for synthesis and
analysis of models whereas the mentioned systems engineering formalisms merely
facilitate integration of heterogeneous models.

1.2 Structure of This Chapter

In Sect. 2, the cyber-physical system design workflow is elaborated with special
focus on supervisory control and the synthesis procedure. The case study used for
the illustration is shortly described in Sect. 3. In Sect. 4, hybrid automata models of
physical components and their abstraction to discrete-event automata are described.
Section 5 focuses on models of requirements. Supervisor synthesis is discussed in
Sect. 6. In Sect. 7, simulation-based visualization and its role in the development
process are considered. Concluding remarks are presented in Sect. 8.

2 Synthesis-Based Development of Coordination Control

The control of cyber-physical systems usually consists of several layers of con-
trollers. As mentioned above, coordination control is one of the important aspects
because it enables the networked integration of manufacturing machines, equipment,
and systems. In this chapter, we focus on supervisory controllers at the coordination
layer and the interface to feedback controllers at the resource layer. As mentioned in
[8], the feedback control loops are based on continuous representations of compo-
nents. At higher layers, discrete-event representations are suitable for dealing with
situations like system or work cycle start-up and shut-down, task initiation and
coordination, change of operation mode, exception handling, failure diagnosis and
recovery. The intermediate layer, interface, is positioned between feedback con-
trollers designed based on continuous-time models of the system and the control
logic implemented by the supervisory controller. In this setting, the system and
feedback controllers from the lower layers can be abstracted as discrete-event
models for the purpose of supervisory control. At the interface, information from
sensors and feedback controllers is abstracted in the form of events, while command
events from the supervisory controller are translated to appropriate input signals to
the actuators or set-points to feedback controllers. The position of the supervisory
control layer in a cyber-physical (manufacturing) system is graphically depicted in
Fig. 1, which is inspired by [6].



Model-Based Engineering of Supervisory Controllers ... 115

Operator Other systems

Human-Machine Interface Connection to other systems

Production control

Supervisory control

Resource control
Control system
Electronic hardware
Sensors and actuators
Embedded systems
Physical/mechanical system

Fig. 1 Positioning of supervisory control

Above, we explained that models play an important role in the development
process and that different kinds of models can be used for different purposes. An
overview of types of models essential for supervisory control development, along
with relevant process steps and model relationships, is given in Fig. 2.

Based on this overview, the following workflow is proposed.

1. To start with, hybrid automata models [14] of (physical) system components are
developed, called uncontrolled hybrid plant. These models describe all possible
behaviors the components can exhibit, not restricted for a specific system
function. Simulation and simulation-based visualization (using an image model
of the system) can be used to validate these models.

2. From the uncontrolled hybrid plant, the uncontrolled discrete-event plant can be
abstracted (possibly with the help of a hybrid observer that abstracts information
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Fig. 2 Overview of models in the development process [33]. Oval shapes indicate models used in
the development process and rectangular shapes indicate activities in the development process

from sensors and feedback controllers by events). These models are expressed in
terms of extended finite automata [29].

3. Then models of requirements (related to the function the system should fulfil)
are defined in terms of extended finite automata or state-based expressions [21].
Based on the uncontrolled discrete-event plant models and the requirements, the
supervisory controller is synthesized using algorithms from the area of super-
visory control theory [8, 27].

4. Simulation and simulation-based visualization can be used to validate the
supervisory controller with respect to the uncontrolled hybrid plant.

5. The supervisory controller together with the uncontrolled discrete-event plant,
called controlled system, can be subjected to verification (if there are desired
properties that could not be expressed in terms of automata).

6. From the supervisory controller and the hybrid observer, an observer-based
supervisor can be derived that takes care of translating command events to
appropriate input signals for the actuators or set-points for feedback controllers,
if needed. Based on this model, a real-time implementation can be generated.

7. Additionally, the supervisory controller model can be used for model-based
testing [32], i.e., to generate test cases to which the real-time implementation
can be subjected.

Important advantages of the proposed workflow are that a shift is made from
developing supervisory controllers by hand to declarative modelling of the require-
ments that the supervisory controller should satisfy. As a consequence, adapting the
supervisory controller due to changing requirements, which happens in any realistic
industrial case, is relatively easy. Accordingly, the effort is put in modelling the
system components and requirements and the corresponding supervisor expressed by
automata is generated. Models of the supervisory controller obtained by synthesis can
be analyzed by means of simulation and verification before being implemented,
which increases confidence in correctness of the developed controllers. This way of
working can be used for generation of supervisors for equipment, transport means
(like Automated Guided Vehicles (AGV’s)) but also for coordination control in a
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Fig. 3 A scheme for supervisory control synthesis

manufacturing area or even across different areas in a production facility, as
schematically depicted in Fig. 3.

In the subsequent sections, we illustrate the first part of the workflow introduced
above, that is steps 1 through 4. To this end, the multi mover case study introduced
in [11] is used. As explained in [5, 25], autonomously navigating and cooperating
vehicles (AGVs), of which the multi mover is an instance, are essential for a class
of Cyber-Physical Production Systems.

3 Description of an AGV System

Automated Guided Vehicles (AGV) are driverless, battery-operated and
computer-controlled vehicles that can transport materials within a manufacturing or
distribution facility, as schematically shown in Fig. 4. These vehicles can be equipped
with different types of steering and guidance. In this case study, an AGV called multi
mover is considered which is equipped with one drive and one steer motor and which
is able to follow a track integrated in the floor.

Every multi mover is equipped with several components that together need to
take care of the given transport tasks. Additionally, the multi movers interact with
each other and the supervisory controller that needs to be developed has to make
sure that they all safely move around. In Sect. 3.1, the functionality of individual
components is explained. Subsequently, in Sect. 3.2 the required interaction
between the components is described.
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3.1 Components of the Multi Mover

A multi mover contains two different motors: a drive motor and a steer motor. The
drive motor drives the multi mover forwards or backwards with a certain speed. The
steer motor enables the multi mover to take turns so that it can follow the track
integrated in the floor. The floor codes positioned near the track give additional
information about it, such as the presence of a switch, a junction or a dead-end. To
handle this information, the ride control component is integrated in the multi
mover. The ride control receives the start and stop signal to make the multi mover
start or stop riding, respectively.

As mentioned above, the multi mover is a battery-operated vehicle. The com-
ponent that gives a signal if the battery level is too low is called the battery sensor.
This is necessary to stop the multi mover safely instead of in an uncontrolled way
when the battery is really empty.

To prevent collisions, the multi mover obtains information about obstacles, like
walls, machines or other multi movers, through four proximity sensors. It is equipped
with two pairs of sensors at the front and the back. Each of these pairs contains a
sensor for long-range detection of 6 m and a sensor for short-range detection of 1 m.

There is a possibility that a moving object approaching the multi mover comes in
direct contact with it. Therefore, the multi mover is equipped with a bumper switch,
which signals a direct contact with an object. In such a case, the multi mover must
stop directly because an unsafe situation could arise.
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The multi mover is also equipped with three LEDs to display status information
for the operator. The reset LED serves as an indication of errors. The other two
LEDs, the forward and the backward LED, are used to indicate that the multi mover
can be initiated in the corresponding direction.

The multi mover also has three butfons to operate the multi mover. One button is
used to actuate the multi mover forwards, one to actuate it backwards and one to
reset the multi mover when an error has occurred.

3.2 Interaction of the Components

The components described previously interact with each other. In Fig. 5, the
interaction between the components is displayed graphically.

The track (wire) and the objects in the “Surroundings” are not part of the multi
mover. However, they do interact with its components. The wire sends information
to the multi mover like the start and stop signal of the ride control. The sur-
roundings interact with the proximity sensors and the bumper switch because these
sensors can be triggered by objects in the vicinity of the multi mover. The motors
interact with the surroundings due to the fact that the multi mover moves.

The ride control interacts with the motors to control the movements. The
proximity sensors interact with the motors, especially with the drive motor. If the
long-range proximity sensor in the drive direction detects an object in the vicinity of
6 m, the drive motor slows down. If the short-range proximity sensor in the drive
direction detects an object in the vicinity of 1 m, the drive motor stops. The battery
sensor and the bumper switch also interact with the motors. The battery sensor and
bumper switch shut down the motors if they are activated.

The buttons interact with the motors. The error button resets the multi mover to
indicate that the errors are solved. The backward and forward button can initiate the
multi mover in the corresponding direction. This has an influence on the drive
motor. The LEDs are influenced by the motors and the battery sensor. When an

Fig. 5 Component [ R R T R S S T S R R T R Multi mover
interaction [28]. The dashed

box indicates the system
boundaries of the multi mover
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error occurs in these components or when the battery sensor is activated, the reset
LED is activated.

The to be developed supervisory controller has to assure that these components
properly interact with each other to safely perform the required transport tasks.

4 Hybrid Models of the Uncontrolled System

In this section, the hybrid automata that represent the uncontrolled behavior of the
system components are explained. To make these models not too complex for
illustration purposes, the following two assumptions are made:

e The multi movers can only move in four directions, seen from above: left, right,
up and down.

e Accelerations, in the driving speed as well as in the rotation speed, are infinite.
In other words, the speed can change instantaneously.

Although physically unrealistic, it still gives a good understanding of the
behavior of the system. Moreover, if needed more realistic models can be defined in
the same set-up.

A hybrid automaton consists of locations and edges between those locations.
Locations in combination with variables represent the states of the described
components. Edges represent instantaneous transitions from one location to another
(possibly the same) location. Guards may be used to model conditions under which
such transitions may be enabled. Updates (also called assignments) are used to
model value changes of variables as a consequence of taking a transition. Time
passage and the associated continuous-time behavior of variables representing
physical quantities (such as speed, position, force, etc.) is described by differential
equations in the locations of the hybrid automata. Figure 6 gives an example of
such a hybrid automaton.

Hybrid automata used in this chapter interact with each other by means of shared
event synchronization and shared variables. In a network of automata, an event is
only executed if all hybrid automata for which that event is defined are able to do
so; otherwise it is disabled. Each variable is owned (and declared) by a single
automaton and all other automata may read the value of this variable for use in
guards and (right-hand sides of) updates of transitions. A typical property of the
hybrid automata used is that event execution takes priority over time passage in a
location.

The hybrid automata for the previously mentioned components are given in
Fig. 6. They are explained in more detail in the following subsections.
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Fig. 6 Hybrid automata of the components of the multi mover. Differential equations that are
used to define the values of the continuous-time variables are presented in the appropriate

subsections

4.1 Multi Mover High-Level Modes and Movement

In Fig. 6, a model called LOC is introduced in which the physical location of the
multi mover is defined. The hybrid automaton contains one location and several
variables. Variables x and y with the associated derivatives are related to the hor-
izontal and vertical coordinates of the vehicle. Variable r defines the rotational
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orientation of the multi mover in degrees. The front side of the multi mover is
pointing in the direction of r. For the visualization the x, y and r are used to give the
multi mover the right position and the right angle.

On the edge on the right side, the value of the variable r is defined depending on
the steer command that is received from the environment. The derivatives of the
location variables x and y depend on the rotation of the multi mover and the speed
provided by the drive motor (DM.v). The physical behavior is described by the
following differential equations:

x=if r=180: — DM.velif r=0: DM .velse O;
y=if r=-90: — DM.velif r=90: DM .velse 0;

For the visualization, it is assumed that the multi movers are moving in a rect-
angular area of dimensions given by the constants max_x and max_y. The boundaries
of the area are formed by walls that can be detected by the proximity sensors.

The events on the edge below the state represent arriving at the boundaries of the
ride area. The associated updates assure that the multi mover stays in this area.

The hybrid automaton of the multi mover (MM, see Fig. 6) is used to establish
the high-level modes of the multi mover: EMERGENCY, RESET and ACTIVE.
These are very useful when modelling the requirements in the next section.

The initial location is EMERGENCY, where all the systems of the multi mover
must be disabled. It is the initial state because of the fact that the multi mover has to
be initiated by the operator before it starts moving. The event c_reset should happen
if the reset button is pushed.

In location RESET, the multi mover is reset and the multi mover can switch now
to the ACTIVE state by the event c_active. There is also a possibility that there
occurs an error, which triggers c_emergency.

In location ACTIVE, the multi movers systems are all enabled. When an error
occurs the multi mover will go to the EMERGENCY location. The multi mover can
also be reset with the c¢_reset event.

By means of the requirements defined in the next section, the events used in this
high-level modes automaton are connected to events in the components.

4.2 Drive Motor

The model of the drive motor DM contains 3 locations: OFF, ON, and STOPPING.
In location OFF the drive motor is disabled and cannot drive. In location ON it can
move in different directions with different speeds. In location STOPPING it is
stopped and can be disabled or enabled again. The model contains a variable
v which represents the speed of the drive motor and so the speed of the multi mover.
In Fig. 6, a graphical representation of the hybrid automaton is displayed.

OFF is the initial location because the multi mover starts with disabled motors.
Initially the speed of the drive motor is also zero.
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In this location, there are three possible events. The events to enable the drive
motor, in the forward (fw) as well as in the backward (bw) direction. These events
trigger a transition to location ON. There is also the possibility to stop the drive
motor and go to location STOPPING.

In location ON, the events in the loop are the drive commands. It is also possible
to go to location STOPPING with event c_stop.

In location STOPPING, the disable event of the drive motor, u_disable, can also
occur. It is also possible to enable the drive motor again and go to the ON state. The
uncontrollable event u_error models the occurrence of an error in the drive motor,
this results in the OFF state of the drive motor. This event can occur in locations
ON and STOPPING.

4.3 Steer Motor

The steer motor SM is simplified to a motor with locations ON and OFF. When the
multi mover is moving and the steer motor must steer it in a certain direction (left,
right or straight ahead), the steer motor must be ON to do this. In Fig. 6, a graphical
representation of the hybrid automaton is displayed. The initial location is OFF
because initially the multi mover is off and so is the steer motor.

There are three possible events in this model: c_enable and c_disable are con-
trollable events that trigger the transition from OFF to ON and vice versa. Error
occurrence is modelled with the event u_error which can always occur and results
in a transition to the OFF state.

4.4 Ride Control

The ride control model (RC) contains two locations, START and STOP. Location
START is initial because as soon as the multi mover is initiated by the operator it is
the intention to let the multi mover drive. The model, which is graphically displayed
in Fig. 6, contains the events u_start and u_stop. These events are uncontrollable
because they are sent from the outside of the multi mover. The ride control always
must be able to receive these signals.

4.5 Battery Sensor

In Fig. 6, a graphical representation of the model for the battery sensor BA is given.
INACTIVE is the initial location because the system starts always with a loaded
battery pack, which means that the sensor is inactive. Location ACTIVE represents
the situation that the battery is empty and RELOAD that the battery is reloading.
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The model contains several variables:

e t_battery indicates how much battery energy is used. The derivative of this
variable represents how much energy is used at the moment. The used power is
always minimally 1 because the multi mover is always using power and also
depends on the speed of the multi mover.

e t_empty indicates how much energy the battery has initially. This is not a
constant value because a battery is not always fully loaded and does not always
deliver the same amount of energy.

The constant ¢_reload indicates how long it takes to reload the battery. The
physical behavior of the sensor and its parameters is given by the following equations:

. d?
t_battery=1+ spe9e
time 1
t =3*sin—— — —1i 200000
empty sm5*2-14 0 ime +

The event u_active contains a guard for when the battery runs empty. The event
u_reload is controlled by the operator which is responsible for reloading the multi
movers. In reality this is a physical action. The event u_inactive represent the
deactivation of the sensor when the battery is fully loaded, the guard assures this
behavior.

4.6 Proximity Sensor

A graphical representation of the hybrid automata of the proximity sensors can be
seen in Fig. 6. The proximity sensor has to two locations: ACTIVE and INACTIVE
with transitions with the events u_active and u_inactive between them. The guard
“something in sight” makes sure that the event only occurs when there a multi
mover or a wall is in the vicinity of that specific proximity sensor. The guard is
expressed in terms of the position of the multi mover and the positions of the walls
and the other multi mover(s), and are left out for conciseness. The guard “nothing in
sight” expresses that it is not the case that something is in sight.

4.7 Bumper Switch

A graphical representation of the hybrid automaton of the bumper switch BS is
displayed in Fig. 6. Also the bumper switch can only be active or inactive and there
are two uncontrollable events which also contain a guard to ensure the physical
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behavior. The guards “Bumper touched” and ‘“Bumper untouched” characterize
whether there is a multi mover or a wall that touches the bumper or not, and are left
out.

In order to model unexpected objects that may activate the bumper switch an
additional hybrid automaton is introduced that captures these uncontrollable events.
It is a copy of the bumper switch automaton with the guards removed.

4.8 LEDs and Buttons

Each of the LED models contains two locations: ON and OFF. These locations are
connected with the events c¢_off and c_on. A graphical representation of the hybrid
automata is displayed in Fig. 6.

The backward and forward LEDs indicate whether the multi mover can be
initiated or not. This is initially not the case. Therefore, the initial state is the OFF
state.

The reset LED of the multi movers has a slightly different model. The locations
and events are the same, only the initial location is ON because the system starts in
the error state and must be restarted.

The hybrid automaton of a button also has two states and two transitions. The
button is either pressed or released and the possible events are to press or release it.
However, the events are uncontrollable because they are caused by the operator of
the multi mover and therefore uncontrollable for the supervisor.

4.9 Abstraction Form Hybrid Automata to Discrete-Event
Models

In order to synthesize a supervisor with the CIF tool set, in Sect. 6, a discrete event
model of the uncontrolled system is needed. This means that the hybrid plant which
has been introduced above needs to be abstracted into a discrete-event model. This
is achieved by removing all continuous variables. To this end, their declarations are
removed, the differential equations in which their evolution over time is defined are
removed, all updates in which they appear on the left-hand side are removed, and
all parts of guards in which they are evaluated are replaced by true. As an example,
the discrete-event automaton obtained for the battery sensor BA from Fig. 6 is
given in Fig. 7.
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5 Requirements of the System

There are several requirements to make sure that every multi mover safely and
correctly performs its transport tasks. These requirements can be used to synthesize
a supervisor, which is explained in the subsequent section.

5.1 Emergency and Error Handling

In relation to the emergency and the error handling, the following requirements are
defined. The multi mover (MM) is only allowed to go to the RESET and ACTIVE
state when the battery is inactive and nothing touches the bumper.

— {MM .c_reset, MM .c_active} = BA.INACTIVE | A BS.INACTIVE |

The events c_reset and c_active correspond with going to the given states. The
BA.INACTIVE and the BS.INACTIVE states correspond to the given states of the
battery sensor and the bumper switch.

The multi mover needs to be reset after an error event has occurred. These error
events are an error in the steer motor (SM) or drive motor (DM), a battery which runs
empty, or a bumper switch which is pressed. An emergency may only be issued
when an error situation has occurred. The automaton in Fig. 8 describes these

Fig. 8 Requirement MM RESET EMERGENCY
automaton for emergency and — SM T SM
handli -u__error A error
error handing DM u_error DM.u_ error
BA.u_empty “ BAu_empty

BS.u_active : I BS.u__active
! BA,u_mIoad

MM. c_reset

MM.c__reset MM.c__emergency
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requirements. Due to the fact that there is a certain sequence in this requirement, this
cannot be stated as a state-based expression.

5.2 LED Actuation

The requirements related to LED actuation are the following.

e The reset LED (RL) may only be switched off if the multi mover is in the
ACTIVE or RESET state, because in these states there is no error.

— {RL.c_off } = MM.ACTIVE | v MM.RESET |

e The reset LED may only be turned on when the multi mover is in the EMER-
GENCY state, because then an error has occurred.

— {RL.c.on} = MM.EMERGENCY |

e Forward LED (FL) and the backward LED (BL) may only be switched on if the
multi mover is in its RESET state.

— {FL.c.on, BL.c.on} = MM.RESET|

e The forward and backward LED may only be switched of if the multi mover is
in the ACTIVE or EMERGENCY state. This due to the fact that in these cases the
multi mover cannot be initiated and therefore the LED should be able to switch
off.

— {FL.c_off, BL.c.off } = MM.ACTIVE | v MM .EMERGENCY |

5.3 Motor Actuation

The drive motor may only be fully stopped if the multi mover is in its reset or
emergency mode and if the scene program handler is off. The multi mover should
be in one of these modes because the drive motor may be disabled after stopping the
drive motor. The scene program handler should be off because then no drive
commands can be received.

— {DM .c_stop} = (MM .RESET | v MM.EMERGENCY ) A SH.OFF |

The drive motor may only be stopped if it was driving forward or backwards.
For establishing the drive direction the observer for the drive direction is used
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Fig. 9 Hybrid automaton for the observer of the drive motor direction

(DM_dir); for this model see Fig. 9. The events DM.u_error, DM.u_disable and
DM.c_stop can always occur and will always result in the STANDSTILL state. In the
STANDSTILL state the events DM.c_enable_fw and DM.c_enable_bw are resulting
in the states FORWARD and BACKWARD, respectively.

— {DM.c_stop} = DM _dir. FORWARD | v DM _dir. BACKWARD |

The steer motor may only be disabled if the multi mover is in its reset or
emergency mode and the drive motor is off. This is important because this guar-
antees that the multi mover is at a full stop and an error occurred before the steer
motor is disabled.

— {SM.c_disable} = (MM .RESET | v MM.EMERGENCY|) A DM.OFF|

The steer motor may only be enabled when the multi mover is active because
only then the multi mover has the intention to drive and only then the steering is
necessary.

— {SM.c_enable} = MM .ACTIVE |

The drive motor can only be enabled backward or forward when the multi mover
is active and the steer motor is on:

— {DM .c_enable_fw, DM .c _enable_ bw} = MM.ACTIVE | A SM.ON |

The drive motor should only be able to execute drive commands if the multi
mover is ACTIVE:

} = MM .ACTIVE |

R DM .c fw_slow, DM .c_bw_slow, DM .c_fw fast,
DM .c_bw _fast
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5.4 Button Handling

The following requirements are related to the button handling of the multi mover.
The multi mover may only be activated if either the forward button (FB) or the
backward button (BB) is pressed, and the reset button (RB) is not pressed:

— {MM .c_active} = - RB.PRESSED | A
((FB.PRESSED | A BB.RELEASED |)V (BB.PRESSED A FB.RELEASED |))

The multi mover may only be reset if the reset button is pressed by the operator:
— {MM .c_reset} = RB.PRESSED |

The requirements in Fig. 10 state that when the forward or backward button is
pressed, first the multi mover is enabled and only then the drive motor is enabled in
the direction corresponding to the pressed button.

MM .c_active
MM .c__emergency MM .c__emergency
MM .c__reset MM .c_reset

FB.u_release .

FB.u __press
FB.u_release

Fig. 10 Requirements for button handling. Shown is the automaton for handling of the forward
button. A similar requirement automaton is needed for the handling of the backward button
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5.5 Proximity Sensors and Ride Control Handling

The drive motor may only stop driving forward/backward as the ride control (RC) is
in STOP state or the short-range proximity sensor on the front/back side is ACTIVE.

— {DM.c_fw_stop} = RC.STOP | v FSP.ACTIVE |
— {DM.c_bw_stop} = RC.STOP | v BSP.ACTIVE ]

The drive motor may only be stopped when the multi mover is moving in the
corresponding direction. The state-based expression uses the variables introduced
by the observer DM_speed in Fig. 11.

— {DM.c fw_stop} = ( V DM _speed.bw_fast v DM _speed.bw_slow
A DM _dir FORWARD |
DM _speed.fw_fast Vv DM _speed.fw_slow
— {DM.c_.bw_stop} = ( V DM _speed.bw_fast v DM _speed.bw_slow>
A DM _dir. BACKWARD |

DM _speed.fw_fast Vv DM _speed fw_slow )

The observer of the drive commands is a model with one single state. The model
contains four Booleans, for every drive command one. As the event occurs the
corresponding Boolean is set to the value true and the others to false. This way the
last given drive command will be known. The events below the state set all the
Booleans to false because the drive motor is not driving after such a command. All
the transitions in this model are linked to the drive motor model.

The following requirements state basic conditions for some of the events of the
drive motor:

e the drive motor may only go forward/backward if the ride control is in START
state and the front/back side short-range proximity sensor is INACTIVE

— {DMc _fw fast, DM .c_bw_slow} = RC.START | A FSP.INACTIVE |
— {DMc_bw_fast, DM .c_bw_slow} = RC.START | A BSP.INACTIVE |

e the multi mover may only start driving slow as the long-range proximity sensor
is ACTIVE and fast when the long-range proximity sensor is INACTIVE

DM.e_fw_fast do fw_ fast :=true, fw_slow := false, bw_ fast := false, bw_slow := false
R DM. c_fu. slow do f'w fast := fa.!se fw slow = true, b fast := false, b slow = False
6“‘3 DM.e bw fas!, do fw fa,st = false fw Slow = false, bw fast = true, bw “slow = False

DM.c_bw ﬂow do f‘w fast .= false, f‘w slow = false, b _ Jast = false, bw_ slow := true

DM.c_enable_fuw,DM.c_enable b,

DM.e stop, DM.c buw stop,

DM.e fw stop, DM .u_ disable, DM _speed
DM.u_ error -

do fuT_fast = false, fw_slow := false, bw_fast := false, bw_ slow := false

Fig. 11 Automaton for observer of drive commands
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— {DM.c_fw_slow} = FLP.ACTIVE |
— {DM.c_fw fast} = FLP.INACTIVE |
— {DM.c_bw_slow} = BLP.ACTIVE |
— {DM.c_bw_fast} = BLP.INACTIVE |

e forward/backward driving may only occur when the multi mover is moving in
the right direction and a single drive command may not occur several times in a
row

— {DM.c_fw_fast} = DM _dir. FORWARD | A = DM _speed.fw _fast

— {DM.c_fw_slow} = DM _dir.FORWARD | A = DM _speed fw_slow
— {DM.c_bw_fast} = DM _dir BACKWARD | A -~ DM _speed.bw_fast
— {DM.c_fw_slow} = DM _dir BACKWARD | A =DM _speed.bw_slow

6 Synthesis of Supervisory Controller

In this section, a supervisor is synthesized for a system consisting of two multi
movers.

Supervisory control theory [27] defines the construction of a model of a
supervisory controller based on a discrete-event model of the plant and the
requirements. The resulting supervisor not only satisfies the requirements but also
the following properties:

e The controlled system (i.e., plant and supervisor together) is non-blocking. A
system is considered nonblocking when from each reachable state a so-called
marked state may be reached.

Controllability, i.e., the supervisor has not disabled any uncontrollable events.
Maximal permissiveness w.r.t. the plant, i.e., the supervisor only disables events
that result in violation of the requirements or the previous properties.

Originally, supervisory control theory was only capable of dealing with finite
automata for both plant and requirements. Later, the more sophisticated (though
equal in expressivity) state-based requirements have been introduced [20, 21], and
extensions of the theory to deal with extended finite automata (in which variables
are used) have been proposed [23] and implemented in tools such as Supremica [2]
(http://www.supremica.org) and CIF (http://www.cif.se.wtb.tue.nl).

In the models of the discrete-event and hybrid automata in Sect. 4 and in the
requirement automata in Sect. 5, the marked locations are indicated by a filled node.
Unless stated otherwise, for the variables all values are considered to be marked.
This is the case in this case study.

A supervisor has been synthesized for a system consisting of two multi movers.
Therefore, all models and requirements should be applied to both multi movers. For
this the, so-called, data-based synthesis option of the CIF toolset has been used.
Synthesis of the supervisor took approximately half a second with a 64 bit computer
with an Intel Core i5vPro processor.
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To indicate the size and complexity of the system and the input of the synthesis,
an overview of some of the size characteristics of the system are provided. The
uncontrolled plant consists of 34 automata (17 per multi mover). There are 10
automata-based requirements (5 per multi mover), and 58 state-based requirements
(29 per multi mover). Each automaton has from 1 to 3 locations, maximally 9
controllable and 8 uncontrollable events, and between 2 and 15 edges.

The resulting supervisor consists of the 34 plant automata, the 10 automata-based
requirements, a supervisor automaton for each of the 58 state-based requirements
and one additional supervisor automaton with one state and an edge for each of the
40 controllable events of the system representing the additional constraints needed to
obtain a proper supervisor. In this case study, it turns out that the additional con-
straints are trivial (equivalent to true) in each case.

Alternatively to the approach presented before, one can synthesize a local super-
visor for each of the multi movers. The multi movers cannot communicate with each
other. Therefore, it is a logical decision to provide each multi mover with a separate
supervisor. These separate supervisors are faster to synthesize (since the problem is
approximately half of the size) and in general easier to understand. A potential
problem with this approach is that the obtained supervisors may be conflicting, i.e.,
when combined result in a controlled system in which blocking occurs. In this par-
ticular case, the combination of the local supervisors of the two multi movers results in
an identical supervisor as was obtained previously. Using the available tooling of the
CIF toolset it is possible to compute the complete state space of this supervisor, which
in this case has more than 1.7 million states and over 43 million transitions.

7 Simulation-Based Visualization

Although the supervisor has been synthesized based on a discrete-event model of
the uncontrolled system and formalized requirements, it is still needed to validate
the proper functioning of this supervisor in its hybrid context. It could, for example,
be the case that the abstraction from hybrid models to discrete-event models has
resulted in a supervisor that does not function as expected. Or, one could have made
a mistake in some of the requirements. In the proposed model-based engineering
framework, this is achieved by means of simulation-based visualization.

For the purpose of simulation-based visualization, an interactive graphical set-up
is created using SVG. This is a graphical representation in which the modelled
system is visualized and in which state information of the controlled system may be
shown to the user. For the visualization a rectangular surface is chosen with a length
of 60 m and a width of 40 m. For simplicity of the visualization, only two multi
movers, which drive independently, are considered. If there would be more multi
movers, the visualization would be unclear, large and chaotic because for every
multi mover there should be space for buttons and information. Even with this
assumption, relevant and representative situations can still be simulated. It is
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Fig. 12 Graphical set-up for the simulation-based visualization

assumed that only multi movers and walls can be detected by the proximity sensors
and bumper switch. For unexpected collisions with the multi mover a button is
implemented in the interactive visualization. The interactive visualization graphical
figure is displayed in Fig. 12.

The figure contains several parts. In the middle, the drive area for the multi
movers is displayed in gray with two multi movers on it. The area is surrounded by
walls. The red circles represent the multi movers. The multi movers are red when
they are inactive or in the error or emergency state and green if they are active. The
small arrows on the multi movers indicate the front side of the multi movers. The
letters indicate which multi mover it is, A or B.

The left-hand side of the visualization figure represents the actual interfaces of
the multi movers. The LEDs and the buttons correspond to the LEDs and the
buttons in the models. During simulation, these buttons are used to initiate the multi
movers.

Left from the drive area, the states of the sensors and motors are displayed. For
example, the current speed of the multi mover is displayed with behind it, the state
of the drive motor. Based on such state information, it can be seen if the sensors
react as expected and what happens in the system.

Right from the drive area, the following groups can be found from top to bottom:

1. The interactive buttons that represent sending signals to the ride control. These
buttons can be used to send a start or stop signal to the multi movers. The letter
indicates the multi mover the buttons correspond to.

2. The interactive buttons related to movement definition. The four buttons around
A and around B can be used to send desired steer commands to the multi
movers. The big buttons with the two arrows can be used to change the drive
direction of the multi movers from forward to backward and vice versa.

3. The interactive buttons representing the physical handling of the operator
reloading the batteries of the multi movers. When a battery is empty the letter
turns red. By clicking the button the battery of the multi mover will be reloaded.
During reloading the button is green. As soon as the loading process is
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completed the button will turn gray. When the battery has enough energy to let
the multi mover drive, the letter is green.

4. The interactive buttons for simulating errors in the system. Clicking one of them
introduces an error. Also the bumper switch can be activated. Normally these
events happen unexpectedly. However, to see what happens in the simulation
the errors can be introduced to check if the system responds to these unexpected
events as it should.

8 Concluding Remarks

In this chapter, we have illustrated a model-based engineering process for the
development of a supervisory controller. Parts of this approach have been applied to
industrial cases in the past few years involving amongst others lithography
machines [36], baggage handling systems [17], MRI scanners [31], automotive
systems [35], electron microscopes [16] and container terminal systems [37].

The demonstrated approach of model-based systems engineering in combination
with supervisory control and an interactive visualization is experienced as a good
way to represent a system and to retrieve a good idea of the behavior of a system
relatively fast. Due to the visualization it is easy to create a reasonable experience of
how the system works and how it reacts to certain situations. This way also people
that are relatively unknown to the system can easily understand how the system
works.

Although not illustrated in this chapter, the proposed way of working also allows
to take into consideration verification, code generation, and model-based testing to
some extent. To facilitate verification the CIF toolset has model transformations (of
proper subsets) to the model checkers mCRL2 [9] and UPPAAL [19]. Code gen-
eration to PLC code has been implemented and used in the context of the case
studies involving baggage handling systems [30]. Model-based testing is currently
not supported by the CIF toolset, but is investigated in several projects [1].
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Formal Verification of SystemC-based
Cyber Components

Daniel Grofie, Hoang M. Le and Rolf Drechsler

1 Introduction

Cyber-Physical Systems (CPS) integrate physical and cyber components. These cyber
components (e.g. HW/SW implementation of embedded control algorithms) are
responsible for the computation part of CPS. Developing such complex components
within todays time-to-market constraints requires building abstract models for
architectural exploration and early software development. This procedure has been
systematized resulting in the Electronic System Level (ESL) design [2]. For ESL
design, SystemC [3] has become the standard modeling language and is nowadays
being employed in various industries (including consumer electronics, automotive,
industrial automation, etc.). SystemC is a C++ class library and provides modules,
ports, interfaces and channels as the fundamental modeling components, whereas, the
functionality is described by processes. In addition, the SystemC library also includes
an event-driven simulation kernel. Essentially, the simulation kernel executes the
processes non-preemptive and manages their parallel execution by using delta-cycles.

Most crucial for the success of SystemC is the concept of Transaction Level
Modeling (TLM) [4—6]. TLM enables the description of communication in terms of
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abstract operations (transactions). The simulation of SystemC TLM models is
orders of magnitude faster in comparison to synthesizable HW models, which are
implemented at Register Transfer Level (RTL) using e.g. VHDL or Verilog. Fur-
thermore, TLM allows interoperability between models from different IP vendors.
Please note that this chapter does not target any particular TLM library (e.g.
TLM-2.0 standard) but handles TLM in a more general sense: we focus on Sys-
temC TLM designs where communication is done through transactions (i.e. calling
interface functions) and the synchronization is based on events.

Clearly, an abstract SystemC TLM model provides the first formalization of the
design specification. This first TLM model is usually untimed and is successively
refined by adding timing information to a timed TLM model, which in turn is
refined down to RTL. Therefore, potential bugs need to be identified already at
TLM. However, this functional verification task is difficult [7]. Methods commonly
applied at TLM rely on simulation (see e.g. [§—13]) and therefore cannot guarantee
the functional correctness, which is of uttermost importance, if the cyber compo-
nents under development will be integrated in safety-critical CPS.

The existing formal verification approaches for SystemC TLM designs mainly
check properties local to processes or have extremely high run-time (more details
are discussed in the related work section). Hence, they cannot be used to verify
major TLM behavior such as the start of a transaction after a certain event. In
contrast, the approach proposed in this chapter makes the following contributions:

o Verification of “true” TLM properties: In addition to simple safety properties
the user can check the effect of transactions and the causal dependency between
events and transactions. The Property Specification Language (PSL) is used to
formulate a property.

o Adjustment of temporal resolution: The approach allows to specify the sampling
rate of the temporal operators, e.g. the user can focus on certain events or
start/end of specific transactions.

o Automated verification method: The approach performs a fully automatic
SystemC-to-C transformation. Then, monitoring logic for the property is auto-
matically embedded into the C model. This monitoring logic uses C assertions
and Finite State Machines (FSMs). To verify the property, the verification
method of Bounded Model Checking (BMC) is employed on the C model.

e Efficiency and completeness: An induction-based verification method working
on the level of C is proposed for the generated models, making the approach
complete and much more efficient.

For different SystemC TLM designs we report the verification of properties
describing important behavior at TLM which has not been possible before.
Moreover, the experiments demonstrate that complete proofs can be carried out
efficiently using induction.

This chapter extends our previous work [1] by supporting timed SystemC
constructs and providing a much more precise and formal description of the
SystemC-to-C transformation. Additionally, much more experimental results,
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especially a comparison with the up-to-date related approach ESST [14], have been
included. The proposed techniques have been implemented as the tool SCIVER
which stands for SystemC Induction-based VERifier for Transaction Level Models.
The benchmarks (i.e. SystemC TLM model, properties, generated C model) can be
downloaded from our website.'

This chapter is structured as follows: In Sect. 2 related work is discussed. The
preliminaries are provided in Sect. 3. Section 4 introduces the TLM property
checking approach. First, a simplified SystemC kernel is presented. Based on this
kernel the automatic generation of the verification model is introduced. Then, the
property language and the generation of the respective monitors are given. In the
last part of this section the BMC-based verification technique is presented. Sec-
tion 5 describes the induction-based verification method for the transformed
models. The experimental evaluation is presented in Sect. 6. Finally, the chapter is
summarized and ideas for future work are outlined.

2 Related Work

One of the first formal approaches for SystemC TLM verification has been intro-
duced in [15]. However, the design entry of this method is UML and only during
the construction of the derived FSM some properties can be checked.

Another approach has been proposed in [16]. A formal model can be extracted in
terms of communicating state machines and can be translated into an input language
for several verification tools. Simple properties on very small designs have been
verified with this approach.

The authors of [17] translate a SystemC design into Petri nets and then apply
CTL model checking. However, the resulting Petri nets become very large even for
small SystemC descriptions as the experiments have shown.

In [18] a technique has been presented that allows CTL model checking for
SystemC TLM designs, but the SystemC TLM design has to be transformed
manually to a dedicated automata model.

The approach of [19] translates a SystemC TLM design into Promela. The
Promela model is then checked by the model checker SPIN. The translation is
entirely manual and properties related to events and transactions are not considered.

A translation of untimed SystemC TLM to the process algebra LOTOS is pro-
posed in [20]. However, the focus of the work is to compare two possible LOTOS
encodings, property checking is not discussed.

In [21] an approach mapping SystemC designs into UPPAAL timed automata
has been proposed. It differs from our approach in particular regarding the
expressiveness of the properties—the properties have to be specified on the
UPPAAL model and sometimes helper automata need to be defined.

'www.systemc-verification.org/sciver.
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The work in [22] presented an approach combining static and dynamic Partial
Order Reduction (POR) techniques to detect deadlocks and simple safety property
violations. Blanc and Kroening [23] proposed a static POR technique for state space
exploration of SystemC designs using model checking, but property checking was
not considered. The limitations of both approaches are that representative inputs
need to be provided and the absence of corner-case errors cannot be proven.

Most closely related to our proposed approach is the software model checking
approach for SystemC introduced in [24]. Both approaches translate SystemC
designs to sequential C programs using very similar mechanisms. Then, available C
model checkers can be applied directly to the resulting C programs. Both approaches
also include novel verification techniques which outperform this straight-forward
solution significantly. Nevertheless our approach differs from [24] clearly in two key
aspects.

e First, the employed verification techniques are different. In [24], explicit-state
model checking has been combined with abstraction-based symbolic techniques
to deal with the SystemC scheduler and the execution of SystemC processes,
respectively. Further enhancement incorporating POR techniques has been also
proposed in [14]. In contrast, we apply a novel high-level induction proof over
the scheduler loop to the generated C models. In our experiments we also
provide a comparison of our approach and [14].

e Second, there is a clear distinction in the expressiveness of the properties. The
approach of [24] (and [14]) only considers local C assertions, whereas we
support high-level temporal properties with TLM primitives. Note that while
these high-level properties do not bring additional challenges to backend model
checkers, it is mandatory for any practical model checking solution aiming
SystemC TLM designs to support them—manually writing local assertions to
check high-level behaviors is a very tedious and error-prone process. Moreover,
it is also possible to use their approach as a verification back-end of our
approach.

With regard to property languages for SystemC, a fundamental work has been
published [25]. The authors define a trace semantic for SystemC covering also
abstract models. Furthermore, a PSL [26] oriented language has been introduced
which additionally includes new primitives to allow expressing software aspects
like for example pre- or post-conditions. We use the introduced PSL primitives in
this work. The respective details are discussed in Sect. 4.

Recently complementary formal verification techniques for SystemC based on
symbolic simulation have been proposed in [27-29]. They combine symbolic
execution with complete exploration of all process schedules. An in-depth com-
parison as well as a combination of the best of both worlds is left for future work.
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3 Preliminaries

This section provides essential background to help understand the formal verifi-
cation approach proposed in this chapter. First, a brief overview of Bounded Model
Checking and Induction is given in Sect. 3.1. Then Sect. 3.2 introduces the basics
of SystemC.

3.1 Bounded Model Checking and Induction

BMC was introduced by Biere et al. in [30] and gained popularity very fast. For a
LTL formula ¢ the basic idea of BMC is to search for counter-examples to ¢ in
executions of the system whose length is bounded by k time steps. More formally,
this can be expressed as:

k-1
BMCk =I(S0) A /\ T(S,‘, Si+l) A _l(pk
i=0

where I(so) denotes the predicate for the initial states, 7 denotes the transition
relation and —¢* constraints that the property ¢ is violated by an execution of length
k. In case of simple safety properties of the form AGp where p is a propositional

formula, the violation of the property reduces to \/f=O —p;, where P; is the
propositional formula p at time step i. The overall problem formulation is then
transformed into an instance of Boolean Satisfiability Problem (SAT). If this
instance is satisfiable a counter-example of length & has been found. Usually, BMC
is applied by iteratively increasing k until a counter-example for the property has
been found or the resources are exceeded. One of the possibilities to make BMC
complete, i.e. to prove a property, is to apply induction-based methods as proposed
in [31, 32]. For verifying safety properties the basic idea is to show that, if p holds
after k time steps, then it must also hold after the (k + 1)th step. For completeness, a
constraint requiring the states of an execution path to be unique has to be added.

The C Bounded Model Checker (CBMC) [33] is an implementation of BMC for C
programs applying a loop unwinding technique. The execution of the program is
bounded by unwinding each loop to the given bound. The unwound program is
transformed into single assignment form, i.e. each variable is assigned exactly once,
and subsequently into a set of constraints which is then solved using a SAT/SMT
solver. CBMC supports assertions and assumptions embedded in the program code.
Assertions are checked for all bounded execution paths of the program that satisfy the
assumptions. User-input can be modeled by means of built-in non-deterministic choice
functions, e.g. nondet_int() returns a non-deterministically chosen value of type int. As
can be seen from the example in Fig. 1, Line 2 assigns a non-deterministic value to a
variable x. Line 3 makes an assumption that the value of x is odd. As a result, x can not
be zero in all execution paths after Line 3 and the assertion on Line O is thus satisfied.
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Fig. 1 Example of assert, 1 int main(int argc , char *argv[]) {
assume and non-deterministic 2 int X = nondet_int();
value in CBMC 3 assume(x % 2 == 1);

4 assert(x !=0);

5 return 0;

6 }

3.2 SystemC Basics

In the following only the essential aspects of SystemC are described. SystemC has
been implemented as a C++ class library, which includes an event-driven simu-
lation kernel. The structure of the system is described with ports and modules,
whereas the behavior is described in processes which are triggered by events and
communicate through channels. A process gains the runnable status when one or
more events of its sensitivity list have been notified. The simulation kernel selects
one of the runnable processes and gives this process the control. The execution of a
process is non-preemptive, i.e. the kernel receives the control back if the process
has finished its execution or suspends itself by calling wait(). SystemC offers many
variants of wait() and notify() for event-based synchronization such as wait(time),
wait(event), event.notify(), event.notify(delay), etc.

The simulation semantics of SystemC can be summarized as follows [3]: First,
the system is elaborated, i.e. instantiation of modules and binding of channels and
ports is carried out. Then, there are the following steps to process:

1. Initialization: Processes are made runnable.
2. Evaluation: A runnable process is executed or resumes its execution. In case of
immediate notification, a waiting process becomes runnable immediately. This
step is repeated until no more processes are runnable.
. Update: Updates of signals and channels are performed.
4. Delta notification: If there are delta notifications, the waiting processes are made
runnable, and then it is continued with Step 2.

5. Timed notification: If there are timed notifications, the simulation time is
advanced to the earliest one, the waiting processes are made runnable, and it is
continued with Step 2. Otherwise the simulation is stopped.

W

In the remainder of the chapter, we assume that a SystemC design repeatedly
receives input from the environment/user. The simpler, special case, where a design
receives some inputs, processes them and then terminates, is not explicitly dis-
cussed for the sake of simplicity.

4 TLM Property Checking

This section presents the property checking approach to verify transaction and
system-level properties of SystemC TLM designs. Before we give the details, first a
simple but conceptually representative SystemC TLM model is discussed.
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As mentioned in Sect. 1, we do not target any particular TLM library and its
corresponding modeling style but rather TLM designs in a broader sense, namely
with transaction-based communication and event-based synchronization. The rep-
resentative SystemC model contains both essential elements of TLM: event and
transaction which is basically an interface function used for inter-module or
inter-process communication in the model. Moreover, this model also serves as
running example throughout the rest of this chapter.

Example 1 The SystemC TLM program shown in Fig. 2 models a simple com-
munication between an initiator, a target, and a slave module using transactions and
an internal event (declared in Line 19). The example has two processes: initiate (Line
9) from the initiator and increase (Line 23) from the target. The target is connected to
the initiator through a port (Line 6). The process increase repeatedly waits for the
notification of the internal event e before it first decreases the variable number, and
then initiates the transaction inc of the slave which increases this variable again. The
event e will be notified with a delay of 10 ns after the transaction activate (Line 22)
of the target is called from the process initiate (Line 9) through the port. This
transaction will be initiated every 50 ns (because of the timed wait in Line 12).

The current formal tools cannot directly handle a C++ implementation of
SystemC (e.g. the reference implementation) due to the extensive use of C4++
object-oriented features and dynamic data structures in the kernel. Therefore, we
need to use a simpler and more abstract formal model as basis for property
checking. Such a formal model has to capture the execution semantics of SystemC,
which is clearly non-trivial even for the simple example. Moreover, the sample
points for the temporal operators have to be defined, a convenient property speci-
fication language has to be identified as well as an appropriate verification method
has to be found. The answers to these questions are introduced in the following
subsections. Before they are presented the overall flow of our approach is illustrated
in Fig. 3. At first, the model generation is performed which basically transforms the
SystemC TLM model to C and integrates an abstracted SystemC kernel (see
Sects. 4.1 and 4.2). Then, the monitoring logic for a concrete TLM property is built
and embedded into the resulting sequential C model. This task including the
property language and mappings for the different variants of TLM properties are
discussed in Sect. 4.3. Finally, the BMC-based verification method and the nec-
essary formalization to search for property violations is detailed in Sect. 4.4.

4.1 Simplified Model of the SystemC Kernel

We present a simplified model for the SystemC kernel preserving its simulation
semantics. This kernel model, consisting of a kernel state vector K and a scheduler,
allows to transform a complex SystemC design into an equivalent but much more
simple C model enabling the use of formal techniques.

A SystemC TLM design is abstracted as a triple SCTLMD = (S, P,E). S is the
state vector of the design consisting of all its variables. P is a set of n SC_THREAD
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Fig. 2 Simple
SystemC TLM program
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class activate_if : virtual public sc_interface
{ virtual void activate() = 0; };
class slave_if : virtual public sc_interface {
{ virtual void inc(int&) = 0; };
class initiator : public sc_module {
sc_port<activate_if> port;
initiator(sc_module_name name)
: sc_module(name) { SC_.THREAD(initiate); }
void initiate() {
while (true) {
port—>activate();
wait(50, SC_NS);

}
I8
class target : public activate_if, public sc_module {
sc_port<slave_if> port;
int number;
sc-event e;
target(sc_module_name name) : sc_.module(name),
number(0) { SC_.THREAD(increase); }
void activate() { e.notify(10, SCNS); }
void increase() {
while (true) {
wait(e);
——number;
port—>inc(number);

}

I8

class slave : public slave_if, public sc_module {
slave(sc_module_name name) : sc_module(name) { }
void inc(int& x) { ++x; }

I8

int sc_main (int argc , char *argv([]) {
initiator initiator_inst("’Initiator”);
target target_inst(”Target”);

sc_start();

processes pi, ...,p, synchronized by the set E of m events ey, ...,e,. Each
process p € P is a sequence of statements. Each statement is either a C++ statement
updating the design state vector S or a call to wait or notify for synchronization. The
semantics of SCTLMD is only fully defined on a kernel with its kernel state vector
K. Each call to wait or notify manipulates the kernel state vector K, which consists

of the following components:
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[ SystemC TLM model }» Model generation

[ transformed C model M J

ST S

[ transformed C model ]

with monitoring logic Mp

BMC on C model

Counter- Property
example found verified

Fig. 3 Overall flow

globalTime: the integer global simulation time.
status[p;): the status of process p;, which can be RUNNING, RUNNABLE,

WAITING or TERMINATED.
o statement[p;]: this indicates the next statement to be executed of p; and basically
provides the functionality of a program counter.

Algorithm 1: An interpreter for SCT LMD

Definition:
IPrl,mm/lhle = {P el | Slalus[p] = RUNNABLE} Epending = {e cE ‘ pendmg[e}}
1 while P,00p00 70 do // evaluation loop
p < NondetSselect(Pummabie)
Execute (p) // see Alg. 3
if Prnapie =0 then // delta notif. phase
foreach e € E,¢4i,g do
if delay|e] = 0 then
DoNotification(e) // see Alg. 2

end
end
if Prnapie =0 then // timed notif. phase
minDelay < min,ex,,, . (delayle])
globalTime < globalTime + minDelay
foreach e € ,,,qing do delayle] < delayle] — minDelay

e ® N A oa WP

— e e e
B W N = o

foreach ¢ € E4ing do
if delay|e] = 0 then
DoNotification (e)

e
N >

18 end
19 end
20 end
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Algorithm 2: DoNotification(e)
1 foreach p € P do

2 if waiting[p, ] then

3 waiting[p,e] < false

4 status[p] <— RUNNABLE
5 end

6 end

7 pendingle] < false

o waiting[p;, ¢;]: this indicates whether the execution of p; is currently blocked by
waiting for event e;.

o pending[e;j]: this indicates whether e; is pending to be notified.

o delayle;]: the integer delay of the notification of e;.

The interpreter semantics of SCTLMD is defined by the interpreter in Algorithm 1.
For the sake of clarity, the subroutines to interpret an individual process and to notify
an event are depicted separately in Algorithm 2 and Algorithm 3, respectively. For the
former task we also need the auxiliary function next(p, stmt) which returns the
statement after the statement stmt of process p.

The preservation of the simulation semantics can be explained as follows. The
loop in Algorithm 1 corresponds to the evaluation loop. In Line 2 and 3 of
Algorithm 1, one of the runnable processes is selected and executed, respectively.
During its execution (see Algorithm 3) the process can suspend itself (Line 4-8), or
issue immediate notification (in the current delta cycle; Line 10) or delayed noti-
fication (Line 11-13). If Line 5 of Algorithm 1 is reached, it means there is no more
runnable process, thus the current evaluation loop iteration is finished and the delta
notification phase is entered. In this phase, all pending events with zero delay are
notified. If we have at least one runnable process afterwards, the timed notification
phase (Line 11-18 of Algorithm 1) is skipped and the execution continues with a
new evaluation loop iteration. Otherwise, the current delta cycle is over and
therefore the timed notification phase can start. Line 11-14 of Algorithm 1 advance
the simulation time to the earliest pending notification and update the delays
accordingly. The for-loop starting on Line 15 notifies all pending events whose
delay has become zero. If those notifications make at least one process runnable, a
new evaluation loop iteration starts. Otherwise, the loop condition on Line 1 fails
and the simulation stops. The preservation of the simulation semantics allows us to
transform the SystemC TLM design into an equivalent C model based on the
simplified kernel. The generation of this C model is described in the next section.
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Algorithm 3: Execute(p)

1 status[p] < RUNNING
2 while statement[p] # L do
3 switch statement [p] do

4 case wait(e)

5 waiting[p, e] < true

6 statement p| < next(p, statement|p))
7 status[p] < WAITING

8 return

9 case notify(e) DoNotification (e)
10

1 case notify(e,1)

12 pendingle] < true

13 delayle] < min(delay[e|,t)

14 otherwise execute stmz[p]

15

16 endsw

17 statement | p| < next(p,statement|p))

18 end

19 status|p] <+ TERMINATED

4.2 Model Generation

We use C as our intermediate modeling language. On the one hand the transfor-
mation process is manageable and can be automated (as done in this work). On the
other hand we can leverage available model checkers. The transformation into a C
model consists of two steps, which also will be demonstrated for Example 1.

4.2.1 SystemC to SCTLMD

The first step transforms the SystemC design into the simplified form of SCTLMD
and is divided further into two smaller steps. In the first substep, we identify the static
elaborated structure of the design, that means the module hierarchy, the processes
and the port bindings. With the port bindings being resolved already, every function
call through a port is replaced by the call of the corresponding function of the bound
module/channel instance. Afterwards the object-oriented features of SystemC/C++
are translated back into plain C. Member variables, member functions and con-
structors of each object instance are transformed to global variables and global
functions. The result of this intermediate step for Example 1 is shown in Fig. 4. For
example, the transformed code for the target module is shown in Line 8—18. The first
three lines define three global variables, which were member variables of the module
before (Line 18 and 19 of Fig. 2, respectively). The remaining lines show the
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transformed constructor target_inst_init and two former member functions tar-
get_inst_activate and target_inst_increase. At the beginning of main function, the
transformed constructors are called (starting from Line 23). That corresponds to the
instantiation of the modules in sc_main. In the second substep, all function calls in
the body of the declared processes are inlined. After that all remaining function calls
in process body are notify() and wait(). Thus, the declared processes contain only C+
+ statements and calls to wait or notify and hence form the set P. The declared
variables and events now correspond to the set S and E, respectively. The SystemC
design has been therefore fully transformed into SCTLMD.

4.2.2 Kernel Integration

The second step generates the kernel vector and the static scheduler based on the
interpretation semantics described in Sect. 4.1. First, the kernel vector is added into
the C model as global variables. The variables globalTime, status|p;| and delay|e;]
are introduced as integer-valued global variables, while waiting|p;,e;] and

void initiator_inst_init() { }
void initiator_inst_initiate() {
while (true) {
target_inst_activate();
wait(50, SC_NS);
}
}
int target_inst_number;
9 sc_event target_inst_e;
10 void target_inst_init() { target_inst_number = 0; }
11 void target_inst_activate() { target_inst_e.notify(10, SC_NS); }
12 void target_inst_increase() {

0NN B W=

13 while (true) {

14 wait(target_inst_e);

15 ——target_inst_number;

16 slave_inst_inc(target_inst_number);
17 }

18 }

19  void slave_inst_init() { }
20 void slave_inst_inc(int& x) { ++x; }

21

22 int main(int argc , char xargv[]) {
23 initiator_inst_init();

24 target_inst_init();

25

26 sc_start();

27}

Fig. 4 Result of the first substep of the “SystemC to SCTLMD” step
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pendingle;] are declared as boolean global variables. Instead of saving and updating
statements|p;] after the execution of each statement of p;, an optimization is
employed based on the observation that only statements after each potential context
switch (a call of wait()) are relevant. For each process p;, a label (resume point) is
inserted after each call of wait(), and an integer-valued variable resumePoint|p;] is
added to keep track of the current resume point of the process. The execution of p;
can be resumed later based on the value of resumePoint|p;] by jumping to the
corresponding label. Furthermore, a counter for the number of runnable processes
runnable_count is added. The generated scheduler for Example 1 is shown in
Fig. 5. As can be seen this scheduler has the same structure as the interpreter in
Fig. 1. The call of sc_start (Line 26 of Fig. 4) is to be replaced with this generated
scheduler. In the body of the evaluation loop, non-deterministic choice, i.e. which
runnable process is to be executed next, is implemented (Line 2 of Fig. 5). This
non-deterministic choice allows a C model checker to explore all interleavings
implicitly. In case the design contains no delta/timed notifications, the delta/timed
notification phase is unnecessary and can be removed. The example has no delta
notification but only one timed notification e.notify(10, SC_NS) and one timed wait
wait(50, SC_NS) which is also modeled as timed notification. The code in Fig. 6
models the timed notification phase. Note that the event timeout has been intro-
duced to implement wait(50, SC_NS). Line 1-10 correspond to Line 11-14 of
Algorithm 1. Line 11-26 show the implementation of the for-loop on Line 15 of
Algorithm 1. Figure 7 shows the body of the process target_inst_increase. There is
only one resume point in this process defined on Line 8. The first two lines
implement the resuming of the process execution. Line 4—7 show the implemen-
tation of wait(target_inst_e).

4.2.3 Limitations

The first step can handle SystemC TLM designs without dynamic process/object
creation, recursion, and dynamic memory allocation. These restrictions do not

Fig. 5 Generated scheduler
for the example

1 while (runnable_count > 0) { // evaluation loop

2 choose_one_runnable_process();

3 runnable_count——;

4 if (initiator_inst_initiate_status == RUNNING)

5 initiator_inst_initiate();

6 if (target_inst_increase_status == RUNNING)

7 target_inst_increase();

8 if (runnable_count == 0) { // delta notification phase

9
10 }
11 if (runnable_count == 0) { // timed notification phase
12
13

14 }
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Fig. 6 Timed notification
phase

min_delay = 0;

if (target_inst_e_pending &&
(min_delay == 0 || target_inst_e_delay < min_delay))
min_delay = target_inst_e_delay;

if (timeout_pending &&

(min_delay == 0 || timeout_delay < min_delay))

min_delay = timeout_delay;

global_time += min_delay;

9 if (target_inst_e_pending) target_inst_e_delay —= min_delay;
10  if (timeout_pending) timeout_delay —= min_delay;
11 if (target_inst_e_pending && target_inst_e_delay == 0) {

0NN BN~

12 if (target_inst_increase_waiting_target_inst_e) {
13 target_inst_increase_waiting_target_inst_e = false;
14 target_inst_increase_status = RUNNABLE;
15 runnable_count++;
16 }
17 target_inst_e_pending = false;
18 }
19 if (timeout_pending && timeout_delay == 0) {
20 if (initiator_inst_initiate_waiting_timeout) {
21 initiator_inst_initiate_waiting_timeout = false;
22 initiator_inst_initiate_status = RUNNABLE;
23 runnable_count++;
24 }
25 timeout_pending = false;
26}
Fig. 7 The body of 1 if (target_inst_increase_resume_point==1)
target_inst_increase 2 goto target_inst_increase_resume_point_1;
3 while (true) {
4 target_inst_increase_waiting_target_inst_e = true;
5 target_inst_increase_status = WAITING;
6 target_inst_increase_resume_point = 1;
7 goto target_inst_increase_end;
8 target_inst_increase_resume_point_1: ;
9 ——target_inst_number;
10 ++target_inst_number;
11}
12 target_inst_increase_status = TERMINATED;
13 target.inst_increase_end: ;

severely limit the practical use of the proposed approach because still a very wide
range of SystemC TLM models does not use the mentioned elements. Regarding
the supported language constructs, currently only a subset of SystemC can be
transformed which includes the core modeling components (modules, ports,
interfaces, and channels) and the event-based synchronization constructs. Many
other constructs are built on these fundamentals and including those in the
supported subset is only an implementation issue.
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The equivalence of the generated C model and the SystemC design depends
largely on the kernel abstraction. Unfortunately, formally proving that any imple-
mentation of the SystemC kernel (be it our abstraction or the reference imple-
mentation) is correct with respect to the informal English specification [3] is
especially hard. However, our generated C model is also executable. This has
enabled simulation-based equivalence checking between the generated and the
original models. This check has been employed extensively and the obtained
positive results have greatly increased the confidence in the correctness of the
abstraction.

In the remainder of this chapter we denote the generated C model as M. In the
next section we present our property language and how to monitor properties in M.

4.3 Property Language and Monitor Generation

For property specification we use PSL [26] which initially was not designed for
property specification at high level of abstraction. In [25] additional primitives have
been introduced—coming from the software world—which are well suited for TLM
property specification. Besides the variables in the design we use the following:

Sfunc_name:entry—start of a function/transaction

func_name:exit—end of a function/transaction
event_name:notified—notification of an event

func_name:number—return value in case number = 0 and parameters of a
function/transaction otherwise.

It is left to define the temporal sampling rate as well as the supported temporal
operators. As default temporal resolution we sample at all system events, which is
either the start or the end of any transaction or the notification of any event. The
construct default clock” of PSL can be used to change the temporal resolution, e.g.
to sample only at notification of a certain event. As temporal operators we allow
always and next.

The semantics of a property can be defined formally with respect to an execution
trace of the SystemC TLM design. Let segse; ... se, be the sequence of system
events that occurred during an execution. We use S(se;) to denote the state vector of
the design sampled at se;. For 7=S(seg)S(se;) .. .S(se,), we use 7= P to express
that a property P is satisfied by , z(i) for the ith element of z, 7, for the subsequence
starting from the ith element, and |z| for the number of elements in z. The formal
semantics of a property P with respect to 7 is defined as follows.

e 7k p iff the atomic proposition p holds in 7(0).
e tEIPIff tEP

’In the considered TLM models there are no clocks. We only use the clock expression syntax to
define sampling points.
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TEP && Qiff (tEP) A (rE Q)
tEP||Qiff tEP)A(zEQ)
tEnextP iff 11 EP
tEalways P iff Vi< |z|: 1, F P

In the following we discuss different useful types of properties and the gener-
ation of monitoring logic by means of FSMs. The task of the monitoring logic is to
check whether the property holds during the execution of the design.

4.3.1 Simple Safety Properties

This type of properties concern values of variables of the TLM model at any time
during the execution, e.g. the values of some certain variables should always satisfy
a given constraint. Generally, this property type can be expressed by a C logical
expression. To verify those properties we only need to insert assertions right after
the lines of code that change the value of at least one variable involved. As an
example see the property depicted at the top of Fig. 8 specified for a FIFO.

4.3.2 Transaction Properties

This type of properties can be used to reason about a transaction effect, e.g.
checking whether a request or a response (both are parameters or return value of
some functions) is invalid or whether a transaction is successful. Monitoring logic
for these properties is created by inserting assertions before/after the body of cor-
responding inlined function calls. For example, the property “the memory read
transaction always operates on a valid address” for a TLM bus can be formulated in
a transaction property as shown in the middle of Fig. 8. Recall that mem_read:1
refers to the first parameter describing the address of the transaction.

—- Simple safety property:

// the number of processed blocks never exceeds the number of blocks

// which have been read

always (num_block_processed <= num_block_read)

—- Transaction property:

// the memory read transaction always operates on a valid address

always (0 <= mem_read:1 && mem_read:1 <= MAX_ADDR)

—- System-level property:

// Two properties for running Example 1

always (farget_inst.activate:exit —>next (target_inst.e.notified & & next slave_inst.inc:entry))
always (slave_inst.inc:entry — >next (slave_inst.inc:exit & & target_inst.number == 0))

Fig. 8 Several example properties
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4.3.3 System-Level Properties

These properties focus on the order of occurrences of event notifications and
transactions, e.g. a given transaction should only begin after a certain event has
been notified. We implement the monitoring logic using FSMs. Each state of the
FSM corresponds with one position in the order specified by the property. Code for
transitions of the FSM is inserted right after event notifications, begin or end of
transactions (depending on the property). The FSM also has one state indicating the
violation of the property. Our assertion is that this state is never reached. As
example see the lower part of Fig. 8. The first system-level property has been
specified for Example 1 and states that after the transaction activate has finished the
event is notified which causes the transaction inc to start. The second system-level
property defines the expected value of the integer number of the target at the end of
the transaction inc.

Recall that the C model M has been automatically generated from the Sys-
temC TLM design. Now, the monitoring logic for P is generated and embedded
automatically into M creating a new model Mp. This new model includes in
addition to S and K a set of new variables L. used in the monitoring logic. The next
section gives a detailed presentation on verifying the C model Mp using BMC.

4.4 BMC-Based Verification

First of all we explain the notion of states and how the transition relation is formed
with respect to the generated C model including the assertions, i.e. Mp. The basic
idea is to view the values of the variables in SUK UL as a state s and each iteration
of the evaluation loop of the scheduler as the transition relation 7. Each execution
of the model can be formalized as a path, which is a sequence of states
5[0.n) =S051 - - - 5, satisfying the condition

path(so.q)= /N T(siSip1).

0<i<n

Note that the path can be infinite, in that case n = co.

The property P holds in the original design, iff the general property “no
assertions fail” holds in Mp, which also means no assertion failure during each
iteration of the evaluation loop, or in other words during each transition 7'(s;, s;+1).

Definition 1 A transition without assertion failure is called safe and written as
safe(si, Si+1)-

Thus, for the property to hold, every sequence of states of an execution must
satisfy as well the condition
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allSafe(sjo.,) = /\ safe(si,siz1).

0<i<n

The need for safe transitions instead of the conventional safe states is explained
as follows. The transition relation in our context is defined by the evaluation
loop. Therefore, a state and its successor state are defined at the start and at the end
of each iteration of the evaluation loop, respectively. When an assertion fails, the
execution is immediately stopped somewhere in the middle of an iteration. We
already left the last state but have not reached the next one yet. It follows that the
need for safe transitions is directly implied by the way the monitoring logic is
generated. On the other hand, if we want to use the notion of safe states, the
monitoring logic must be modified as follows. We would need to add one more
Boolean flag indicating whether the property is already found to be violated. Then,
each assertion would be replaced with a piece of code, that raises the flag and jumps
to the end of the evaluation loop, where the flag is asserted to be false. However,
this extension makes the model and its state space bigger, thus using safe transitions
is actually better.

Let I be the characteristic predicate for all initial states, which are reachable
states before entering the evaluation loop—note that there can be more than one
initial state because some variables are uninitialized or modeled as inputs, and thus
have a non-deterministic value. Then, the BMC problem can be formulated as
proving that there exists an execution path of length k, starting from an initial state,
and containing unsafe transitions. This is encoded in the following formula:

3so . .. sk. (I(s0) Apath(so.x) A —allSafe(so.x))

Now BMC checks the formula for increasing k starting from zero. In the
experiments (see Sect. 6.1) we show that this already gives good results. At our
level of abstraction, for a fixed value of k checking the above formula is equivalent
to verify the program M’;, which is Mlp with the evaluation loop unwound & times.
Now there are two possible outcomes:

1. If a trace is returned, the formula is proven to hold for that fixed value of k, and
the property P is proven to be false. This trace can be easily converted to an
error trace for the original TLM design: the values of the variables in S are
extracted and mapped back to the original variables, while the values of the
variables in K are used to derive the scheduling sequence. This error trace can
then be replayed on the original design by any SystemC implementation that
supports user-defined scheduling sequence.

2. Otherwise, the property holds up to k. Recall that as mentioned above a Sys-
temC design repeatedly receives input from the environment/user. Hence, for a
complete proof the property has to hold for all values of k. In principle, we do
not need to check a transition more than one time, thus we can stop increasing
k if it reaches the number of states. However, this becomes infeasible very fast.
Hence, we devise a method using induction where we derive much better
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terminating conditions. The main advantages of the induction-based method are
that much better run-times are achieved and the method is complete, i.e.
properties are proven not only up to a certain bound k but under all
circumstances.

Back to the example, assume that we want to check the property always (tar-
get_inst.number == (). The monitoring logic is generated by inserting the state-
ment assert(target_inst_number == 0); after Line 9 and 10 of Fig. 7, respectively.
The transition relation T corresponds to the body of the evaluation loop in Fig. 5.
Checking the property up to the bound k = 3 means applying a C model checker to
a program consisting of three repetitions of the loop body. Since the example has no
inputs or uninitialized variables, there is only one initial state. The used C model
checker returns a trace indicating an assertion violation. The extracted execution
path shows the violating scheduling sequence initiate, increase, increase. The
violation occurs during the third transition (i.e. the second execution of increase)
right after Line 9 of Fig. 7 is reached. On the other hand, the last property in Fig. 8
holds which essentially states that number is always zero at the end of the trans-
action inc. This shows the importance of the temporal resolution used in properties.

S Induction-Based TLM Property Checking

This section introduces the induction-based method which forms a complete and
efficient approach to prove transaction and system-level properties. Traditional
induction-based techniques (like e.g. [31]) addressed safety state properties in the
context of circuits, whereas our general property allSafe for Mp involves transitions
(pairs of states) and our level of abstraction is higher. Nevertheless, the underlying
ideas give a good starting point.

First, we only need to check each transition once, thus only paths, where all
states except the last one are different, need to be considered. Second, after the base
case is proved (i.e. no counter-example of length up to k exists), we check two
terminating conditions: the “forward” condition and the inductive step. The forward
condition checks whether a path of length (k + 1) starting from an initial state
exists. The inductive step checks if a path with k first safe transitions and a last
unsafe one exists. If no such paths exist, we can stop and conclude that the property
P holds. In summary, the forward condition checks the satisfiability of

I(s0) AloopFree(sp. i)
and the inductive step checks the satisfiability of

loopFree(sy i) A allSafe(s)o i) Asafe(si, sk+1)
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where

loopFree(s i) =path(spi) A~ /\  si#s;.

0<i<j<k

Now, to make induction possible at our level of abstraction, the main challenge
is the embedding of the constraints into the transformed C model. Conceptually,
new variables sy, 51, ... are needed to capture the state s after each iteration of the
evaluation loop and the constraints can then be imposed by means of assumptions.’
For example, the constraint loopFree(sy ) can be emulated by inserting the
statement assume(newState(i)); after the ith unwound iteration of the evaluation
loop with

newState(i) = (s!=s;_1)&& ... &&(s! = 59).

For a precise description of the algorithm, we use the interpretation of C programs
as strings. As defined earlier, M’,‘, is Mp with the evaluation loop unwound k times.
Let Mip[i] be the code fragment of the ith unwound iteration of the evaluation loop
of Mp and let + be the string concatenation operator. Then, we have

MK =Mp[1]Mp[2] ... Mp[k] = zkj Mp|i].

Additionally, we define M; as the resulting program after each assertion related to

P in M is substituted by an assumption. The introduced notation applies for M and
M; as well. We end up with a high-level strengthened induction with depth shown

in Algorithm 4, which has a similar structure as the Algorithms 3 and 4 in [31], but
the level of the induction differs significantly. The base case is checked in the first
if-statement (Line 3). The second if-statement (Line 5) checks the forward condi-
tion. The assertion at the end of Line 5 is the unwinding assertion for the evaluation
loop. The last if-statement (Line 7) is the inductive step. The first arbitrary state is
emulated by the statement s =non_det, which assigns non-deterministic values to
the variables and thus allows the model checker to examine all possible values
implicitly. The underlying C model checker is invoked to verify the assertions in
the passed parameter by the call CPROVER, which returns true if no assertions are
violated and false otherwise, in this case a violating trace can be extracted.

3C model checkers typically support an assumption concept, i.e. assertions are checked for all
execution paths of the program that satisfy the assumptions.
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Algorithm 4: High-level strengthened induction with depth for transformed
SystemC TLM model including monitoring logic

1 k < some constant which can be greater than zero
2 while true do
3 if not CPROVER(M%) then
4 return Trace c|_
k
5 if CPROVER( Y (si—1 = s;M[i] assume(newState(i)); )
i=1

assert(!(runnable_count > 0));> then
6 return true
7 if CPROVER (s = nondet;ﬂ‘:, (s,;l = 5;M5[i]

assume(newState(i)); ) Mp[k + 1]) then

8 return true
9 k+—k+1
10 end

Algorithm 4, while not depending on any particular C model checker, has one
possible limiting factor in the way the constraint loopFree is imposed. As described
above, to capture the current state after each unwound iteration of the evaluation
loop, auxiliary variables need to be introduced enlarging the model size consider-
ably before being given to the C model checker. This necessity can be eliminated
efficiently in the case that CBMC is applied. We take advantage of the fact that
CBMC transforms the program to verify into single static assignment form first.
Basically, this transformation creates for each assignment a new version of the
left-hand side variable. This newly created version then substitutes the variable in
the assignment and in the subsequent program flow until another assignment to the
same variable occurs. As a result, the most recent version of each state variable at
the end of each iteration of the evaluation loop holds the value of the original
variable at that point. Therefore we only need a simple static analysis to identify
those most recent versions and impose the constraints on them directly.

As a final note, our approach can deal with nested loops, which are commonly
present in our transformed models. The evaluation loop is handled explicitly as
described above. The other loops must be unwound up to at least their run-time
bounds before applying our approach. Those run-time bounds can be determined
with the aid of unwinding assertions [33]. Also note that unbounded loops can still
have a finite run-time bound due to the simulation semantics of SystemC and our
transformation method. As an example, consider the infinite loop while (true)
{bodyl; wait(e); body2;} commonly used in a SC_THREAD. It only needs to be
unwound twice. In its first execution, the SC_THREAD performs bodyl; then
suspends itself because of waif(e). Any further execution resumes exactly after the
wait statement, performs body2; then bodyl; and is suspended again by wait(e).
Figure 9 shows the transformation with two unwound iterations for a SC_THREAD
named .
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Fig. 9 The infinite 1 if (t_resume_point==1)
SC_THREAD 100p unwound 2 goto resumeipointfl;
3 // begin of the first unwound iteration
4 bodyl;
5 { /wait(e);
6 t_waiting_e = true;
7 t_status = WAITING;
8 t_resume_point = 1;
9 goto t_end;
10 t_resume_point_1:
1}
12 body2;

13 // end of the first unwound iteration
14 // begin of the second unwound iteration

15 bodyl;

16 { / wait(e);

17 t-waiting_e = true;

18 t_status = WAITING;

19 t_resume_point = 1;

20 goto t_end;

21}

22 body2;

23 //end of the second unwound iteration
24 teend:;

6 Experiments

The proposed approach has been implemented as the tool SCIVER and evaluated on
different TLM designs.4 The model checker CBMC v3.7 [33] with Boolector v1.2
[34] as the underlying SMT solver has been used to verify the generated C models.
CBMC v3.7 does not fully support SMT yet, therefore we needed to switch back to
use the default SAT solver in some cases. The proposed approach has been built on
top of CBMC, i.e. unwinding and the transformations for induction are performed
before giving the problem to CBMC. The internal slicer of CBMC is activated to
remove subformulas, which are irrelevant for the properties. All experiments have
been carried out on a 3 GHz AMD Opteron system with 4 GB RAM running
Linux. The time limit for each run is set to 1 h.

In the first part of the experiments we present the results for our BMC-based
verification approach which is denoted as SC-BMC. Then, in the second part we
give the results for the induction-based method SC-IND as introduced in Sect. 5.
We also have compared our approach to the approach ESST presented in [14, 24].
This is to the best of our knowledge the most recent approach and also the only one
available to evaluate. We used the version of ESST presented in [14] with POR
enabled. Note that [24] also presented results for applying some C model checkers
directly to the generated sequential C model, but ESST outperformed these in most

*Our benchmarks can be found on the SCIVER Website: www.systemc-verification.org/sciver.
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cases. As mentioned in Sect. 2, ESST does not support any properties besides local

C assertions. Thus, we needed to add monitoring logic before giving a model to
ESST.

6.1 BMC-Based Verification

6.1.1 FIFO Design

The first design is the simple_fifo TLM example included in the official SystemC
distribution. The original design consists of a consumer module and a producer
module communicating over a FIFO channel. Both modules have their own
SC_THREAD. We modified the design so that the producer writes an infinite
sequence of arbitrary characters into the FIFO. The SystemC model (the generated
C model) has approximately 80 (150) lines of code. We considered the following
properties of the FIFO (also listed in Fig. 10 in PSL syntax):

e P1: The number of elements in the FIFO never exceeds the limit.
e P2: After a write transaction, the FIFO is not empty.
e P3: If the FIFO is full, the next event notified is read_event.

———— for FIFO design:
P1: always (0 <= num_elements && num_elements <= max)
P2: always (write:exit —> num_elements > 0)
P3: default clock = read_event:notified || write_event:notified; always (num_elements == max
—> next read_event:notified)
P4: default clock = read_event:notified || write_event:notified; always (read_event:notified —>
next_e[1:10] write_event:notified)
———— for TLM—2.0 design:
P5: default clock = target.b_transport.entry;
always( (target.b_transport: 1.command == TLM_READ_COMMAND)
—> next( (target.b_transport:1.command == TLM_READ_COMMAND) —> next((target.
b_transport:1.command != TLM_READ_COMMAND))))
P6: default clock = target.b_transport.exit;
always( target.b_transport: 1.command == TLM_READ_COMMAND —>
( ((target.b_transport:1.data[3] << 24) | (target.b_transport:1.data[2] << 16) | (
target.b_transport:1.data[1] << 8) |
target.b_transport:1.data[0] == target.b_transport:l.address) || ((target.b_transport:1.
data[3] == 0) && (target.b_transport:1.data[2] == 0) && (target.b_transport
:l.data[1] == 0) && (target.b_transport:1.data[0] == 0)) )
———— for JPEG encoder:
P7: always (mem_write:0 & & mem_read:0)
P8: always (write:1 <= 15)
P9: default clock = read_block:exit || zigzag_scan:exit || rle_encode:exit; always (zigzag_scan:
exit —> next[3] zigzag_scan:exit)

Fig. 10 Properties used in the experiments
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e P4: After a notification of read_event, the next 10 (the FIFO size) notifications
includes at least one notification of write_event.

The design malfunctioned as soon as we tried to connect more consumers or
producers to the FIFO channel. We fixed the implementation and proved the prop-
erties on the corrected design. Since the BMC-based method from Sect. 4.4 is
incomplete, the properties can only be verified for a fixed number of inputs. The
results are shown in Table 1. Each sub-column gives the run-times required to verify
each property for the bounded input of 48, 64 and 80 arbitrary characters, respec-
tively. As can be seen the run-times increase with the number of characters. Moreover,
adding another consumer or producer also results in higher run-times. Note that we
did not apply ESST in this experiment. The comparison to ESST will be made in the
next section where the properties must be proven on the unbounded design.

Table 2 shows the run-times needed to disprove P1 on the original FIFO with 2
consumers and 1 producer (fifo_2c_1p_orig), and with 1 consumer and 2 producers
(fifo_lc_2p_orig), respectively. In both cases, 48 characters are written into the
FIFO. The results shown in the second and third column are obtained by using our
approach and ESST, respectively. As can be seen SC-BMC outperforms ESST
clearly.

6.1.2 TLM-2.0 Design

The approach described in this chapter applies for general TLM models. We
demonstrate the potential of extending the approach for the TLM-2.0 standard on a
design consisting of two initiators connected to one target by TLM-2.0 sockets. All
modules are implemented as loosely timed models using the TLM-2.0 interfaces.

Table 1 Results of SC-BMC 1 consumer + 1 producer
for corrected FIFO 48 chars (s) 64 chars (s) 80 chars (s)
P1 13.55 27.22 36.85
P2 13.08 25.98 33.83
P3 20.88 42.86 55.44
P4 14.62 29.54 38.95
2 consumers + 1 producer
P1 115.15 231.83 314.08
P2 104.43 221.90 286.01
P3 159.23 329.87 441.93
P4 118.58 25291 327.81
1 consumer + 2 producers
P1 223.32 495.90 637.32
P2 239.82 506.41 602.09
P3 317.62 701.52 844.81
P4 242.39 525.57 646.36
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Table 2 Results of SC-BMC SC-BMC (S) ESST (S)

for di i rti

of CISproving propertics fifo_2c_lp_orig + P1 2.86 219.09
fifo_lc_2p_orig + P1 3.87 305.90
tim2_bug + P5 0.62 Not applicable
tlm2_bug + P6 48.60 Not applicable

The first (second) initiator writes to (reads from) the memory of the target by using
the blocking interface b_transport of the target. This interface is a part of the
TLM-2.0 standard accepting a payload and a delay as parameters. A payload in
TLM-2.0 standard carries all information regarding a transaction, i.e. command,
data, address, etc. For example, each payload sent by the first initiator contains
among the other things: a TLM_WRITE command, a non-deterministic unsigned
integer multiple of four as address, and the address value as data. Note that the data
field of the payload in TLM-2.0 is modeled as an unsigned char pointer allowing
fast data transport. Hence, in the example the data field actually points to the first of
four bytes which combined together represent the address value. The delay
parameter is related to the concept of femporal decoupling which basically allows a
process to have its own local time. In our design, each initiator keep a variable
describing how far it is ahead of the simulation time. This variable is given to
b_transport of the target as the delay parameter, thus indicating the future point in
time that the transaction actually starts. The target then increases this delay
parameter by an amount of time modeling the transaction duration. There exists a
limit for the amount of time each initiator can be ahead of the simulation time. If
this limit is exceeded, the corresponding initiator explicitly calls wait to allow the
simulation time to catch up. Two properties have been formulated for the read
transaction of the design:

P5: At most two consecutive read transactions can occur.

P6: At the end of a read transaction, the address and the data of the payload
should be hold the same value or the data should be equal to zero (i.e. the
address has not been written to).

Both are also listed in the middle of Fig. 10 in PSL syntax. The first property
reasons about the synchronization of the design, while the second checks the
functionality of the target. The run-times needed to disprove P5 and P6 on a buggy
design (tlm2_bug) with incorrect time limit for explicit synchronization and
incorrect implementation of memory write are shown in Table 2. As can be seen,
SC-BMC was able to find a counter-example fairly quickly for each property. ESST
cannot be applied on this design mainly due to its missing capability in handling the
pointers in the TLM-2.0 payload.
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6.2 Induction-Based Verification

6.2.1 FIFO Design and TLM-2.0 Design

We applied the proposed induction-based method to the FIFO design and the
correct variant of the TLM-2.0 design discussed in the previous section. The results
are shown in Table 3 under the column “SC-IND”. For the FIFO design, significant
improvements over the BMC-based method with respect to run-time can be
observed. SC-IND has proven each of the four considered properties in under 10 s,
while the time in seconds needed by SC-BMC is a three-digit number in many cases
(see Table 1). Furthermore, using induction, the proofs are complete, i.e. the
properties are verified for unbounded input where arbitrary characters are repeatedly
written into the FIFO. Our results can be compared to the results of using ESST
which are also presented in Table 3. As can be seen, both P2 and P3 seem to be
easy to prove for both approaches. For proving P1 and P4, the performance of our
approach is much better. For the TLM-2.0 design, property P5 has been proven
quickly using our approach and the proof is also complete. SC-IND failed to prove
P6 within the time limit which seems to be very hard considering the large state
space that includes the 512 bytes memory of the target.

Table 3 Results of SC-IND  pepcpmark SC-IND (s) | ESST (s)

i‘;ﬂég;igﬁ fgoé’;rst‘{fs Mt e Ipcom + PI 020 119.00
fifo_lc_lp_corr + P2 0.18 0.28
fifo_lc_lp_corr + P3 2.70 0.35
fifo_lc_lp_corr + P4 2.11 351.06
fifo_2c_lp_corr + P1 1.04 120.21
fifo_2c_lp_corr + P2 0.59 0.48
fifo_2c_lp_corr + P3 8.99 0.49
fifo_2c_lp_corr + P4 3.92 358.84
fifo_lc_2p_corr + P1 0.20 126.09
fifo_lc_2p_corr + P2 0.47 0.41
fifo_lc_2p_corr + P3 9.61 0.50
fifo_lc_2p_corr + P4 6.53 372.23
tlm2 + P5 3.38 Not applicable
tim2 + P6 Timeout Not applicable
jpeg + P7 4.95 Timeout
jpeg + P8 5.20 Timeout
jpeg + P9 453.52 Timeout
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6.2.2 JPEG Encoder

As another SystemC model we considered our TLM implementation of a part of a
JPEG encoder consisting of seven modules shown in Fig. 11: a simple bus, two
memory slaves, a reader, a zig-zag scanner, a run-length encoder, and a controller.
The SystemC model (the generated C model) has approximately 200 (450) lines of
code. The input of the design are quantized DCT 8 X 8 pixel blocks and the output
are run-length encoded sequences. The reader loads a 8 X 8 block of integers and
writes it row for row into the first 64 cells of the memory. The scanner reads the
block from the memory, rearranges it using zig-zag pattern and writes the result into
the next 64 memory cells. The encoder processes data stored in those cells and writes
the encoded sequence directly to output. The reader, the scanner and the encoder are
controlled by the SC_THREADs read, scan and encode in the controller, respec-
tively. The synchronization between the threads is as follows. After each 8 X 8
block is read into memory, the read process must wait for the scan process to finish
the zig-zag scan on this current block, after that a new block can be read. The encode
process can only be active after the completion of the scan on the current block. The
scan process becomes runnable after each block is loaded into memory, but not
before the RLE encoding process on the last block is finished. All memory accesses
are through the mem_read and mem_write transaction of the bus. The bus decodes
addresses and forwards transactions to corresponding memory slaves.
We successfully verified the following properties using induction:

e P7: All memory accesses are successful, i.e. mem_read and mem_write of the
bus always return true.

e P8: While encoding the 8 X 8 block, if 16 consecutive zeros are encountered, a
pair (15, 0) should be written to the output, instead of waiting for a non-zero
value. Therefore, the first parameter of the write method of the output module
should always be less than or equal to 15.

controller reader bus slave 1
5—@ S5—@ S5—@
5—@ 5—@

encoder slave 2

5—@ &5—@ 5—@

r)xencode()

() =process K5 = port @ = interface

q read()

r)xscan()

Fig. 11 A part of a JPEG encoder
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Table 4 Comparison on chain benchmark

m (#modules) SC-IND (s) ESST (s) HP w/o sched. (s) HP w. sched. (s)
5 0.04 0.04 1.40 1.80

9 0.07 0.09 2.08 7.28

13 0.10 0.16 11.71 118.78

17 0.15 0.50 166.73 2443.77

19 0.18 0.75 686.93 Not completed
21 0.22 0.34 3201.33 Not completed

e P9: The synchronization between the threads implies, that after the completion
of each scan transaction, the next scan should always follow after two other
transactions.

The properties are also listed in the bottom part of Fig. 10 in PSL syntax. The
results are given in Table 3. Again, the efficiency of the induction-based method
can be observed and the proofs are complete, i.e. the properties are proven for any
number of input blocks and arbitrary blocks’ contents. ESST failed to prove any of
the properties within the time limit.

6.2.3 Chain Benchmark

The last design considered in the chapter is the chain benchmark presented in [20].
This benchmark consists of a chain of m modules communicating through trans-
actions. Each module has a SC_THREAD, which waits for an internal event before
initiating a transaction with the next module. This transaction notifies the internal
event of the next module, so that this module can start a transaction with the after
next, and so on, until the last module completes its transaction. No “real” property
is checked in the benchmark, instead the whole model state space is explored. The
results are shown in Table 4. The first column gives the number of
modules/processes in the chain. The column “SC-IND” provides our results. The
results of ESST are presented in the next column, while the results from [20] using
the encoding without and with a non-preemptive scheduler, respectively’ can be
seen in the last two columns. The results show that our approach and ESST are
comparable on this benchmark. Both can handle a large number of processes and
scales much better than [20]. Also note that the encoding with a scheduler is closer
to our approach since both implement the same non-preemptive semantics.

STheir experiments were done on a 2 GHz AMD Opteron system with 4 GB RAM running Linux.
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6.3 Summary of Experimental Results

The experiments have shown that the proposed approach is very promising. For
buggy designs, SC-BMC has found counter-examples very quickly. Furthermore,
SC-IND was able to prove important TLM properties efficiently in most cases. Our
approach has also outperformed the recent and promising approach ESST for the
considered designs. However, we expect our approach and ESST to be comple-
mentary. For example, designs with excessive number of scheduling sequences are
potentially easier for ESST since it has incorporated POR techniques.

Although induction is complete, the induction depth k can be very large and thus
infeasible for more complex designs. In this case we need to apply invariants to the
first arbitrary state of the induction step. These invariants can be derived either
manually or automatically. But this is beyond the scope of this chapter and hence
left for future work.

7 Conclusions

We have presented an efficient property checking approach for SystemC TLM
designs which are used as initial models when developing new cyber components
of a CPS. The approach consists of three steps: the fully automated transformation
of SystemC to C, the generation and embedding of monitoring logic for a TLM
property, and the verification of the transformed C models. For the verification task,
a BMC formulation over the evaluation loop of the scheduler has been developed.
Furthermore, we improved the BMC-based technique with respect to efficiency and
completeness by performing induction at the level of C programs. The experiments
show that complete proofs of important TLM properties can be carried out effi-
ciently. The large state spaces of SystemC designs, which also consist of all pos-
sible inputs and interleavings, are fully explored by our approach.

For future work we would like to investigate light-weight static POR techniques,
the automatic derivation of invariants to reduce the induction depth and the use of
abstraction. In addition, we also want to extend our approach to handle more
TLM-2.0 constructs.
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1 Introduction

Cyber-physical systems received a lot of attention for applications in various fields
such as home automation, appliances, medical devices, consumer products etc. In
this study, we focus on the domain of production and manufacturing: How could
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the future cyber-physical production system be evaluated and assessed and what
distinguishes it from conventional production systems? To answer these questions,
assessment aspects of conventional automation systems have to be summed up and
placed in relation to the new ways and the impact of future systems technologies
entailing “cyber abilities”. This work is by nature theoretic and brings together
literature reviews, interviews with experts, brainstorming ideas, analysis, and sce-
nario analysis techniques.

The approach chosen is based on literature review and brainstorming analysis
which were conducted to condense the driving forces and thereby enabling the
definition of an evaluation model.

Cyber-physical systems (CPS) are defined as “integrations of computation with
physical processes” [30]. The combination of physical processes with intelligent
computer systems leads to new applications in various domains. In this paper,
cyber-physical systems are considered in the context of production technologies,
which leads to the term cyber-physical production systems. In the past few years, a
lot of research has been conducted on technologies aiming for value-adds. There are
multiple trends in information technology that will affect all areas of manufacturing.
However, since these technologies are yet to be used by the industry on a large
scale, it is difficult to estimate the impact of cyber-physical production systems. For
this reason, an evaluation model was developed to assess typical characteristics of
cyber-physical production systems. Based on a survey of literature on various
cyber-physical system technologies, methods and tools, value-adds and their
driving patterns have been identified. In this paper, the research approach to the
evaluation model is described as well as the definition of the evaluation model
itself.

1.1 Motivation

In the past, press articles on “Smart factories”, “Industrial Internet”, or “digital-
ization of production” have stimulated the imagination towards the impact of dis-
ruptive innovation in production. At present, there are a number of open questions
about the impact cyber-physical production systems might have. What are the areas
of application which are affected by cyber-physical production systems? Potentially
a lot of industrial application fields will be affected by the change coming with these
new technologies. However, what are these technologies about and what impact
will these have on manufacturers and supply chains?

The following list gives a first impression of the future “could be” situation in
some of the application fields of cyber-physical production systems:

e The automation equipment industry has reached a high level of maturity with
products such as programmable logic controllers, motion controllers, field bus
systems, drive technologies etc. However, a lot of manpower is consumed
during engineering and set-up. Upcoming technologies like Plug and Play or
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Self-X are very much needed to improve the industrial application. This raises
many questions: What will new automation products look like? Will networks
of microcontrollers act as decentralized control structures in the future? Would a
wireless fieldbus add value? Will the Internet of Things (IoT) be the
game-changer in the manufacturing industry?

e Manufacturing machinery entails a huge variety of application segments and
manufacturing concepts. Improving system usability, programming, and simu-
lation have been investigated for a long time. Likewise, research to enable and
improve flexibility and changeability has been ongoing for decades, with
questions such as: How can production lines become more dynamic, highly
flexible and more efficient at the same time? Are there any generic approaches
for production management across different industry domains? Are there any
new approaches towards diagnosis and maintenance?

e Logistic is affected and could benefit strongly from new concepts. How would
new products for storage or goods marking and tracking trigger a change? Will
autonomous vehicles and service robots start a revolution in intra-logistics?

e The fields of IT and software for ERP, MES as well as PLM are growing. How
could isolated management systems in production be merged? Is the vision of a
“single source of truth” affordable? Could future IT systems support
decision-making in practice? How are the enormous expenditures for IT
justified?

All these upcoming technology trends basically affect the whole value-adding
network of industrial production.

Are cyber-physical production systems a game changer?

The concepts of smart devices which combine software, electronics and hard-
ware have been identified as a major driving force to change industries [37]. These
technologies should be utilized for industrial production which requires to be more
efficient and agile to ensure economic prosperity in high wage countries.

At present, conventional information technology is used in manufacturing
automation. Research is targeting new methods and tools for a smart and intelligent
production of the future. It can be expected that “the Internet of Things”, “smart
connected products” and other cutting-edge technology ideas are going to advance
manufacturing automation and industrial production.

But, what exactly is the leverage of these new technologies? Will new technolo-
gies, such as networked production equipment gradually improve efficiency or will it
be the start of a revolution? Figure 1 explains the potential impact of information and
communication technology. The picture introduces so-called “cyber abilities” which
are synonym for new information technologies applied to industrial production.

As a consequence, the state-of-the-art in industrial production, utilizing con-
ventional IT (Sect. 1), is enhanced towards two potential future areas:

One is the potential to optimize the manufacturing, assembly or maintenance in a
conventional production approach (Sect. 2). This would mean that the organization
of production remains as per today but is gradually improved by IT. However, the
other area (Sect. 3) stands for a completely new way of work based on a disruptive
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Cyber Abilities
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Fig. 1 The impact of cyber technology: mass production versus individual production

innovation and game changing concept. This can be referred to as “Industrie 4.0”
(see: www.hightech-strategy.de). Cyber-physical production systems would act as a
game changer and trigger a revolution. Thereby the manufacturing industry is
hoping for an information technological breakthrough to boost industrial production
in western high wage countries.

Obviously the “cyber abilities” are seen as enablers for the shift in the field of
economic mass individualization for securing the innovation lead in manufacturing
in developed countries, in contrast to mass production at minimal cost. The scenario
envisions a highly flexible mass production, which can produce even lot size one of
product by means of automated manufacturing in a highly efficient way.

2 A First Analysis of Value-Adds

What value-adds could shape the future of manufacturing automation?

A “digital production of one-of-a-kind products” or mass production accom-
modating endless variants is the vision from the production perspective [23]. Fig-
ure 2 presents a word cloud of production value-adds and their driving cyber
technologies which is based on our research [22, 51] as well as the acatech report
“Recommendations for implementing the strategic initiative “Industrie 4.0 [24].

With regard to the enabling technologies, cyber-physical production systems seem
to be inspired by the idea of Internet of Things (IoT) in the sense of a dynamic
orchestration of intelligent units with a decentralized control [13]. This would cer-
tainly lead to changes, especially in topology and modularity of wireless networked
smart units. Simulation technology also enables the analysis of complex systems.

And, there is the aspect of knowledge processing and reasoning in the sense of
artificial intelligence which is gradually becoming a reality. Figure 2 shows future
characteristics and capabilities of cyber-physical production systems which con-
tribute to an improvement of various parameters and enable new business models.

The value-adds presented above are very generic and seem to reflect the various
research ambitions in manufacturing automation and IT of the past decades.
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Fig. 2 Typical generic value-add claim of cyber technologies and “Industrie 4.0

Once a more detailed text analysis is conducted, a set of beneficial trends can be
derived. This analysis has been undertaken to understand the value-adds of pro-
duction industries, listing the value claims, the potential benefits of the technologies
and the potential stakeholders. The sources of the analysis are based on a significant
study in which many leading experts from the industry participated. As a result the
tables below condense a solid list of value-adds as well as projections of beliefs and
desires about the future of automated manufacturing.

Table 1 was condensed based on [24]. As it can be observed, the benefit of
intelligent management of complexity of networked manufacturing is key and
prerequisite for future manufacturing. Production planning and scheduling, logistics
and maintenance aspects become more and more difficult to overlook by manu-
facturing managers or operators. This growing complexity in manufacturing in
strongly interdependent networks leads to the desire for intelligent support capa-
bilities [47].

Further, in cyber technology, it is assumed that the complexity of the tasks can
be reduced [48] by allocating the tasks to various manufacturing units. Having the
tasks distributed over decentralized manufacturing units promises optimal support
while allowing for a high degree of flexibility. In particular, the orchestration of
very dynamic manufacturing systems (e.g. production of individual products
including complex supply chains) is desired for manageability. The reduction of
complexity of tasks is one of the major steps towards the smart factory using cyber
technology. Therefore, the orchestration of networked manufacturing modules to
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Table 1 Overview on general value-adds of cyber technology and stakeholders

Value-add Stakeholder Benefit
Intelligent management of Production o Intelligent support capabilities
complexity of networked managers to overlook the production and
manufacturing logistics
Real-time availability of data along Production o Decision making and intelligent
with information processing managers and reasoning

operators e Provision of value-added

services in future

Orchestration of networked Production e Easy commissioning of
manufacturing modules to reduce operator automated manufacturing
task complexity systems

reduce task complexity is goal in the sense of easy commissioning of automated
manufacturing systems.

Real-time availability of data along with information processing to assist deci-
sion making in production management is certainly a very important value-add for
any decision maker. With higher levels of cyber technologies, more and more
structured data and knowledge is stored and can be processed and used. This
analysis of data allows intelligent reasoning and the provision of value-added
services in future.

Table 2 contains additional value-adds articulated in use cases analysis ([24]-
German Appendix). They depict value-adds which are to be seen as particularly
novel and can be described with respect to various stakeholders.

A large set of additional value-adds or variations of the value-adds above can be
found by searching the available literature. Some of these examples are for instance,
the optimization of value-adding network to lower costs and increased flexibility
(i.e. change of suppliers). Another interesting aspect is the reliability of the
supply-chain as well as multiple goal optimisation e.g. to reduce energy con-
sumption and CO, pollution. Furthermore there is the topic of end-to-end engi-
neering across the entire life-cycle which can be described in detail focusing on
values (i.e. automatic rescheduling after supply-chain disturbances) and beneficial
approaches for reliability.

3 State-of-the-Art

A large variety of different technologies are presently contributing to concepts of
cyber-physical production systems. But, which technologies are generic and
address multiple industry segments relevant to an evaluation model?

A lot of research has been undertaken with regard to the assessment of
automation technology of the passed decades. This chapter will give an overview of
this development and it will conclude with technological trends. The state-of-the-art
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Table 2 Particular value-adds of cyber technology and stakeholders

Value-add Stakeholder Benefit
Ad hoc rescheduling in the sense Production e Shorter planning and
of reconfiguration, flexibility and manager and configuration times
agility, i.e. Plug and Play of operators o Lower qualification level for
cyber-physical production systems engineers
o Efficient usage of available
manufacturing capacities
Consumer o Availability of highly
individualized products at low
cost
Capability of manufacturing Production o Competitive advantage in global
multiple product variants, i.e. manager and market
mangfacturing ope-off items with operators e Larger product portfolio with
lot size one. (This means very small investment
‘rzd:lvll‘:;éfifecc(‘)if dcl‘)’?‘r’n”;f)r Consumer e Availability of highly
q individualized products with
high quality, low cost and short
production times
Fast maintenance, diagnosis and Operator/service o Faster and easier maintenance
easy operation of manufacturing engineer o Less errors using the system
systems, e.g. by means of remote - -
. . . e Lower qualification level for
services for diagnosis and
- . users
operation of machines - -
Equipment e Better service through data
manufacturer availability by integrating data
from equal components
e Back propagation of experience
into new designs
Production o Higher availability of the
manager production
e More reliable supply chains
Consumer e Increased product quality

can be grouped into three clusters. The clusters are based on research conducted by
different groups addressing the topics from their individual perspectives.

Research on cyber-physical systems
Cyber physical systems were suggested by Edward Lee [28, 29] which prompted
impulses of new generation possible designs of automated systems to produce
individual products. This led to the present research which is focused on new
business models on the basis of CPS. Cyber-physical production systems are by
definition split into two levels: the physical and the cyber level. The physical indi-
cators describe the characteristics of physical objects, e.g. hardware of automation
systems which is, as mentioned, well covered by performance indicators. The
“cyber” aspect might have an impact and enhance the performance indicators.
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Fig. 3 Technological trends of today (see also [54])

Typical trend technologies which are often mentioned within relation to
cyber-physical production systems are depicted in Fig. 3.

The availability of data is a trend which is based on technological breakthrough
in processing large quantities of data. Cloud computing can improve the processing
of data and information. The aspect of optimization could for instance mean, that a
production system produces the products with a high energy consumption only
when the costs for energy are very low. The IT integration in the production creates
high costs. New technologies such as hybrid reality or advanced human machine
interfaces might improve. The increasing intelligence in components like sensors
supports operators in decision making or reduces the effort for people while
components decide autonomously. Cyber-physical production systems could ben-
efit from distributed intelligent components in regard to speed and reliability. The
complexity of systems is complicating their usage and new standards might help to
manage this situation. For instance, the Internet of Things could standardize
communication of cyber-physical production systems. These research trends lead to
huge numbers of publications.

With regard to this research some aspects of cyber-physical systems are of par-
ticular relevance: The quality of production can be measured efficiently by existing
performance indicators independent of cyber technologies as shop-floor perfor-
mance matters. However, there might be different performance indicators illustrating
the ability to decide correctly at an opportune time like the autonomy index [27].
Metrics on architecture of manufacturing systems based on the number of sensors
versus the ability of reconfiguration of automated systems are presented in [46].



Evaluation Model for Assessment of Cyber-Physical Production Systems 177

Research on changeable production systems

The first cluster represents all work which emphasize the direction of manufacturing
planning. In this context, the question of changeability and adaption of production
concepts play a key role. To avoid large investments in automated systems fol-
lowing a product changeover on the shop-floor, the manufacturing systems must be
adaptable.

Mecatronic modules are the basis of a methodology presented by [49] which can
be used for modelling and evaluation of concepts for manufacturing systems. This
methodology assists the engineers in reusing modules. This ultimately reduces
engineering effort. [30] use the simulation approach to evaluate the evolution of a
industrial plant. Different modification strategies on basis on typical evolution
categories were depicted and engineers can synchronize their information with
other disciplines.

Metrics like performance indicators are used very often in literature to measure
criteria e.g. the project success [4]. Cost, time and quality are basic indicators in
nearly every field. Performance indicators measure how well an organization is
achieving a particular objective, e.g. a production activity. In industrial manufac-
turing, performance indicators such as quality, availability, efficiency and numerous
other indicators are well established. A literature review about performance mea-
surement is given by [33].

There are a large number of standards and guidelines defining performance
indicators for production, for example the ISO 22400 standard. Performance
indicators measure how well an organization is achieving a particular objective, e.g.
a production activity.

Wiendahl et al. defined changeability as “characteristics to accomplish early and
foresighted adjustments of the factory’s structures and processes on all levels to
change impulses economically” [52]. These studies in the production management
domain have identified various meanings of changeability inside a factory. This
leads to various definitions such as agility, transformability, flexibility,
re-configurability which can be associated with different levels of change within
production.

Multiple concepts were developed in the last decades to increase the change-
ability mostly in the production level. The academic view on flexibility and
changeability of production systems was defined by [11]. They distinguish uni-
versality, scalability, modularity, mobility and compatibility as enablers for factory
changeability.

Product customisation, production with nearly lot size one as well as fast devel-
oping manufacturing and assembly technology will lead to a shorter lifecycle of
automated systems. Unless these are able to handle the production of new and pre-
viously unscheduled products and production processes [5, 31]. Subsequently [34]
has raised the question whether this can be evaluated and which methods are suitable.

Research on flexibility due to autonomy of automation equipment
Gronau et al. [14] identifies autonomous cooperation and control as key factor to
ensure changeability. Systems should be enabled to react to changes within
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boundary conditions and adjust themselves in an appropriate way. For this purpose,
important aspects are decision-making, autonomy, interaction and hierarchy.

Further, changeability is seen dependent on indicators such as scalability,
modularity, availability, independence, interoperability, self-organization, and
self-similarity [53]. Windt [53] highlights the limits of self-control in terms of
responsiveness or runtime decision-making in dynamic systems. A mul-
ti-component evaluation system was created to define the degree of self-control,
depending on complexity of the considered logistics system and the logistical
achievement. [41] investigates the potential of self-control as enablers for planning
and implementation of changeable production systems.

Weyrich et al. [50] discusses the demand for more flexibility and presents a
classification which can be used to assess the flexibility of existing machinery.

Ruiu et al. developed the Potsdam Change Capability Indication which is a
knowledge management tool based on use of creativity techniques. Change capa-
bilities are therefore seen as a strategic success factor. In order to break existing
thought schemata and conceive new ideas, strategy cards are designed to foster
creativity of a group to find a solution and empower e.g. a production system [39].
Zuehlke [55] reports that wireless communication systems reduces the cabling
effort and enable flexibility in the layout of plants.

4 Approach and Methodology

Would automation systems provide multiple systems characteristics or features to
enable the value-adds mentioned in the introduction?

Literature indicates various abilities providing the proposed value-adds. But, which
abilities are necessary to enable the value-adds? And, how are these abilities quantified?

Firstly, visionary and forward looking literature and conference contributions on
cyber-physical production systems have been extensively analysed, discussed and
brainstormed among the experts. As a result, technology trends in the sense of
enabling technologies were conceived. This results in a set of so-called “abilities”.
The “abilities” are headings for fundamental technologies which enable
cyber-physical production systems. Then each ability was categorized to enable a
measurement. The measurement will represent degree of realization of these abil-
ities in production systems.

These abilities are potentially shaping cyber-physical production systems and are
making them different from ordinary, conventional production systems once
available. Abilities are characteristics or features of a system which can be cate-
gorized and described in an abstract way. For the evaluation of production systems,
performance indicators are a well-established approach.

Therefore and secondly, international standards and literature on production
systems and manufacturing management have been reviewed and are full of per-
formance indicators and metrics out of which a subset has been identified. These
performance indicators and corresponding metrics have been summed up.



Evaluation Model for Assessment of Cyber-Physical Production Systems 179

Evaluation Model Explical Value
——for acyber Pattern / Value
physical system Add

. Performance
Abilities Indicators
Based on Based on

Enabling

Technologies Metrics

Fig. 4 Methodology of the evaluation model for cyber-physical systems

Thirdly, workshops with experts have been conducted in order to interconnect
the conceived potential benefits, performance indicators and metrics. In this creative
exercise the experts used brainstorming techniques and a scenario method to define
the evaluation model. Hypotheses on potential benefits and the technology drivers
were set-up. Experts validated them in discussions using practical examples. During
discussion a correlation between abilities and performance indicators for CPPS
became apparent. It was found necessary to grade the abilities and correlate them
with performance indicators and metrics in order to measure them.

In the final forth step, a set of value patterns for the system characteristics has
been defined which aim to sketch the relationship between the “abilities” based on
enabling technologies and the “performance indicators” and related metrics.

In order to evaluate the conceived evaluation model, all resulting abilities and
performance indicators were clustered using a design structure matrix (DSM) ap-
proach. Inconsistencies have been identified and as a result the identification of
typical patterns of cyber-physical systems have been derived. The value pattern
analysis based on the design structure metrics was useful to structure the argu-
mentation and identify inconsistencies in the model. These inconsistencies were
rectified by repeating some discussion of step three.

Figure 4 illustrates the chosen approach. The evaluation model of a
cyber-physical system is based on the concept of ability and performance indica-
tors. Abilities are abstractions of technology trends whereas performance indicators
are headings for metrics. Based on the evaluation model, value-adds or value patters
can be explained.

This methodology was inspired by an approach of foresight based on an
advanced scenario method. It is well known in macroeconomics analysis for trend
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analysis in economy and society [17]. This methodology combined literature sur-
veys group discussions of experts and provides a framework for analysis and
projection. The method was enhanced and adopted e.g. with the design structure
approach to be used in the study.

5 Abilities of Cyber-Physical Systems

What are the key enablers in the sense of driving technologies of cyber-physical
systems? The important question is which characteristics or features should
cyber-physical systems possess, and what technology trends are related to them?

The characterization of cyber-physical production systems leads to definition of
abilities which are enabling technologies. An automation system can be charac-
terized based on certain technology trends which form potential technical abilities.
Ability can be defined as “an acquired or natural capacity or talent that enables [...]
to perform a particular job or task successfully” [6]. This capacity enables a
technical system to perform particular tasks successfully.

But how are cyber abilities identified? Which research trends or technical
developments can be seen as enablers of an ability? Brainstorming among experts
was conducted looking at various trend technologies. These trends were accumu-
lated and structured, leading to ability descriptions. For instance cyber-physical
production systems abilities would be in the area of capturing and processing of
data and information or high quality analysis with artificial intelligence leading to
generalization and specialization.

Figure 5 provides an overview of derived abilities and their categorizations.
Details of each ability are described by a derivation diagram. The abilities were
further grouped and different areas can be distinguished:

e Abilities dedicated to capture and processing of data and information. This
relates to a set of abilities which are: data processing ability, networking ability,
and IT-Integration ability and perception ability.

e Abilities of high quality analysis with artificial intelligence involve the ability of
knowledge creation and reasoning as well as automatic scheduling.

e The specialization ability and generalization ability are relevant for evaluation.
Due to the development progress of artificial intelligence these two abilities
could not be realized optimally.

However, there are further aspects of cyber-physical production systems as these
abilities are not all encompassing. Aside from the mentioned abilities of a
cyber-physical production system, other aspects are also of interest. These are
distributed architecture, Internet of Things, cloud computing, virtual realization, 3D
modelling and physical simulation, seamless integration, new standards, laws and
guidelines.
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Fig. 5 Grouping of abilities and further aspects

5.1 Abilities of Capturing and Processing Data
and Information

The capturing and processing of data and information concludes the ability of a
system to handle the relationship between the system itself and its environment. The
categorization includes the ability to sense the environment, the ability to process
captured data, as well as the ability to network and integrate with other systems.
Tables 3, 4, 5 and 6 describe these abilities with possible categorizations,
descriptions and examples.

Table 3 Characterisation of data processing ability

Data processing ability

Description An automation system in the future may involve enormous quantities of data,
which are complex or change rapidly. The cyber-physical production system
should be able to access different databases an