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## Preface

The main theme of this research monograph is modeling and control of a special class of open quantum systems that shall be referred to as linear dynamical quantum systems. They are also referred to in the literature as linear quantum stochastic systems with the qualifier "stochastic" added because these systems are coupled to and driven by quantum stochastic processes (i.e., "quantum noise"). For brevity, we will often refer to them simply as linear quantum systems. Such systems are frequently encountered in fields such as linear quantum optics and opto-mechanics, to name a few, with applications in areas including continuous-variable quantum communication and quantum precision sensing. They are essentially a quantum analogue of the distinguished class of classical (non-quantum) linear systems that have played a foundational role in the development of modern and post-modern systems and control theory.

The reader may wonder, is there a place for a research monograph dedicated to this class of quantum systems? Certainly, this monograph would not be the first text to discuss linear dynamical quantum systems. Indeed, the now standard reference text "Quantum measurement and Control" by Wiseman and Milburn [1] already has sections devoted to linear dynamical quantum systems (see Sects. 5.6 and 6.6 therein). The present monograph complements existing textbooks that treat the subject of quantum feedback control, as the text of Wiseman and Milburn and the more recent "Quantum Measurement Theory and its Applications" by Jacobs [2], in terms of its emphasis and approach. It focuses on the class of linear quantum systems and provides an in-depth treatment of the system-theoretic foundations of such systems, and the control theoretic formulation of quantum versions of familiar problems from the classical (non-quantum) setting, including estimation and filtering, realization theory, and linear quadratic control. Some of these topics may be unfamiliar to researchers in quantum control coming from outside of the control theory discipline. It is our hope that the monograph can at least partly bridge this gap and serve as good introduction to these topics as a stepping stone towards understanding more general nonlinear quantum stochastic systems.

The monograph is aimed at graduate students and researchers with a background in control theory, physics, or mathematics who have an interest in the topic
of quantum feedback control theory, and linear quantum systems in particular. It assumes that the reader has working knowledge of quantum mechanics, at least at the undergraduate level, such as in D.J. Griffith's text "Introduction to Quantum Mechanics" (Pearson Education). It also assumes that the reader from a non-control theory background has working knowledge of modern control theory, in particular with the state-space representation of linear dynamical systems. Some exposure to continuous-time stochastic filtering and control theory would also be valuable.

With the 2012 Nobel Prize in physics being awarded to experimental physicists Serge Haroche and David Wineland for their groundbreaking contributions to experimental quantum control techniques, and continuously improving experimental capabilities in controlling quantum systems, it would not be an exaggeration to say that it is currently exciting times for quantum control. Linear quantum systems model a wide range of quantum systems that are taking part in the broader ongoing quantum revolution, which promises to significantly increase technological capabilities in sensing, communication, and computing. The quantum future looks bright, and it is our hope that this monograph can play a part in that future.

HN thanks Clare Donald for proofreading the language in some parts of the monograph, and Zhan Shi for her assistance in providing some figures for Sect. 6.2. HN and NY also thank Oliver Jackson from Springer, for inviting them to write this monograph and facilitating the writing process, and Karin de Bie, for technical assistance in preparing the monograph prior to her retirement.
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Naoki Yamamoto
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## Notation

| $l$ | $\sqrt{-1}$ |
| :---: | :---: |
| $\mathbb{R}$ | The set of real numbers |
| $\mathbb{R}_{+}$ | The set of nonnegative real numbers |
| $\mathbb{C}$ | The set of complex numbers |
| $\mathcal{H}$ | A Hilbert space |
| $L^{2}(\mathcal{I} ; \mathcal{H})$ | The set of $\mathcal{H}$-valued square integrable functions on a Lebesque measurable set $\mathcal{I}$ |
| $B(\mathcal{H})$ | The space of bounded linear operators mapping $\mathcal{H}$ to itself |
| $\operatorname{ker}(\mathrm{X})$ | The kernel or null space of an operator $X$ |
| range(X) | The range of an operator $X$ |
| $\left[\begin{array}{llll}a_{1} & a_{2} & \ldots & a_{n}\end{array}\right]$ | A row vector with elements $a_{1}, a_{2}, \ldots, a_{n}$ |
| $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ | A row vector with elements $a_{1}, a_{2}, \ldots, a_{n}$ |
| $(\cdot)^{*}$ | The conjugate of a complex number, and the adjoint of a Hilbert space operator or a matrix of Hilbert space operators |
| $(\cdot)^{\#}$ | For a matrix of complex number or Hilbert space operator $X$, denotes the elementwise conjugation operation $X^{\#}=\left[X_{i j}^{*}\right]$ |
| $(\cdot)^{\top}$ | For a matrix of complex number or Hilbert space operators $X$, denotes the transposition operation $X^{\top}=\left[X_{j i}\right]$ |
| $\Re\{\cdot\}$ | For a matrix of complex number or Hilbert space operators $X$, denotes the real part, $\Re\left\{X^{\#}\right\}=1 / 2\left(X+X^{\#}\right)$ |
| $\Im\{\cdot\}$ | For a matrix of complex number or Hilbert space operators $X$, denotes the imaginary part, $\Im\left\{X^{\#}\right\}=1 / 2\left(-l X+l X^{\#}\right)$ |
| $[A, B]$ | Commutator $A B-B A$ of two operators acting on the same Hilbert space |
| $\left[x, y^{*}\right]$ | Commutator matrix $x y^{*}-\left(x^{\#} y^{\top}\right)^{\top}$ between two column vector $x$ and $y$ of operators acting on the same Hilbert space. It becomes $\left[x, y^{\top}\right]=x y^{\top}-\left(x y^{\top}\right)^{\top}$ when $x$ and $y$ have self-adjoint entries |


| $\|\psi\rangle$ | A ket, a normalized vector on a Hilbert space |
| :---: | :---: |
| $\langle\psi\|$ | A bra, the conjugate transpose of a normalized vector $\|\psi\rangle$ on a finite dimensional Hilbert space or the continuous linear functional on the Hilbert space associated with $\|\psi\rangle$ |
| $\langle\psi\| \cdot\|\psi\rangle$ | Quantum expectation with respect to the pure state $\|\psi\rangle$ |
| $\langle\cdot\rangle$ | Quantum expectation |
| Tr | Trace of a trace-class operator. If $M=\left[M_{i j}\right]$ is matrix of (trace-class) operators, then $\operatorname{Tr}(M)$ can mean either $\operatorname{Tr}(M)=$ $\sum_{i=1}^{n} \operatorname{Tr}\left(M_{j j}\right)$ (only if $M$ is square) or $\operatorname{Tr}(M)=\left[\operatorname{Tr}\left(M_{i j}\right)\right]$, depending on the context |
| $\operatorname{Tr}_{\mathcal{H}}$ | Partial trace over $\mathcal{H}$ |
| $I_{n}$ | An $n \times n$ identity matrix, subscript $n$ can be dropped if dimension of matrix can be inferred from context |
| $0_{n}, 0_{m \times n}$ | An $n \times n$ and $m \times n$ zero matrix, respectively, subscript $n$ or $m \times n$ can be dropped if dimension of matrix can be inferred from context |
| $\operatorname{diag}\left(M_{1}, \ldots, M_{n}\right)$ | A block diagonal matrix with $M_{1}, \ldots, M_{n}$ on its diagonal blocks |
| $\operatorname{diag}_{n}(M)$ | $I_{n} \otimes M$ |
| $\mathbb{J}$ | The skew-symmetric matrix $\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$ |
| $\mathbb{J}_{n}$ | The skew-symmetric matrix $I_{n} \otimes \mathbb{J}_{n}$ |
| $\Gamma_{s}(\mathcal{H})$ | Boson/symmetric Fock space over $\mathcal{H}$ |
| $e(f)$ | Coherent/exponential vector in $\Gamma_{s}(\mathcal{H})$ |
| $W(f)$ | Weyl operator on a Boson Fock space |
| $q$ | Amplitude/position quadrature of a single mode resonator |
| $p$ | Phase/momentum quadrature of a single mode resonator |
| $\xi_{i}(t)$ | Quantum white noise for incoming field $i$ |
| $\eta_{i}(t)$ | Quantum white noise for outgoing field $i$ |
| $\mathcal{A}_{i}(t)$ | Input annihilation operator for field $i, \mathcal{A}_{i}(t)=\int_{0}^{t} \xi_{i}(s) d s$ |
| $\mathcal{Y}_{i}(t)$ | Output annihilation operator for field $i$ |
| $\xi(t)$ | $\xi(t)=\left(\xi_{1}(t), \xi_{2}(t), \ldots, \xi_{m}(t)\right)^{\top}, m$ denotes number of fields |
| $\eta(t)$ | $\eta(t)=\left(\eta_{1}(t), \eta_{2}(t), \ldots, \eta_{m}(t)\right)^{\top}, m$ denotes number of fields |
| $\mathcal{A}(t)$ | $\mathcal{A}(t)=\left(\mathcal{A}_{1}(t), \mathcal{A}_{2}(t), \ldots, \mathcal{A}_{m}(t)\right)^{\top}, m$ denotes number of fields |
| $\mathcal{Y}(t)$ | $\mathcal{Y}(t)=\left(\mathcal{Y}_{1}(t), \mathcal{Y}_{2}(t), \ldots, \mathcal{Y}_{m^{\prime}}(t)\right)^{\top}, m^{\prime}$ denotes number of output fields ( $m \leq m^{\prime}$ ) |
| $\Lambda_{i j}(t)$ | Gauge process from channel $j$ to channel $i$ |
| $\Lambda(t)$ | $\Lambda(t)=\left[\Lambda_{i j}(t)\right]_{i, j=1, \ldots, m}, m$ denotes number of fields |
| $\triangleleft$ | Series product of Markov input-output systems |
| 田 | Concatenation product of Markov input-output systems |

$\mathrm{vN}\{y(s), 0 \leq s \leq t\} \quad$ von Neumann algebra generated by the spectral projections of a self-adjoint process $\{y(s), 0<s<t\}$
$\mathscr{Y}_{t}$ von Neumann algebra generated by the spectral projections of a self-adjoint process $\{y(s), 0<s<t\}$

## Chapter 1 Introduction


#### Abstract

This chapter gives a brief overview of and introduction to quantum feedback control and linear quantum systems. It begins with a brief history of quantum feedback control, in particular the development of quantum analogues of ideas from stochastic control theory, and discusses the notion of closed and open quantum systems, the Markov property, and quantum Langevin equations. This chapter then proceeds with an introduction to linear quantum systems and several physical examples thereof, including optical cavities, non-degenerate and degenerate parametric amplifiers, and large atomic ensembles.


This monograph is concerned with the modeling and control of a special class of quantum systems that shall be referred to as linear dynamical quantum systems or simply linear quantum systems for short. It is also referred to in the literature as linear quantum stochastic systems, with the qualifier stochastic added to emphasize the role of quantum stochastic processes in the dynamics of these systems. This class [1-4] represents multiple distinct open quantum harmonic oscillators that are coupled linearly to one another and also to external fields such as Gaussian coherent laser beams and single/multiple photon fields. Indeed, many important devices can be modeled by a linear quantum system, ranging from optical cavities, mesoscopic mechanical resonators, optical and superconducting parametric amplifiers, to linear atomic quantum memories; see, e.g., [5, Chaps. 7 and 10] and [6-14]. In analogy with the distinguished classical linear state-space models from modern control theory, see, e.g., [15, 16], the dynamics of a linear quantum system in the Heisenberg picture of quantum mechanics can be completely described in terms of a quartet of matrices $A, B, C, D$. Note that throughout the monograph, we will use the qualifier "classical" to refer to objects that are not quantum mechanical (i.e., not subject to the laws of quantum mechanics). However, the matrices $A, B, C, D$ in a linear

[^0]quantum system cannot be arbitrary but must satisfy a set of constraints imposed by quantum mechanics for them to represent a physical system, a restriction not encountered in the classical setting. As first demonstrated in [2], for the case where $D$ is of the form $D=\left[\begin{array}{ll}I & 0\end{array}\right]$, with $I$ denoting an identity matrix, $A$ and $B$ must satisfy a certain nonlinear equality constraint, while $B$ and $C$ satisfy a linear equality constraint. These constraints on the $A, B, C, D$ matrices are referred to as physical realizability constraints [2]. In analogy with classical linear systems, linear quantum systems present themselves as rather nice and relatively tractable class of quantum systems with which to explore and potentially develop fundamental ideas and principles of quantum control, possibly emulating the fundamental role of classical linear systems in the early development of systems and control theory.

A growing number applications of linear quantum systems have been proposed or experimentally demonstrated in the literature. From a theoretical point of view, they have been studied as sensors for extremely weak signals [17, 18] such as gravitational-wave forces [19-23] and have been proposed as coherent feedback controllers [2, 24] (treated in Chap. 5 of this monograph) for cooling of opto-mechanical systems [7], for back-action evasion in linear quantum sensors [25, 26] and realizing quantum non-demolition measurements [25], and for creating decoherence-free subsystems [25, 27]. They have also been proposed as optical filters for modifying the wave packet shape of single- [28,29] and multi-photon [30] sources, and as a means for dissipatively generating Gaussian cluster states [31, 32], which are of interest for continuous-variable one-way quantum computers [33]. Applications of measurement-based feedback control strategies to linear quantum systems (see Chap. 5 of this monograph) have also been investigated for the purpose of cooling the motion of a particle [1,34] and enhancing entanglement between separated nodes in a linear network [35, 36]. More recently, linear quantum models have been shown to be highly relevant for analyzing linear quantum memories [9, 12-14, 37]. Quantum memory schemes using switched linear quantum systems have been proposed based on atomic ensembles [38] and by combining passive linear optics with coherent feedback [27]. Experimentally, linear quantum systems have been demonstrated for broadband disturbance attenuation in bulk quantum optics [39] as well as silicon photonics [40]. They have also been experimentally shown to be able to modify the characteristics of squeezed light produced by an optical parametric oscillator [41-45], and to reshape the dynamics of an electromechanical circuit [8]. In [8], it is highlighted that multiple-input multiple-output linear state-space-like modeling of linear quantum networks, which are extensively employed in modern control theory for classical linear systems, provides a powerful tool for analyzing these networks when they involve many components and inputs and outputs. Venturing beyond quantum information technologies, linear quantum systems are also of interest as a component for classical signal processing on quantum devices, for instance for processing light when photons, rather than electrons, are employed to transport information between cores on a chip and between chips [46]. Together with proposed nonlinear ultra-low power optical logic gates, such as developed in [47], they form the building blocks for envisaged ultra-efficient all-optical classical information processing circuits of the future.

The rest of this introductory chapter is organized as follows. Section 1.1 provides a brief historical overview of the development of quantum feedback control theory from the 1970s up to the present, while Sect. 1.2 gives an overview of classical linear systems and control theory and the prospects for a linear quantum systems and control theory. This is then followed by a discussion of closed linear quantum systems in Sect. 1.3 and open quantum systems, in particular the special class of Markov open quantum systems, in Sect. 1.4. Finally, Sect. 1.5 introduces linear dynamical quantum systems as a special type of Markov open quantum systems and illustrates some concrete physical examples of such systems along with the applications in which they are employed.

### 1.1 Quantum Feedback Control: A Brief History

We begin with a brief historical overview of the field of quantum feedback control, especially from the systems and control theory perspective. Of course, this will only be a part of the whole story, as relevant for the theme of this monograph, see [48] for an additional overview. We should also remark that in the 1980s seminal work by Tarn, Huang, and Clark on control of closed quantum systems, represented by a controlled (time-dependent) Schrödinger equation, appeared, see, e.g., [49, 50]. However, due to the closed nature of the system, the type of control for these systems is open-loop control rather than feedback control. That is, the control signal is predesigned and does not rely on extracting (classical) information from the system by observing it, or exchanging quantum information with another quantum system in a feedback interconnection. A comprehensive treatment of open-loop control of closed quantum systems can be found in D'Alessandro's text "Introduction to Quantum Control and Dynamics" [51]. However, the concern of this monograph is linear quantum systems and feedback control on such systems; therefore, open-loop control schemes are not discussed further in the monograph.

Returning to our brief historical overview, it would be fair to say that the late Viacheslav "Slava" Belavkin pioneered the development of quantum mechanical analogues of notions and tools from stochastic systems and control theory. We find his seminal works in this area going back to the 1970s. ${ }^{1}$ Belavkin was a student of the renowned Russian probabilist and stochastic control theorist Ruslan Stratonovich and the extension of ideas from classical stochastic systems and control theory (recall that classical refers to being non-quantum) to the so-called observable quantum systems (in the terminology of Belavkin) was a natural progression of the research themes being pursued in the Stratonovich school. One of the main questions that Belavkin aimed to address was how to describe the time evolution of the quantum state of an open system under continuous-time measurements/observations, starting with a study of quantum harmonic oscillators attached to a quantum transmission line. Belavkin's work in this direction is a seminal contribution toward a mathematical quantum

[^1]systems and control theory. Using conceptual tools from the theory of open quantum systems that were available at the time, such as the notion of a "quantum instrument" to describe quantum-state evolution [52], Belavkin succeeded in deriving what is now called the Belavkin quantum filtering equation or the stochastic master equation (SME) in the quantum optics community. This equation describes the evolution of a special class of open quantum systems (including a large class of quantum optical systems) under continuous observations. Here, quantum filtering, as in the classical setting of nonlinear filtering theory, is fundamentally connected to a quantum notion of conditional expectations. The derivation of the quantum filtering equation marks the first step toward establishing what is now referred to as measurement-based quantum feedback control, a problem which Belavkin also subsequently solved, see, e.g., [53-56], using techniques that can be viewed as essentially the quantum analogue of approaches for solving partially observable stochastic control problems, albeit in a more abstract form that relies heavily on concepts from mathematical physics and the theory of operator algebras.

Around the mid-1980s physical modeling of quantum systems interacting with propagating optical fields was undertaken by Gardiner and Collett. The starting point was to obtain an accurate dynamical model of several open optical devices, such as a cavity (resonator) containing a nonlinear crystal [57, 58] (to be elaborated further in Sects.1.5.1-1.5.3). In the case of the optical cavity, the system is open since the internal optical field inside the cavity couples to external incoming and outgoing optical fields. The major significance of their work is to derive a mathematical model for the cavity as a dynamical system having inputs and outputs. Input-output models have been central in systems and control theory, and this point in time marks the emergence of analogous quantum input-output models. Notably, it later turned out that this specific input-output modeling method for quantum optics is applicable to many physical devices interacting with external fields, such as an atomic ensemble and a nano-mechanical oscillator [5]. The key tool enabling such accurate modeling is quantum stochastic calculus. Though such a calculus was obtained independently by Gardiner and Collett in [58] through physical intuition and arguments, a more general and mathematically rigorous version of quantum stochastic calculus had in fact been established earlier by Hudson and Parthasarathy in their landmark paper [59]. However, although Hudson and Parthasarathy devised a more complete calculus, they did not formulate the important notion of input-output quantum systems with this calculus, as Gardiner and Collett had done in their work. The input-output formulation of Gardiner and Collett and its subsequent developments and related research are summarized in the now classic Gardiner and Zoller quantum optics text "Quantum Noise" [5]. This book comprehensively describes several quantum systems having inputs and outputs with dynamical equations, described using quantum stochastic differential equations (QSDEs) as a quantum analogue of ordinary stochastic differential equations. Thus, the notion of a "quantum input-output system" could be established, paving the way for a systems and control theory for quantum systems. Of course, this input-output formulation can be formulated in the rigorous framework of the Hudson-Parthasarathy quantum stochastic calculus, see, e.g., [60].

In the early 1990s, a version of Belavkin's filtering theory was independently rediscovered simultaneously by several researchers in quantum optics [61-63], being obtained from a completely different point of view, using a different approach, and derived for the purpose of stochastic simulation of open quantum systems rather than for estimation. In the quantum optics literature, the theory goes by the name of "quantum trajectory theory" and a comprehensive treatment of this theory can be found, e.g., in the text [63] of Carmichael, one of its originators. As mentioned above, Belavkin's filtering equation in the latter is referred to as the SME. Roughly speaking, the SME describes the dynamics of the quantum state of a system conditioned on measurement results, which are obtained by detecting the system's output field. In other words, it models the evolution of the system as it is continuously monitored in time. Since the measurement outcomes can be processed and fed back to influence the system, the introduction of the SME spurred the development of quantum feedback control for optical systems in the physics literature in the 1990s, in particular through the influential contributions of Wiseman and Milburn; see their text [48] for a discussion of various important developments in this direction. This body of work had quite a distinctive flavor from the work of Belavkin in that system analysis and derivation of feedback laws relied on rigorous and extensive use of physical principles rather than mathematical ones. At around this period, the discipline of quantum information science [64] was in its early days, and it would later be widely recognized that some form of quantum control would be indispensable for the realization of any practical quantum information processing systems [48, 65]. This is simply because such systems tend to be very fragile and can easily interact with their environment (acting as a disturbance to the system).

The advent of the Hudson-Parthasarathy quantum stochastic calculus opened a path toward a modern formulation of Belavkin's work in a more accessible form and in a much closer analogy to classical stochastic control theory, including through the contributions of Bouten and van Handel, see, e.g., [60, 66-68]. Beside their own important original contributions to the subject, they translated major ideas in Belavkin's more abstract work into a language that is familiar to control theorists, probabilists, and engineers with a working knowledge of stochastic control theory. This brings out much more explicitly the role of the quantum filtering equations as a quantum analogue of classical filtering equations. In the classical case, the filtering equations represent an algorithm for real-time mean-square optimal estimation of a system variable. More precisely, it is a real-time Bayesian update rule based on the measurement record. This clarity helps in formulating quantum feedback control problems fully within the framework of quantum probability theory (the non-commutative extension of classical probability theory), and one can pose many important questions, such as, how can we utilize estimates from a quantum filter to engineer a feedback controller? Is it possible to formulate and solve optimal feedback control problems? If the system contains some uncertainty, can we design a robust estimator/controller? Can we replace a classical feedback controller composed of an estimator and actuator by a fully quantum device?

Many of the questions mentioned above have been fully or partly resolved. More recent developments have witnessed the emergence of quantum versions of electrical network synthesis theory, measurement-based/coherent feedback LQG control,
$H^{\infty}$ control, robust estimation and control, stability analysis, system identification, to name a few. They are not mere analogues of classical theories, but have a role to play in applications to quantum mechanical systems, particularly in quantum information science, some of which will be highlighted in Chap. 6. Moreover, experimental demonstrations unimaginable a decade ago are within the scope of current technologies. The long-time dream of being able to control and manipulate quantum systems has now become a reality. Indeed, the Nobel Prize in Physics in 2012 was jointly awarded to experimental physicists Serge Haroche and David Wineland with the citation "for ground-breaking experimental methods that enable measuring and manipulation of individual quantum systems."

Due to its practical importance for quantum information processing, quantum feedback control theory has attracted extensive attention from various research disciplines. To bring together the interdisciplinary communities working in quantum control theory, and to accelerate the development of this emerging field, the workshop series "Principles and applications of control in quantum systems" (PRACQSYS) was established and held for the first time on the Caltech campus in 2004 [69]. Since the successful first meeting, the PRACQSYS series of workshops has been successively held almost every year in various locations in the USA, Europe, Australia, and Asia, playing the role of a venue to stimulate exchange of ideas among researchers working in the field.

To conclude, we emphasize that, from both theoretical and experimental viewpoints, the special class of linear quantum systems as the focus of this monograph can play a role in further accelerating developments in the field of quantum control theory for reasons that will be elaborated in Sect. 1.2.3 and illustrated in Chap. 6.

### 1.2 Classical Linear Systems and Control Theory

Here, we briefly describe some important results developed in systems and control theory for classical linear systems. Indeed, they remind us of the strength and merits of the theory, thereby serving as a motivation to study linear quantum systems encountered in the quantum regime.

### 1.2.1 Classical Linear Systems

There are several reasons why linear systems are of particular importance. The first is that many practical systems of interest have a dynamical time evolution that can be modeled quite faithfully by a linear dynamical system described by linear (deterministic or stochastic) differential equations. Sometimes the system contains a nonlinear term that can be well approximated by a local linear term via linearization.

Let us examine here a typical example of such classical linear systems: a classical mechanical oscillator. The basis of the physical modeling is, of course, the Newtonian
equation of motion, or more generally the Hamilton equation

$$
\begin{equation*}
\frac{d X}{d t}=\{H, X\}=\frac{\partial H}{\partial p} \frac{\partial X}{\partial q}-\frac{\partial X}{\partial p} \frac{\partial H}{\partial q} \tag{1.1}
\end{equation*}
$$

where $H$ is the Hamiltonian and $(q, p)$ is a pair of canonical variables having the meaning of position and momentum of a single mechanical degree of freedom. In particular, let us consider the following quadratic Hamiltonian:

$$
H=\frac{m \omega^{2}}{2} q^{2}+\frac{1}{2 m} p^{2}-q u .
$$

This governs the dynamics of an object in a harmonic potential with resonance frequency $\omega$. The second and third terms represent the kinetic energy, where $m$ is the mass of the object and $u(t)$ is a time-varying driving (control) force, i.e., an input to the system. Then, (1.1) immediately yields the following linear equation:

$$
\frac{d}{d t}\left[\begin{array}{l}
q  \tag{1.2}\\
p
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 / m \\
-m \omega^{2} & 0
\end{array}\right]\left[\begin{array}{l}
q \\
p
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u, \quad y=\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{l}
q \\
p
\end{array}\right] .
$$

Here, we have added an output equation $y(t)=q(t)$, under the assumption that $q(t)$ can be observed directly. Note that even in the case where the system contains some nonlinear effects, the model (1.2) could be still effective; for instance, the dynamical equation $\dot{q}=p / m+q^{3}$ can be well approximated using $\dot{q}=p / m$ if the position $q$ is confined in a small region satisfying $|q| \ll 1$.

Other than the above example, there are numerous physical systems that can be modeled using linear equations, such as the motion of an aircraft at equilibrium and an atomic force microscope; see [70]. They usually contain multiple variables, inputs, and outputs, which are sometimes of the order of hundreds, thousands, or more. Nonetheless, even large-scale multiple-input and multiple-output (MIMO) systems can often still be modeled by a linear equation, which can be of the following general form:

$$
\begin{equation*}
\dot{x}=A x+B_{1} u+B_{2} w_{1}, \quad y=C x+D_{1} u+D_{2} w_{2} . \tag{1.3}
\end{equation*}
$$

Here, $x \in \mathbb{R}^{n}$ denotes the vector of the system's state variables, $u$ is the vector of control input, and $y$ is the vector of observed output. Further, in the above equation, additional noise variables $w_{1}$ and $w_{2}$ are included to represent a more general open system under environmental effects ( $w_{1}$ and $w_{2}$ are external signals from the environment that disturb the system). Note however that, as we will see later, adding a noise term is essential in the quantum case if one wishes to do feedback control. ( $A, B_{1}, B_{2}, C, D_{1}, D_{2}$ ) are matrices representing the system dynamics. The strength of systems and control theory is that it can deal with a general model of the above form as long as matrices $A, B_{1}, B_{2}, C, D_{1}, D_{2}$ satisfy the conditions required by the particular technique being employed. Lastly, we remark that the above differential equation can be analytically solved as follows:

$$
x(t)=e^{A t} x(0)+e^{A t} \int_{0}^{t} e^{-A s}\left(B_{1} u(s)+B_{2} w_{1}(s)\right) d s
$$

This simple fact makes the analysis and controller design for linear systems more tractable and underlies some of the success of linear systems and control theory.

### 1.2.2 Linear Systems and Control Theory

Once a linear model of the system of interest is obtained, then linear systems and control theory provides the solution to several important problems. Let us return to the oscillator system (1.2). For this system, clearly we cannot directly control $q(t)$ with the input $u(t)$. But can we do that indirectly through $p(t)$ ? Also, we cannot directly observe $p(t)$. However, can we observe it indirectly through the output $y(t)=q(t)$ ? One may also think about the important problem of designing optimal control signals. For example, by appropriately designing the input signal $u(t)$ as a function of $y(t)$, we want to drive $q(0) \neq 0$ to $q(T)=0$ at a specific time $t=T$, under a certain optimality criterion; but how can we formulate this problem and solve it? Moreover, it is often the case that some parameters contained in the system are unknown; for instance, if the driving force $u(t)$ is not a controllable force but an unknown signal, then how can we use the output $y(t)$ to estimate $u(t)$ ? Linear systems and control theory provides rigorous and systematic methodologies to solve these problems, analytically or numerically. Note that, for a nonlinear system, the problems can become significantly more difficult and in general no analytical solutions are available. Below we briefly highlight some important results.
(i) Let us consider the controllability problem of determining which components of $x(t)$ can be directly/indirectly controlled by the input $u(t)$ and the observability problem of determining which components of $x(t)$ can be observed directly/indirectly from the output $y(t)$. These notions are completely characterized by the following controllability matrix $\mathcal{C}$ and the observability matrix $\mathcal{O}$ :

$$
\begin{aligned}
& \mathcal{C}=\left[B_{1}, A B_{1}, A^{2} B_{1}, \ldots, A^{n-1} B_{1}\right], \\
& \mathcal{O}=\left[C^{\top}, A^{\top} C^{\top},\left(A^{\top}\right)^{2} C^{\top}, \ldots,\left(A^{\top}\right)^{n-1} C^{\top}\right]^{\top} .
\end{aligned}
$$

First consider the controllability problem. Let us assume $\operatorname{rank}(\mathcal{C})=m<n$. Then, there exists a coordinate transformation $x \rightarrow x^{\prime}=\left[x_{1}^{\prime}, x_{2}^{\prime}\right]^{\top}$, where the dynamics part of (1.3) can be represented as

$$
\frac{d}{d t}\left[\begin{array}{l}
x_{1}^{\prime}  \tag{1.4}\\
x_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
A_{11}^{\prime} & A_{12}^{\prime} \\
O & A_{22}^{\prime}
\end{array}\right]\left[\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime}
\end{array}\right]+\left[\begin{array}{c}
B_{11}^{\prime} \\
O
\end{array}\right] u+\left[\begin{array}{l}
B_{21}^{\prime} \\
B_{22}^{\prime}
\end{array}\right] w_{1},
$$

where $x_{1}^{\prime}(t) \in \mathbb{R}^{m}$. Thus $x_{1}^{\prime}(t)$ constitutes a controllable subsystem with respect to (w.r.t.) $u(t)$, while $x_{2}^{\prime}(t)$ cannot be controlled by $u(t)$.

Next let us consider the observability problem and assume $\operatorname{rank}(\mathcal{O})=\ell<n$. Then, as in the above case, the system dynamics has the following representation in a certain coordinate:

$$
\begin{align*}
& \frac{d}{d t}\left[\begin{array}{l}
x_{1}^{\prime \prime} \\
x_{2}^{\prime \prime}
\end{array}\right]=\left[\begin{array}{cc}
A_{11}^{\prime \prime} & O \\
A_{21}^{\prime \prime} & A_{22}^{\prime \prime}
\end{array}\right]\left[\begin{array}{l}
x_{1}^{\prime \prime} \\
x_{2}^{\prime \prime}
\end{array}\right]+B_{1}^{\prime \prime} u+B_{2}^{\prime \prime} w_{1}, \\
& y=\left[\begin{array}{ll}
C_{1}^{\prime \prime}, & O
\end{array}\right]\left[\begin{array}{l}
x_{1}^{\prime \prime} \\
x_{2}^{\prime \prime}
\end{array}\right]+D_{1} u+D_{2} w_{2} . \tag{1.5}
\end{align*}
$$

This clearly shows that $x_{2}^{\prime \prime}(t)$ cannot be observed from the output $y(t)$, while $x_{1}^{\prime \prime}(t)$ can; hence $x_{1}^{\prime \prime}(t)$ constitutes an observable subsystem while $x_{2}^{\prime \prime}(t)$ is not.
(ii) A particularly important technique related to the observability property is that of filtering [71]; that is, we wish to estimate the system variable $x(t)$ only through the output $y(t)$, in the presence of the noisy environment. Let us denote such an estimator by $z(t)$, which should be a function of the set of outputs, $\mathscr{Y}_{t}=\{y(s) \mid 0 \leq s \leq t\}$. Then, if the noises $w_{1}$ and $w_{2}$ are independent Gaussian white noises, the most celebrated and powerful result of linear stochastic systems theory is that the optimal estimate

$$
\hat{x}(t)=\operatorname{argmin}_{z} \mathbf{E}\left[(x(t)-z(t))(x(t)-z(t))^{\top} \mid \mathcal{Y}_{t}\right]
$$

can be explicitly calculated by the following Kalman filter:

$$
\begin{align*}
& \frac{d}{d t} \hat{x}(t)=A \hat{x}(t)+B_{1} u(t)+V(t) C^{\top}[y(t)-C \hat{x}(t)]  \tag{1.6}\\
& \frac{d}{d t} V(t)=A V(t)+V(t) A^{\top}-V(t) C^{\top} C V(t)+B_{2} B_{2}^{\top} \tag{1.7}
\end{align*}
$$

where $V(t)$ represents the estimation error covariance matrix:

$$
\begin{equation*}
V(t):=\mathbf{E}\left[(x(t)-\hat{x}(t))(x(t)-\hat{x}(t))^{\top}\right] . \tag{1.8}
\end{equation*}
$$

In the above formula, $\mathbf{E}$ denotes the mean with respect to the Gaussian distribution. Also for simplicity, we have assumed $D_{1}=0$ and $D_{2}=I$, and the covariance matrix of $w_{1}$ and $w_{2}$ are both the identity matrices. Equation (1.7) is called a Riccati differential equation. The initial conditions $\hat{x}(0)$ and $V(0)$ are determined according to an "initial guess," which of course should be carefully considered.
(iii) In the linear case, several control problems can be well formulated and, further, some of them have analytical or partly analytical solutions. A particularly beautiful and useful theory is the theory of Linear Quadratic Gaussian (LQG) control [72, 73]. The problem is, for the linear system (1.3), to find a feedback control law $u(t)$ that is a function of $\mathscr{Y}_{t}$ and that minimizes the following quadratic-type cost function:

$$
\begin{equation*}
J[u(t)]=\mathbf{E}\left[\int_{0}^{T}\left(x(t)^{\top} P x(t)+u(t)^{\top} Q u(t)\right) d t+x(T)^{\top} R x(T)\right], \tag{1.9}
\end{equation*}
$$

Fig. 1.1 Diagram of classical LQG control

where $(P, Q, R)$ are the weighting matrices of the appropriate dimensions ( $Q$ is positive definite, and $(P, R)$ are positive semidefinite). Let us assume again that $w_{1}$ and $w_{2}$ are independent Gaussian white noises, and $D_{1}=0, D_{2}=I$. Then, the optimal feedback input minimizing $J[u(t)]$ is given by $u^{\mathrm{opt}}(t)=-Q^{-1} B_{1}^{\top} K(t) \hat{x}(t)$, where the time-varying matrix $K(t)$ satisfies

$$
\begin{equation*}
\dot{K}(t)+K(t) A+A^{\top} K(t)-K(t) B_{1} Q^{-1} B_{1}^{\top} K(t)+P=O, \tag{1.10}
\end{equation*}
$$

with terminal condition $K(T)=R$. A notable fact is that the optimal feedback control input $u^{\mathrm{opt}}(t)$ is a function of the optimal estimate $\hat{x}(t)$, the latter being generated recursively from the Kalman filter equations (1.6) and (1.7). This means that $u^{\mathrm{opt}}(t)$ is obtained by computing $K(t)$ and $\hat{x}(t)$ independently of each other. This fact is known as the separation principle; see Fig. 1.1.

### 1.2.3 Toward Systems and Control Theory for Linear Quantum Systems

In the previous sections, we have seen that, in the classical case, linear systems and control theory provides a number of powerful tools that can be applied in many practical situations. It is surprising that many quantum system models of interest, in particular arising in quantum optical and quantum opto-mechanical systems, can be described or well approximated by a linear dynamical equation, and, further, there exists a quantum version of Kalman filtering and LQG control. One of the main purposes of this monograph is, as mentioned at the beginning of this chapter, to detail this class of quantum systems, and describe the quantum linear systems and control theory. There is certainly a beautiful underlying theory that is still undergoing development and finding natural applications.

Classical linear systems have played a major role in the development of modern control theory, where many crucial systems and control concepts were first discovered for these classes of systems first before being extended to other classes of dynamical systems. Linear quantum systems could potentially also play a role as a class of quantum models with which to investigate and discover fundamental concepts for quantum systems and control theory. This will not only be of theoretical but also of practical interest. Various physical systems that can be modeled as linear quantum
systems, as alluded to above, are relevant for applications such as nano-mechanical cooling [7, 74], high-precision sensing [19-23], and quantum memories [9, 12-14, 37, 38].

### 1.3 Closed Linear Quantum Systems

We will now describe linear quantum systems, starting with a quantum version of the classical harmonic oscillator (1.2). The Hamiltonian has exactly the same form:

$$
\begin{equation*}
H=\frac{m \omega^{2}}{2} q^{2}+\frac{1}{2 m} p^{2}-q u \tag{1.11}
\end{equation*}
$$

But in quantum mechanics, the position $q$ and the momentum $p$ must be represented by self-adjoint operators satisfying the canonical commutation relation (CCR)

$$
\begin{equation*}
[q, p]=q p-p q=2 l \tag{1.12}
\end{equation*}
$$

For convenience, here we assume physical units in which the Planck constant is $\hbar=2$, a commonly used convention in quantum optics and continuous-variable quantum information that we shall adopt for the remainder of the monograph without further comment; see, e.g., [75, 76]. The dynamical equation of $(q, p)$ is described by the Heisenberg equation of motion rather than the Hamilton equation (1.1); i.e., given a Hamiltonian $H$, the dynamics of any quantum operator $X$ evolves in time according to the following differential equation:

$$
\begin{equation*}
\frac{d X}{d t}=\imath[H, X] . \tag{1.13}
\end{equation*}
$$

Hence, substituting the quadratic Hamiltonian (1.11) for (1.13), we find that $X=q$ and $X=p$ obey the following linear equation:

$$
\frac{d}{d t}\left[\begin{array}{l}
q  \tag{1.14}\\
p
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 / m \\
-m \omega^{2} & 0
\end{array}\right]\left[\begin{array}{l}
q \\
p
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u
$$

Surprisingly, this has completely the same form as the dynamical equation of the classical harmonic oscillator, (1.2). But recall that $q$ and $p$ are operator-valued variables, which always satisfy the CCR (1.12). Actually, when $u \equiv 0$ for simplicity, the above dynamical equation has a solution of the following form:

$$
q(t)=\cos (\omega t) q(0)-\sin (\omega t) p(0), \quad p(t)=\sin (\omega t) q(0)+\cos (\omega t) p(0)
$$

thus, $[q(t), p(t)]=[q(0), p(0)]=2 l$ holds for all $t$.

Another important fact is that, although $(q(t), p(t))$ evolve in time in a deterministic way, they are non-commutative random variables or observables, with their spectra (eigenvalues) corresponding to possible measurement outcomes (if they are measured). The mean values of these observables are hence well defined; let $\langle q(t)\rangle$ and $\langle p(t)\rangle$ be those mean values, then they satisfy

$$
\frac{d}{d t}\left[\begin{array}{c}
\langle q\rangle  \tag{1.15}\\
\langle p\rangle
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 / m \\
-m \omega^{2} & 0
\end{array}\right]\left[\begin{array}{c}
\langle q\rangle \\
\langle p\rangle
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u .
$$

As now the means $\langle q(t)\rangle$ and $\langle p(t)\rangle$ are scalar variables, this is a classical dynamical equation. This can be analyzed in the same way as with (1.2). For instance, it is possible to plot a trajectory of the dynamics (1.15) in the phase space of $(\langle q\rangle,\langle p\rangle)$.

We now highlight an important difference between the classical and quantum systems considered above. Unlike the classical case (1.2), there is no output equation accompanying the quantum dynamics (1.14). This is because the quantum harmonic oscillator is closed in that it is perfectly isolated from any external influence; that is, roughly speaking, it evolves "inside a shielded box." This means that neither the operator-valued dynamics (1.14) nor the mean dynamics (1.15) represent the real-time evolution of the system under a monitoring (observation) process. Hence, the input $u(t)$ appearing in the equations cannot depend on a quantity obtained from observation of the system (e.g., by performing continuous measurement), and feedback control is not possible. The input $u(t)$ can only be a signal that is designed independently of the real-time dynamics of the system, and the only type of control possible for a closed system is open-loop control. Therefore, if we want to manipulate the system via real-time feedback control, the system should be open, as described in the next section.

### 1.4 Open Quantum Systems, the Markov Approximation, and Quantum Langevin Equations

### 1.4.1 Open Quantum Systems

Real-world quantum systems are never completely decoupled from their environment. In reality, they will, to some degree, be interacting with their environment. Quantum systems interacting with an external environment are said to be open quantum systems. They are indispensable for modeling various important physical phenomena, for instance, to model the decay of the energy of an atom by spontaneous emission of photons (particles of light). The environment is often modeled to be another quantum system that can be viewed as a heat bath to which an open quantum system can dissipate energy or from which it can gain energy. To describe this interaction between an open quantum system and an external heat bat, often idealizations are introduced to derive approximate but tractable mathematical models. One such
idealization is the so-called Markov assumption: The coupling of the system and bath are essentially "memoryless" in the sense that future evolution of the dynamics of the system given its present state is independent of its past states and those of the bath. Open quantum systems with such a property are said to be Markov. Markov open quantum systems are important as they provide effective and accurate approximate models for various practically important open quantum systems that are encountered in fields such as quantum optics, opto-mechanics, and microwave superconducting circuits. As models, their power derives from their relatively tractability for analysis as their dynamics can be written in terms of first-order operator differential equations.

In this section, we give an illustration of the Markov approximation in a concrete physical setting. This is followed by an introduction to the evolution equation (in the Heisenberg picture) for a special class of Markov open quantum dynamics, known as the quantum Langevin equations.

### 1.4.2 Illustration of the Markov Approximation and Markov Open Quantum System Dynamics

Here, we shall derive the quantum Langevin equation, which describes the evolution of a large class of Markov open quantum system, for a single quantum harmonic oscillator with mode $c$ (satisfying the CCR $\left[c, c^{*}\right]=1$ ) coupled to a single external electromagnetic bath; for a more detailed discussion, see, e.g., [5, Chaps. 5 and 7]. The essential ideas are summarized as follows:
(i) First compute the Heisenberg equation of both the system and the bath.
(ii) Make a Markov approximation on the system and bath coupling, which leads to a dynamical equation for the system observables.

Let us begin with a description of the bath. It is composed of a continuum of modes with annihilation operator $b_{\omega}$, where $\omega$ denotes the frequency for that mode and which is also used to label it. As will be shown later, the continuum of frequencies will range from $-\infty$ and $\infty$. Technically, negative frequencies are unphysical, but in the model that we discuss here, typically arising in quantum optics and related fields, negative frequencies arise through the application of a rotating-wave approximation (RWA), which we assume has already been applied (we refer to [5] for the details). The fields at distinct frequencies do not couple with one another and commute with each other, satisfying the CCR

$$
\begin{equation*}
\left[b_{\omega}, b_{\omega^{\prime}}\right]=0, \quad\left[b_{\omega}, b_{\omega^{\prime}}^{*}\right]=\delta\left(\omega-\omega^{\prime}\right), \tag{1.16}
\end{equation*}
$$

where $\delta(\cdot)$ denotes the Dirac delta function. The Hamiltonian for the oscillator is $H_{\text {sys }}=\omega_{o} c^{*} c$, where $\omega_{o}$ is the oscillator's resonance frequency. The idealized bath Hamiltonian is given by

$$
H_{\mathrm{bath}}=\int_{-\infty}^{\infty} \omega b_{\omega}^{*} b_{\omega} d \omega
$$

indicating explicitly the modeling of the bath as a collection of independent infinitesimal harmonic oscillators oscillating at distinct frequencies in a continuum of values. Next, the system and the bath are assumed to be coupled through the following interaction Hamiltonian:

$$
H_{\mathrm{int}}=\imath \int_{-\infty}^{\infty} \kappa(\omega)\left[b_{\omega}^{*} c-c^{*} b_{\omega}\right] d \omega .
$$

Let us now write the Heisenberg equations of both the system and the bath. The bath equation is given by

$$
\frac{d b_{\omega}(t)}{d t}=\imath\left[H_{\mathrm{sys}}+H_{\mathrm{bath}}+H_{\mathrm{int}}, b_{\omega}(t)\right]=-\imath \omega b_{\omega}(t)+\kappa(\omega) c(t),
$$

where (1.16) was used and $b_{\omega}(t)$ and $c(t)$ are the Heisenberg picture evolution of $b_{\omega}$ and $c$, respectively. This immediately yields the solution

$$
\begin{equation*}
b_{\omega}(t)=e^{-\imath \omega t} b_{\omega}+e^{-\imath \omega t} \int_{0}^{t} e^{\imath \omega s} \kappa(\omega) c(s) d s . \tag{1.17}
\end{equation*}
$$

Likewise, an arbitrary system variable $X(t)$ obeys

$$
\begin{aligned}
\frac{d X(t)}{d t} & =\iota\left[H_{\mathrm{sys}}+H_{\mathrm{int}}, X(t)\right] \\
& =\iota\left[H_{\mathrm{sys}}, X(t)\right]+\int_{-\infty}^{\infty} \kappa(\omega)\left\{\left[c(t)^{*}, X(t)\right] b_{\omega}(t)-b_{\omega}(t)^{*}[c(t), X(t)]\right\} d \omega .
\end{aligned}
$$

Then substituting (1.17) into this equation, we obtain the dynamical equation of the system observables. But as readily seen, the dynamics is not Markov since the time evolution of $X(t)$ in the future $[t, \infty)$ depends on the past history in $[0, t]$. Nevertheless, in several typical situations such as the case where the bath is a coherent laser beam, we are allowed to make a valid approximation that converts the system to a Markov one. In our case, this means that $\kappa(\omega)$ can be approximated to be constant, say $\kappa(\omega)=\sqrt{\gamma / 2 \pi}$; i.e., the system-bath coupling does not depend on the frequency. Then, due to the identity $\int_{-\infty}^{\infty} e^{-l \omega t} d \omega=2 \pi \delta(t)$, the above system equation reduces to

$$
\begin{align*}
\frac{d X(t)}{d t} & =\iota\left[H_{\text {sys }}, X(t)\right]+\sqrt{\gamma}\left\{\left[c(t)^{*}, X(t)\right] b_{\text {in }}(t)-b_{\text {in }}(t)^{*}[c(t), X(t)]\right\} \\
& +\gamma\left(c(t)^{*} X(t) c(t)-\frac{1}{2} c(t)^{*} c(t) X(t)-\frac{1}{2} X(t) c(t)^{*} c(t)\right) \tag{1.18}
\end{align*}
$$

This is called a quantum Langevin equation, describing the (approximate) Markov time evolution of the system. Here, we have defined the input field:

$$
\begin{equation*}
b_{\mathrm{in}}(t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i \omega t} b_{\omega} d \omega \tag{1.19}
\end{equation*}
$$

That is, $b_{\text {in }}(t)$ is the Fourier transform of $b_{\omega}$. Note the following important commutation relations:

$$
\left[b_{\text {in }}(s), b_{\text {in }}(t)\right]=0, \quad\left[b_{\text {in }}(s), b_{\text {in }}(t)^{*}\right]=\delta(s-t) \quad \forall s, t \geq 0
$$

Thus, $b_{\text {in }}(t)$ can be regarded as the quantum analogue of classical white noise. Hence the input to the system (1.18) is precisely this operator-valued quantum white noise process. In particular, under the Markov approximation, the interaction Hamiltonian takes the form of a time-varying Hamiltonian, $H_{\text {int }}(t)=l \sqrt{\gamma}\left(b_{\text {in }}(t)^{*} c-c^{*} b_{\text {in }}(t)\right)$. Moreover, we can also immediately see that the optical field

$$
\begin{equation*}
b_{\text {out }}(t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} b_{\omega}(t) d \omega \tag{1.20}
\end{equation*}
$$

satisfies the following equation (interpreted as a boundary condition):

$$
\begin{equation*}
b_{\text {out }}(t)=\sqrt{\gamma} c(t)+b_{\text {in }}(t) \tag{1.21}
\end{equation*}
$$

This is the portion of the optical light field $b_{\text {in }}(t)$ immediately after its interaction with the system, which contains some information about the system as indicated by the first term on the right-hand side of (1.21). Also, as will be shown in the examples, the phase or intensity of $b_{\text {out }}(t)$ can be measured by using a photo detector. That is, $b_{\text {out }}(t)$ represents the output field of the system, and thus, (1.21) is called the output equation. For instance, if the input is a laser beam, then the output is the part of the beam that departs from the oscillator after the former's interaction with the latter.

We can write down a particular form of the Langevin equation when the system has $m$ input-output fields:

$$
\begin{align*}
& \frac{d X}{d t}= \iota\left[H_{\mathrm{sys}}, X\right]+\sum_{j=1}^{m}\left(L_{j}^{*} X L_{j}-\frac{1}{2} L_{j}^{*} L_{j} X-\frac{1}{2} X L_{j}^{*} L_{j}\right) \\
&+\sum_{j=1}^{m}\left\{\left[L_{j}^{*}, X\right] \xi_{j}-\xi_{j}^{*}\left[L_{j}, X\right]\right\}  \tag{1.22}\\
& \eta_{j}=L_{j}+\xi_{j}, \quad(j=1, \ldots, m) \tag{1.23}
\end{align*}
$$

where $\sqrt{\gamma} c, b_{\text {in }}$, and $b_{\text {out }}$ are now replaced by $L, \xi_{j}$, and $\eta_{j}$, respectively. The multipleinput white noise processes $\xi_{j}$ and multiple-output white noise processes $\eta_{j}$ satisfy $\left[\xi_{j}(s), \xi_{k}(t)^{*}\right]=\delta_{j k} \delta(t-s)$ and $\left[\xi_{j}(s), \xi_{k}(t)\right]=0$, and $\left[\eta_{j}(s), \eta_{k}(t)^{*}\right]=\delta_{j k} \delta(t-$ $s$ ) and $\left[\eta_{j}(s), \eta_{k}(t)\right]=0$, respectively. Also note that the interaction Hamiltonian between the system and the $j$ th bath is now given by

$$
\begin{equation*}
H_{\mathrm{int}}^{(j)}(t)=\imath\left(\xi_{j}(t)^{*} L-L^{*} \xi_{j}(t)\right) \tag{1.24}
\end{equation*}
$$

Note that the quantum Langevin equation above does not represent the most general Markov open quantum dynamics as it does not include the so-called gauge process which will be introduced and discussed in Chap. 2.

Finally, we remark that justifying the Markov approximation and Langevin equation for general open quantum systems and coupling operators $L$ is in general subtle. A different set of physical assumptions from the ones we have described above for the single model oscillator with $L=\sqrt{\gamma} c$, and a different approximating procedure, may be required to justify employing a Markov approximation. We refer the reader to $[77,78]$ and the references therein for the details.

### 1.5 Linear Dynamical Quantum Systems: Description and Physical Examples

Armed with the background materials from the preceding section, we are now in a position to introduce the class of linear dynamical quantum systems, with their precise description and detailed mathematical modeling being deferred until the next chapter. To make the exposition of this section more concrete, the introduction will be followed by a discussion of several examples of physical systems that can be modeled within this class: optical cavities, non-degenerate parametric amplifiers, degenerate parametric amplifiers, opto-mechanical systems, and large atomic ensembles.

Linear dynamical quantum systems arise in practice as idealized models of a collection of coupled distinct open quantum harmonic oscillators that are in a Markov interaction with their surrounding heat baths (acting as a quantum noise source) with the following properties:
(i) The system Hamiltonian is of a quadratic form, quadratic here being in the position and momentum operators of the oscillators, such as $H_{\mathrm{sys}}=\left(q^{2}+p^{2}\right) / 2$.
(ii) The system's canonical position and momentum operators are linearly coupled to one or more external (quantum) heat baths, e.g., via the coupling operator $L=(q+\imath p) / 2$.
This results in a linear quantum Langevin equation for the position and momentum operators of the oscillators driven by stochastic heat baths. For instance, consider the treatment in [34] of an atom trapped in an optical cavity. The atomic dipole is strongly coupled to light inside the cavity that results in random mechanical forces acting on the atom as it absorbs and emits light. When the parameter values are in the right regime, the details of the dynamics of the optical and atomic dipole become unimportant, and the optical field can be viewed as an environment for the atomic motion. The observables relating to the motion of the trapped atom, its position and momentum operators, can then be treated like those of an open quantum harmonic oscillator linearly coupled to a bosonic bath. Linear Markov open quantum models are particularly prominent in quantum optics. They are used to describe various
linear quantum optical devices and are also employed to describe counterparts of these optical devices in other physical platforms such as superconducting microwave circuits. In the following, we will present several concrete physical examples of linear quantum systems, taken from quantum optics, nano-mechanics, and atom optics; these are very active research fields playing important roles for both a purely academic purpose, for understanding and testing quantum mechanics, as well as for an applied purpose, the engineering of quantum information processing systems. In each example, we write down the system equations without detailed derivation, but connections to the general Langevin equation described in the previous section will be discussed so that the physical background of the dynamics can be reasonably conceived.

### 1.5.1 Optical Cavities

A simple open linear system is an empty optical cavity as illustrated in Fig. 1.2. The dynamical behavior of this optical device is represented by only one variable; that is, a standing optical wave with fixed resonance frequency $\omega_{o}$ is generated inside the cavity, and its quantized complex amplitude, i.e., the annihilation operator, $a_{\omega_{o}}(t)$ with "mode" $\omega_{o}$ is the variable characterizing the system dynamics. We call this single variable the cavity mode and in what follows will be denoted by $a(t)$ (in the Heisenberg picture). This mode satisfies the CCR $\left[a(t), a(t)^{*}\right]=1$ for all $t \geq 0$. The oscillation dynamics of this optical field is described by the system Hamiltonian $H_{\text {sys }}=\omega_{o} a^{*} a$, with $\omega_{o}$ as before. Now, the meaning of "open" is as follows. As shown in the figure, the cavity is composed of two partially reflecting mirrors and one perfectly reflecting mirror. Through the partially reflecting mirrors, the intracavity mode $a(t)$ interacts with two external fields. Let $\xi_{1}(t)$ and $\xi_{2}(t)$ be the continuousmode annihilation process of those input optical fields, which satisfy $\left[\xi_{i}(s), \xi_{j}(t)^{*}\right]=$ $\delta_{i j} \delta(s-t)$. As described later, in this setting, $\xi_{1}$ serves as a coherent laser field with amplitude $\left\langle\xi_{1}(t)\right\rangle=\beta(t)$, while $\xi_{2}$ is a vacuum field (i.e., a field containing no photons, just vacuum fluctuations). The interaction Hamiltonian of $a$ and $\xi_{j}$ at time $t$, which corresponds to (1.24), is now given by $H_{\mathrm{int}}^{(j)}=t \sqrt{\kappa_{j}}\left(a^{*} \xi_{j}-a \xi_{j}^{*}\right)$. Therefore, $L_{j}=\sqrt{\kappa_{j}} a$. Here, $\kappa_{j}$ represents the interaction strength of these two optical fields; more precisely, it is given by $\kappa_{j}=c T_{j} / \ell$ with $c$ the speed of light, $T_{j}$

Fig. 1.2 Mode-cleaning cavity

the dimensionless transmissivity of the $j$ th mirror, and $\ell$ the optical path length in the cavity (hence, $\kappa_{j}$ has dimension of [1/s]). In this setting, the quantum Langevin equation for $a$ is obtained from (1.22) as

$$
\frac{d a}{d t}=-\imath \omega_{o} a-\frac{\kappa_{1}+\kappa_{2}}{2} a-\sqrt{\kappa_{1}} \xi_{1}-\sqrt{\kappa_{2}} \xi_{2}
$$

It is often convenient to move to a "rotating frame" where the new variables describing the dynamics are taken to be $\tilde{a}(t)=e^{\imath \omega_{p} t} a(t)$ and $\tilde{\xi}_{j}(t)=e^{\imath \omega_{p} t} \xi_{j}(t)$, with $\omega_{p}$ the center frequency of the driving laser field. With this transformation, where we again denote the new rotating frame variables by $a(t)$ and $\xi_{j}(t)$ rather than $\tilde{a}(t)$ and $\tilde{\xi}_{j}(t)$, the above Langevin equation can be rewritten as

$$
\begin{equation*}
\frac{d a}{d t}=-l \Delta a-\frac{\kappa_{1}+\kappa_{2}}{2} a-\sqrt{\kappa_{1}} \xi_{1}-\sqrt{\kappa_{2}} \xi_{2} . \tag{1.25}
\end{equation*}
$$

The frequency difference $\Delta=\omega_{o}-\omega_{p}$ is called the detuning. For high-quality quantum optical experiments, $\Delta$ should be tuned to be zero.

The external field operators also change due to the interaction; as shown in (1.23), under the Markov approximation, the output fields are given by

$$
\begin{equation*}
\eta_{1}=\sqrt{\kappa_{1}} a+\xi_{1}, \quad \eta_{2}=\sqrt{\kappa_{2}} a+\xi_{2} \tag{1.26}
\end{equation*}
$$

As a consequence, it becomes apparent that the optical cavity can be modeled as a linear dynamical system with input $\xi_{j}$ and output $\eta_{j}$. Note that the above equations are more rigorously described by a quantum stochastic differential equation (QSDE), which in the Ito form is given by

$$
\begin{aligned}
& d a=-\left(l \Delta+\frac{\kappa_{1}+\kappa_{2}}{2}\right) a d t-\sqrt{\kappa_{1}} d \mathcal{A}_{1}-\sqrt{\kappa_{2}} d \mathcal{A}_{2} \\
& d \mathcal{Y}_{1}=\sqrt{\kappa_{1}} a d t+d \mathcal{A}_{1}, \quad d \mathcal{Y}_{2}=\sqrt{\kappa_{2}} a d t+d \mathcal{A}_{2}
\end{aligned}
$$

The QSDE will be discussed in more detail in the next chapter.
Typically, this system functions as an optical low-pass filter, see [79]. In reality, any single-mode coherent laser field is not an ideal monochromatic source that only contains a single center frequency, but it is composed of several (continuous) modes of frequency; in our case, the amplitude of the coherent input field $\xi_{1}$, i.e., $\left\langle\xi_{1}(t)\right\rangle=\beta(t)$, is not an ideal (sinusoidal) function with frequency $\omega_{p}$. Since this imperfection usually results in serious degradation of the laser's performance in quantum information processing, mode-cleaning of the field is important. The cavity system considered here can actually erase unwanted optical frequencies; that is, the noisy sideband of the function $\beta(t)$ is suppressed and a mode-cleaned output with amplitude $\left\langle\eta_{2}(t)\right\rangle$ appears. To see how this works, we first assume exact modematching, meaning $\Delta=\omega_{o}-\omega_{p}=0$. In practice, this condition can be achieved by measuring $\eta_{1}$ to detect the error signal, which is then fed back to a piezoactuator
mounted at one of the mirrors for locking the optical path length in the cavity; see Fig. 1.2. Then, the resulting system dynamics is given by

$$
\frac{d a}{d t}=-\kappa a-\sqrt{\kappa} \xi_{1}-\sqrt{\kappa} \xi_{2}, \quad \eta_{2}=\sqrt{\kappa} a+\xi_{2}
$$

where we set $\kappa=\kappa_{1}=\kappa_{2}$. Now, as in the classical case, for a linear quantum system we can formally define the transfer function to examine the input-output relationship. The transfer function from $\xi_{1}$ to $\eta_{2}$ is given by $\Xi_{1 \rightarrow 2}[s]=-\kappa /(s+\kappa)$, and its gain in the Fourier domain $s=\imath \omega$ (i.e., essentially, the power spectral density) is obtained as

$$
\left|\Xi_{1 \rightarrow 2}[\iota \omega]\right|^{2}=\frac{\kappa^{2}}{\omega^{2}+\kappa^{2}}
$$

Thus, input components with higher frequencies are attenuated in the output field (note that $\omega=0$ corresponds to the laser center frequency $\omega_{p}$ since we are working in the rotating frame). This specific type of cavity is known as a mode-cleaning cavity (MCC) and is often used in quantum optics experiments [6, 79].

### 1.5.2 Non-degenerate Optical Parametric Amplifiers

We would now like to describe a type of linear optical parametric amplifier, called a non-degenerate optical parametric amplifier (NOPA). This device is of significant importance in the area of continuous-variable quantum information where the NOPA is used to generate entangled beams of light. We here follow the standard treatment of the NOPA, see, e.g., [80]. As depicted in Fig. 1.3, one realization of a NOPA is as an optical device consisting of mirrors, forming an optical ring cavity, and a nonlinear $\chi^{(2)}$ optical crystal. The three mirrors $M_{2}, M_{3}$, and $M_{4}$ are fully reflecting while the mirror $M_{1}$ is partially transmissive. An external coherent light is used as a pump beam to supply quanta to the NOPA. Inside the nonlinear crystal, the pump beam interacts with vacuum fields in a so-called parametric down conversion process to generate two photons of the same frequency but of orthogonal polarization, known as signal and idler photons (in other implementations, the two photons generated can have the same polarization but different resonance frequencies). We will work in the scenario where the pump beam is strongly coherent and assumed to remain more or less undepleted during this interaction, so that it can be treated as a classical field. Through the mirror $M_{1}$, the orthogonally polarized photons circulating inside the cavity can escape to the outside. The escaping photons form a continuous-mode Gaussian beam with correlations in the polarization modes that can be regarded as Einstein-Podolsky-Rosen (EPR)-like entanglement [80].

The NOPA can be mathematically modeled as follows. We basically have two cavity modes $a_{1}$ and $a_{2}$ with the same resonance frequency $\omega_{\mathrm{c}}$ but are orthogonally polarized with respect to one another, so that they are distinguishable. They satisfy the


Fig. 1.3 A non-degenerate optical parametric amplifier composed of a bow-tie type optical cavity and a $\chi^{(2)}$ nonlinear crystal implementing the parametric amplifier. The mirror $M_{1}$ is partially transmissive, while the other mirrors are perfectly reflective for the input-output field. Now the input field is set to the vacuum. The internal optical loss is modeled by the fictitious vacuum input with mode $\xi_{\text {loss }}$. The crystal is pumped by a strong classical field, which is perfectly transmissive for the mirrors $M_{3}$ and $M_{4}$. Reprinted with permission from [44] © 2012 IEEE
$\operatorname{CCR}\left[a_{i}, a_{j}^{*}\right]=\delta_{i j}$ and $\left[a_{i}, a_{j}\right]=0$ and are coupled by an interaction Hamiltonian $H_{\mathrm{sys}}=\imath(\epsilon / 2)\left(e^{-l \omega_{\mathrm{p}} t} a_{1}^{*} a_{2}^{*}-e^{\imath \omega_{\mathrm{p}} t} a_{1} a_{2}\right)$, where $\epsilon$ is an effective amplitude, related to the amplitude of the pump beam and the $\chi^{(2)}$ coefficient of the nonlinear crystal, and $\omega_{p}$ is the frequency of the pump beam. A stand-alone NOPA has four inputs (continuous-mode or broadband) fields, all in the vacuum state [5]. In terms of the Langevin equation (1.22), the mode $a_{1}$ is coupled to the incoming fields $\xi_{1}$ and $\xi_{2}$ by the coupling operators $L_{1}=\sqrt{\gamma} a_{1}$ and $L_{2}=\sqrt{\gamma} a_{2}$, respectively, where $\gamma$ denotes the coupling strength. Furthermore, to model optical losses, the mode is also coupled to additional vacuum input fields $\xi_{\text {loss }, 1}$ and $\xi_{\text {loss }, 2}$ with coupling operators $L_{3}=\sqrt{\kappa} a_{1}$ and $L_{4}=\sqrt{\kappa} a_{2}$, where $\kappa$ denotes the loss rate. These fields carry photons away which then become completely lost. We consider the matched case where $\omega_{\mathrm{c}}=\omega_{\mathrm{p}} / 2$. From (1.22), the quantum Langevin equation of the NOPA modes $a_{1}$ and $a_{2}$ in the Heisenberg picture is given by

$$
\begin{align*}
\frac{d a_{1}}{d t} & =-\imath \omega_{\mathrm{c}} a_{1}-\frac{\gamma+\kappa}{2} a_{1}+\frac{\epsilon}{2} e^{-2 i \omega_{p} t} a_{2}^{*}-\sqrt{\gamma} \xi_{1}-\sqrt{\kappa} \xi_{\text {loss }, 1} \\
\frac{d a_{2}}{d t} & =-\imath \omega_{\mathrm{c}} a_{2}-\frac{\gamma+\kappa}{2} a_{2}+\frac{\epsilon}{2} a_{1}^{*}-\sqrt{\gamma} \xi_{2}-\sqrt{\kappa} \xi_{\text {loss }, 2} \tag{1.27}
\end{align*}
$$

Also from (1.23), we obtain the output equations:

$$
\begin{equation*}
\eta_{1}=\sqrt{\gamma} a_{1}+\xi_{1}, \quad \eta_{2}=\sqrt{\gamma} a_{2}+\xi_{2} . \tag{1.28}
\end{equation*}
$$

The equations above are time-dependent due to the dependence on the oscillating term $e^{i \omega_{\mathrm{p}} t}$. Typically, the equation is transformed to a time-independent one by moving to rotating frame at half the pump frequency $\omega_{\mathrm{p}} / 2$. In this rotating frame, one makes the substitutions $a_{j}(t) e^{-\imath \omega_{p} t / 2} \rightarrow a_{j}(t), \xi_{j}(t) e^{\imath \omega_{p} t / 2} \rightarrow \xi_{j}(t)$, and $\eta_{j}(t) e^{\imath \omega_{p} t / 2} \rightarrow \eta_{j}(t)$ for $j=1,2$ and all $t$. After the substitution is made, the equations become timeindependent,

$$
\begin{gather*}
\frac{d a_{1}}{d t}=-\frac{\gamma+\kappa}{2} a_{1}+\frac{\epsilon}{2} a_{2}^{*}-\sqrt{\gamma} \xi_{1}-\sqrt{\kappa} \xi_{\text {loss }, 1}, \\
\frac{d a_{2}}{d t}=-\frac{\gamma+\kappa}{2} a_{2}+\frac{\epsilon}{2} a_{1}^{*}-\sqrt{\gamma} \xi_{2}-\sqrt{\kappa} \xi_{\text {loss }, 2},  \tag{1.29}\\
\eta_{1}=\sqrt{\gamma} a_{1}+\xi_{1}, \quad \eta_{2}=\sqrt{\gamma} a_{2}+\xi_{2} . \tag{1.30}
\end{gather*}
$$

It must be kept in mind that all quantities are now rotating frame quantities although we have retained the same notation $a_{j}, \xi_{j}, \eta_{j}$ as in the original (non-rotating frame) equation. Hence, as with the MCC from the previous example, the NOPA can be modeled as a linear time-invariant dynamical quantum system. But an important difference from the case of the MCC is that the equations are now expressed in terms of both annihilation and creation operators, $a_{j}$ and $a_{j}^{*}$. To analyze the NOPA, it is convenient to transform it into quadrature form (to be discussed in more detail in Chap. 2) by defining the following vector of operators:

$$
\begin{aligned}
& z=\left(q_{1}, p_{1}, q_{2}, p_{2}\right)^{\top} \\
& \xi=\left(\xi_{1}^{q}, \xi_{1}^{p}, \xi_{2}^{q}, \xi_{2}^{p}, \xi_{\text {loss }, 1}^{q}, \xi_{\text {loss }, 1}^{p}, \xi_{\text {loss }, 2}^{q}, \xi_{\text {loss }, 2}^{p}\right)^{\top}, \\
& y=\left(\eta_{1}^{q}, \eta_{1}^{p}, \eta_{2}^{q}, \eta_{2}^{p}\right)^{\top}
\end{aligned}
$$

where $q_{j}=a_{j}+a_{j}^{*}$ and $p_{j}=\left(a_{j}-a_{j}^{*}\right) / \iota$. Likewise, for the noise operators we have defined $\xi_{j}^{q}=\xi_{j}+\xi_{j}^{*}$ and $\xi_{j}^{p}=\left(\xi_{j}-\xi_{j}^{*}\right) / \iota$, etc. The dynamics of the NOPA can then be expressed as

$$
\frac{d z}{d t}=A z+B \xi, \quad y=C z+D \xi
$$

where

$$
\begin{aligned}
& A=\left[\begin{array}{cccc}
-(\gamma+\kappa) / 2 & 0 & \epsilon / 2 & 0 \\
0 & -(\gamma+\kappa) / 2 & 0 & -\epsilon / 2 \\
\epsilon / 2 & 0 & -(\gamma+\kappa) / 2 & 0 \\
0 & -\epsilon / 2 & 0 & -(\gamma+\kappa) / 2
\end{array}\right] \text {, } \\
& B=-\left[\sqrt{\gamma} I_{4} \sqrt{\kappa} I_{4}\right] \text {, } \\
& C=\sqrt{\gamma} I_{4} \text {, } \\
& D=\left[\begin{array}{ll}
I_{4} & 0_{4}
\end{array}\right] \text {. }
\end{aligned}
$$

In the operation of a NOPA, we require that the matrix $A$ be Hurwitz (all its eigenvalues lie in the left half plane) so that the system is stable. Stable here is in the sense that the average number of photons contained in the modes $a_{1}$ and $a_{2}$ remains finite at all times, corresponding to the NOPA operating in what is known as the below threshold regime.

As alluded to earlier, the type of entanglement produced by a NOPA is a socalled EPR entanglement, which is characterized by two-mode squeezing between
the pair of output fields $\eta_{1}$ and $\eta_{2}$. A two-mode squeezed state between a pair of continuous-mode output fields such as $\eta_{1}$ and $\eta_{2}$ is characterized by correlation and anticorrelation between quadratures of the two fields. As we will see below, in the model of the NOPA above this is correlation between quadratures $\eta_{1}^{p}$ and $\eta_{1}^{p}$, and anticorrelation between $\eta_{1}^{q}$ and $\eta_{1}^{q}$. The amount of correlations, or two-mode squeezing, between the two beams can be quantified in the frequency domain via some squeezing spectral densities that will be introduced next.

Let $\quad \tilde{\eta}^{q}(t)=\eta_{1}^{q}(t)+\eta_{2}^{q}(t)$ and $\tilde{\eta}^{p}(t)=\eta_{1}^{p}(t)-\eta_{2}^{p}(t)$. Also, let $\tilde{\Xi}^{q}[\iota \omega]$, $\tilde{\Xi}^{p}[\iota \omega], Z[\iota \omega]$, and $\Xi[\iota \omega]$, respectively, be the Fourier transforms of $\tilde{\eta}^{q}(t), \tilde{\eta}^{p}(t)$, $z(t)$, and $\xi(t)$, defined via the transform relation $F[\imath \omega]=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} f(t) e^{-l \omega t} d t$, with $F$ the Fourier transform of $f$. Therefore,

$$
\begin{aligned}
& \tilde{\Xi}^{q}[\iota \omega]=C_{1} Z[\imath \omega]+D_{1} \Xi[\imath \omega], \\
& \tilde{\Xi}^{p}[\iota \omega]=C_{2} Z[\iota \omega]+D_{2} \Xi[\iota \omega],
\end{aligned}
$$

where $C_{1}=\left[\begin{array}{lll}1 & 0 & 1\end{array} 0\right] C, C_{2}=\left[\begin{array}{lll}0 & 1 & 0\end{array}-1\right] C, D_{1}=\left[\begin{array}{lll}1 & 0 & 1\end{array} 0\right] D$, and $\left.D_{2}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]-1\right] D$. The two-mode squeezing spectral densities $V_{+}$and $V_{-}$can be defined through the following identities:

$$
\begin{align*}
\left\langle\tilde{\Xi}^{q}[\iota \omega]^{*} \tilde{\Xi}^{q}\left[\iota \omega^{\prime}\right]\right\rangle & =V_{+}(\imath \omega) \delta\left(\omega-\omega^{\prime}\right), \\
\left\langle\tilde{\Xi}^{p}[\iota \omega]^{*} \tilde{\Xi}^{p}\left[\iota \omega^{\prime}\right]\right\rangle & =V_{-}(\imath \omega) \delta\left(\omega-\omega^{\prime}\right), \tag{1.31}
\end{align*}
$$

where $\langle\cdot\rangle$ denotes quantum expectation with respect to the initial state of the oscillator modes and the vacuum state of the incoming fields. The quantity $V_{+}$is called the two-mode amplitude squeezing spectrum and $V_{-}$the two-mode phase squeezing spectrum. The two outgoing fields $\eta_{1}$ and $\eta_{2}$ are entangled at frequency $\omega \mathrm{rad} / \mathrm{s}$ if, see, e.g., [81],

$$
\begin{equation*}
V=V_{+}(\imath \omega)+V_{-}(\imath \omega)<4 . \tag{1.32}
\end{equation*}
$$

A perfect maximally entangled continuous-mode EPR state would have $V_{+}(\imath \omega)=$ $V_{-}(\imath \omega)=V_{+}(\imath \omega)+V_{-}(\imath \omega)=0$ for all $\omega$. However, this ideal EPR state is not physically achievable as it would require an infinite amount of energy to produce and no losses can be permitted. Thus, in practical devices the goal is to make $V_{+}(\imath \omega)$ and $V_{-}(\imath \omega)$ small over a frequency range (bandwidth) such that one has $V_{+}(\imath \omega)+V_{-}(\imath \omega)<4$ in this frequency range. This yields EPR-like states of the outgoing fields that are practical approximations of the ideal continuous-mode EPR state. For the model considered here, the symmetry in the parameter values implies that $V_{+}(\imath \omega)=V_{-}(\imath \omega)$, so entanglement at frequency $\omega$ is verified by $V_{ \pm}(\imath \omega)<2$. Moreover, for low nonnegative values of $\omega$ (note that since we are working in a rotating frame, the actually frequency is around half the pump frequency, $\omega_{p} / 2$ ) we have that, to an excellent approximation, $V_{+}(\imath \omega) \approx V_{+}(0)$ and $V_{-}(\imath \omega) \approx V_{-}(0)$. Therefore, $V_{+}(0)=V_{-}(0)=V_{ \pm}(0)$ can be employed as a figure of merit for the degree of two-mode squeezing or entanglement between the output fields $\eta_{1}$ and $\eta_{2}$.

Define $H_{j}[\iota \omega]=C_{j}(\imath \omega I-A)^{-1} B+D_{j}(j=1,2)$, then it is straightforward to show that

$$
\begin{align*}
& V_{+}(\imath \omega)=\operatorname{Tr}\left(H_{1}[\iota \omega]^{*} H_{1}[\iota \omega]\right),  \tag{1.33}\\
& V_{-}(\imath \omega)=\operatorname{Tr}\left(H_{2}[\iota \omega]^{*} H_{2}[\iota \omega]\right) . \tag{1.34}
\end{align*}
$$

When $\kappa=0$, we have that [80]

$$
\begin{equation*}
V_{ \pm}(0)=\frac{2(1-k)^{2}}{(1+k)^{2}} \tag{1.35}
\end{equation*}
$$

with $k=\epsilon / \gamma$ taking a value $0 \leq k<1$ in the typical below threshold operation. ${ }^{2}$
Note that (1.32) is a sufficient condition for EPR entanglement, with the two fields squeezed in amplitude and phase quadratures. However, in general, they may instead be squeezed in other quadratures. Hence, we now give the following general notion of EPR entanglement. Let $\eta_{1}^{\psi_{1}}=e^{i \psi_{1}} \eta_{1}$ and $\eta_{2}^{\psi_{2}}=e^{i \psi_{2}} \eta_{2}$ with $\psi_{1}, \psi_{2} \in(-\pi, \pi]$. Denote the corresponding two-mode squeezing spectra between $\eta_{1}^{\psi_{1}}$ and $\eta_{2}^{\psi_{2}}$ as $V_{ \pm}^{\psi_{1}, \psi_{2}}\left(\imath \omega, \psi_{1}, \psi_{2}\right)$, following the definition of $V_{ \pm}$given above but making the substitutions $\eta_{j}^{\psi_{j}} \rightarrow \eta_{j}, j=1,2$.
Definition 1.1 The fields $\eta_{1}$ and $\eta_{2}$ are EPR entangled at the frequency $\omega \mathrm{rad} / \mathrm{s}$ if $\exists \psi_{1}, \psi_{2} \in(-\pi, \pi]$ such that

$$
\begin{equation*}
V_{+}^{\psi_{1}, \psi_{2}}\left(\imath \omega, \psi_{1}, \psi_{2}\right)+V_{-}^{\psi_{1}, \psi_{2}}\left(\imath \omega, \psi_{1}, \psi_{2}\right)<4 . \tag{1.36}
\end{equation*}
$$

EPR entanglement is said to vanish at $\omega$ if there are no values of $\psi_{1}$ and $\psi_{2}$ satisfying the above criterion. Unless otherwise specified, EPR entanglement will refer to the case with $\psi_{1}=\psi_{2}=0$.

### 1.5.3 Degenerate Parametric Amplifiers/Optical Parametric Oscillators

Mathematically, the degenerate parametric amplifier (DPA) or optical parametric oscillator (OPO) is just a special case of the non-degenerate one from the preceding section, in the sense that the two modes $a_{1}$ and $a_{2}$ become "degenerate" as depicted in Fig. 1.4; see [5, 57]. In this case, the two modes are identical in all respects (frequency and polarization) and cannot be distinguished. As a result, again expressing all quantities in a rotating frame at half the pump frequency as in the NOPA, the system Hamiltonian inside the cavity becomes $H_{\text {sys }}=l \epsilon\left(a^{* 2}-a^{2}\right) / 2$, where $a$ is

[^2]Fig. 1.4 Optical parametric oscillator. Reprinted with permission from [44] © 2012 IEEE

the cavity mode. As in the NOPA case, $a$ couples with the external vacuum field $\xi$ through the partially reflected mirror $M_{1}$ with coupling constant $\gamma$; thus, $L=\sqrt{\gamma} a$. Consequently, the system's dynamical equation is given by

$$
\begin{equation*}
\frac{d a}{d t}=-\frac{\gamma+\kappa}{2} a+\frac{\epsilon}{2} a^{*}-\sqrt{\gamma} \xi-\sqrt{\kappa} \xi_{\text {loss }}, \quad \eta=\sqrt{\gamma} a+\xi, \tag{1.37}
\end{equation*}
$$

where again the fictitious vacuum field $\xi_{\text {loss }}$ is added to model the internal optical loss. The above equation contains both $a$ and $a^{*}$; hence, as before it is sometimes more convenient to work with the quadrature form equation in terms of the amplitude quadrature $q=a+a^{*}$ and phase quadrature $p=\left(a-a^{*}\right) / \iota$ :

$$
\begin{aligned}
& \frac{d}{d t}\left[\begin{array}{l}
q \\
p
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cc}
-\gamma+\epsilon & 0 \\
0 & -\gamma-\epsilon
\end{array}\right]\left[\begin{array}{l}
q \\
p
\end{array}\right]-\sqrt{\gamma}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
\xi^{q} \\
\xi^{p}
\end{array}\right], \\
& {\left[\begin{array}{l}
\eta^{q} \\
\eta^{p}
\end{array}\right]=\left[\begin{array}{cc}
\sqrt{\gamma} & 0 \\
0 & \sqrt{\gamma}
\end{array}\right]\left[\begin{array}{l}
q \\
p
\end{array}\right]+\left[\begin{array}{l}
\xi^{q} \\
\xi^{p}
\end{array}\right],}
\end{aligned}
$$

where $\xi_{\text {loss }}$ is omitted for simplicity. Like the NOPA, the DPA also plays a very important role in quantum optics and information [6, 82]; in the laboratory, this device is utilized as a generator of a squeezed Gaussian optical field.

Let us briefly describe how the DPA produces a squeezed Gaussian optical field; a precise treatment of Gaussian fields will be given in the next chapter. First, we mention that although the input is vacuum, the output is not a vacuum field (but does have zero amplitude). The non-trivial property of the output field can be easily seen by examining the transfer function matrix from the input $\left(\xi^{q}, \xi^{p}\right)$ to the output $\left(\eta^{q}, \eta^{p}\right)$ :

$$
\Xi[s]=\operatorname{diag}\left(\frac{s-(\gamma+\epsilon) / 2}{s+(\gamma-\epsilon) / 2}, \frac{s-(\gamma-\epsilon) / 2}{s+(\gamma+\epsilon) / 2}\right) .
$$

Now, the input is simply the vacuum field; hence, the power in each quadrature component is $\left.\left.\left.\langle | \xi^{q}[\iota \omega]\right|^{2}\right\rangle=\left.\langle | \xi^{p}[\iota \omega]\right|^{2}\right\rangle=1$; this is called the quantum noise limit (QNL), which corresponds to a scenario in which quantum fluctuations are equally distributed in the quadratures $q$ and $p$, while keeping the minimum uncertainty relation, $\left.\left.\left.\langle | \xi^{q}[\iota \omega]\right|^{2}\right\rangle\left.\langle | \xi^{p}[\iota \omega]\right|^{2}\right\rangle=1$. (Note that in the Fourier domain, the Heisenberg uncertainty relation is represented by $\left.\left.\left.\langle | \xi^{q}[\iota \omega]\right|^{2}\right\rangle\left.\langle | \xi^{p}[\iota \omega]\right|^{2}\right\rangle \geq 1$.) On the other hand, the power of the output fields can be calculated to be

Fig. 1.5 Phase-space picture for $\mathbf{a}$ a vacuum state and $\mathbf{b}$ a squeezed vacuum state


$$
\left.\left.\left.\langle | \eta^{q}[\iota \omega]\right|^{2}\right\rangle=\frac{\omega^{2}+(\gamma+\epsilon)^{2} / 4}{\omega^{2}+(\gamma-\epsilon)^{2} / 4},\left.\quad\langle | \eta^{p}[\iota \omega]\right|^{2}\right\rangle=\frac{\omega^{2}+(\gamma-\epsilon)^{2} / 4}{\omega^{2}+(\gamma+\epsilon)^{2} / 4}
$$

They satisfy the relation $\left.\left.\left.\langle | \eta^{q}[\iota \omega]\right|^{2}\right\rangle\left.\langle | \eta^{p}[\iota \omega]\right|^{2}\right\rangle=1$ for all $\omega$, so that the output field is also in a minimum uncertainty state. But importantly, the quadratures have different fluctuation variances; for instance when $\epsilon=\gamma / 2$, then at the center frequency $\omega=0$ they are given by $\left.\left.\langle | \eta^{q}\right|^{2}\right\rangle=9$ and $\left.\left.\langle | \eta^{p}\right|^{2}\right\rangle=1 / 9$. That is, the fluctuation of the $p$ quadrature is reduced below the QNL, while the $q$-quadrature fluctuates above the QNL. Hence, the output field is "squeezed" in that there are non-uniform fluctuations in $\eta^{q}$ and $\eta^{p}$, as depicted in Fig. 1.5b. Squeezed light fields are important in various situations in quantum mechanics and its applications; in particular, they are used for generating entangled light beams and for high-precision detection of a tiny force such as in gravitational-wave interferometers [19, 22].

### 1.5.4 Opto-mechanical Systems

Nano-mechanical devices are also promising platforms for testing quantum mechanics as well as carrying out quantum information processing. A typical one is an opto-mechanical oscillator as depicted in Fig. 1.6. This system is composed of a two-sided optical cavity wherein one of these mirrors is movable (not fixed); see [21, $23,83,84]$. Thus, the moving mirror can serve as a mechanical oscillator. Let $q_{1}$ and $p_{1}$ be the oscillator's (i.e., the moving mirror's) position and momentum operators satisfying the CCR $\left[q_{1}, p_{1}\right]=2 \imath$. Also define $q_{2}=a_{2}+a_{2}^{*}$ and $p_{2}=\left(a_{2}-a_{2}^{*}\right) / \iota$ with $a_{2}$ the annihilation operator of the cavity mode. The oscillator is in a harmonic potential with Hamiltonian $H_{\text {har }}=m \omega_{o}^{2} q_{1}^{2} / 2+p_{1}^{2} / 2 m$ where $m$ and $\omega_{o}$ represent the mass and the resonant frequency of the oscillator, respectively. The oscillator and the intracavity field interact with one another through a radiation pressure force,

Fig. 1.6 Opto-mechanical oscillator. Figure adapted from [25]

described by the Hamiltonian $H_{\mathrm{rp}}=\gamma^{\prime} q_{1} a_{2}^{*} a_{2}$. Roughly speaking, the oscillator is pushed by an optical force whose strength is proportional to the photon number inside the cavity. This Hamiltonian can be approximated, around the equilibrium point of the light intensity in the cavity by $H_{\mathrm{rp}}^{\prime}=\gamma^{\prime} q_{1}\left(\alpha^{*} a_{2}+\alpha a_{2}^{*}\right)$ where $\alpha \in \mathbb{C}$ denotes the mean amplitude of the cavity mode, i.e., $\alpha=\left\langle a_{2}\right\rangle$. This approximation is valid when $|\alpha|$ is much larger than the motion of $q_{1}$. Moreover, the cavity field couples to the incoming optical field $\xi(t)$ through the other partially reflective fixed mirror, via the singular interaction Hamiltonian $H_{\text {int }}=l \sqrt{\kappa}\left(a_{2}^{*} \xi-a_{2} \xi^{*}\right)$. The dynamical equation of the composite system is given by the quantum Langevin equation (1.22) with $H_{\text {sys }}=H_{\text {har }}+H_{\mathrm{rp}}^{\prime}$ and $L=\sqrt{\kappa} a_{2}$, leading to

$$
\begin{align*}
& \frac{d}{d t}\left[\begin{array}{l}
q_{1} \\
p_{1} \\
q_{2} \\
p_{2}
\end{array}\right]= {\left[\begin{array}{cc|cc}
0 & 1 / m & 0 & 0 \\
-m \omega^{2} & 0 & \gamma & 0 \\
\hline 0 & 0 & -\kappa / 2 & 0 \\
\gamma & 0 & 0 & -\kappa / 2
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
\frac{p_{1}}{q_{2}} \\
p_{2}
\end{array}\right] } \\
&-\sqrt{\kappa}\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
\xi^{q} \\
\xi^{p}
\end{array}\right]+\left[\begin{array}{l}
0 \\
\frac{1}{0} \\
0
\end{array}\right] f,  \tag{1.38}\\
& {\left[\begin{array}{l}
\eta^{q} \\
\eta^{p}
\end{array}\right]=\left[\begin{array}{cc}
\sqrt{\kappa} & 0 \\
0 & \sqrt{\kappa}
\end{array}\right]\left[\begin{array}{l}
q_{2} \\
p_{2}
\end{array}\right]+\left[\begin{array}{l}
\xi^{q} \\
\xi^{p}
\end{array}\right] } \tag{1.39}
\end{align*}
$$

where $\left(\xi^{q}, \xi^{p}\right)$ and $\left(\eta^{q}, \eta^{p}\right)$ are the quadratures of the input field mode $\xi$ and the output field mode $\eta$, respectively. Also, we have assumed $\alpha \in \mathbb{R}$ and set $\gamma=\gamma^{\prime} \alpha$. Note that, because of the uncertainty principle, both $\eta^{q}$ and $\eta^{p}$ cannot be measured simultaneously; quantum mechanics allows us to measure only one of them.

In the above system dynamics, we have added a classical force $f$ that acts only on the oscillator. Typically, $f$ is a very tiny unknown force such as a gravitational-wave force, and this opto-mechanical oscillator system can act as a sensor for estimating $f$. What should be emphasized here is the fact that systems and control theory offers a number of powerful tools for general dynamical estimation problems or, more broadly, quantum metrology. This fact is indeed applicable to the above sensing problem for $f$. In Sect. 6.3 we will see a feedback control method to construct an effective sensor.

Before closing this section, we want to demonstrate that a simplified model of Eqs. (1.38) and (1.39) can be obtained via a technique known in physics as adiabatic elimination and in mathematics and engineering as singular perturbation; this is indeed an important topic and will be encountered again in Chap.3. Here, we only provide a very rough heuristic treatment that is commonly employed in the physics literature. The idea is based on the fact that the cavity dynamics is much faster than that of the oscillator. Hence, one imagines that the cavity state goes immediately to equilibrium and can thus be eliminated from the dynamical equation. To proceed, we set $\dot{q}_{2}=\dot{p}_{2}=0$, which yields $q_{2}=-2 \xi^{q} / \sqrt{\kappa}$ and $p_{2}=2 \gamma q_{1} / \kappa-2 \xi^{p} / \sqrt{\kappa}$. Substituting them into (1.38), we end up with

$$
\frac{d}{d t}\left[\begin{array}{l}
q_{1}  \tag{1.40}\\
p_{1}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 / m \\
-m \omega^{2} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
p_{1}
\end{array}\right]-\sqrt{\lambda}\left[\begin{array}{l}
0 \\
1
\end{array}\right] \xi^{q}+\left[\begin{array}{l}
0 \\
1
\end{array}\right] f
$$

where $\lambda=4 \gamma^{2} / \kappa$. Also substitution into (1.39) yields

$$
\left[\begin{array}{l}
\eta^{q} \\
\eta^{p}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
\sqrt{\lambda} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1} \\
p_{1}
\end{array}\right]-\left[\begin{array}{c}
\xi^{q} \\
\xi^{p}
\end{array}\right] .
$$

Since $\eta^{q}$ clearly does not contain any information about the oscillator and, accordingly, the unknown force $f$, we should measure $\eta^{p}$. Hence, the output equation describing the informative measurement result is given by

$$
y=\left[\begin{array}{ll}
\sqrt{\lambda} & 0
\end{array}\right]\left[\begin{array}{l}
q_{1}  \tag{1.41}\\
p_{1}
\end{array}\right]-\xi^{p} .
$$

Equations (1.40) and (1.41) are quantum versions of the classical open harmonic oscillator (1.2). Note that (1.2) is valid even without disturbance noise. Also recall now that (1.14) has the same form, but it is a closed system having no associated real-time output signal. In the quantum case, the coupling of the cavity mode to the external optical field turns the system into an open one, in which information can be extracted from the system with the optical field serving as a quantum probe.

### 1.5.5 Large Atomic Ensemble

The last example is taken from the field of atom optics. Let us consider a large atomic ensemble trapped in a cavity that is coupled to an external optical field as illustrated in Fig. 1.7. In an ultimately cooled cavity, as a good approximation we can treat each atom as an ideal "qubit" composed of two energy levels: the ground and excited states; the observable representing the energy of the $k$ th atom is given by

$$
\sigma_{z}^{(k)}=\frac{1}{2}\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] .
$$



Fig. 1.7 Atomic ensemble trapped in a cavity. PBS indicates a polarized beam splitter, which is used for detecting the polarization of the output field. Figure adapted from [25]

Hence, measuring the energy gives the result $+1 / 2$ or $-1 / 2$, corresponding to "excited" and "ground" states, respectively. Besides $\sigma_{z}^{(k)}$ there are also two other especially important observables that do not commute with $\sigma_{z}^{(k)}$,

$$
\sigma_{x}^{(k)}=\frac{1}{2}\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \sigma_{y}^{(k)}=\frac{1}{2}\left[\begin{array}{cc}
0 & -l \\
l & 0
\end{array}\right] .
$$

Here, the observables of interest are those of a collection of the above two-state system, in particular the total energy of the atomic ensemble, which is mathematically represented by

$$
\begin{equation*}
J_{z}=\sum_{k=1}^{N} \sigma_{z}^{(k)}=\left(\sigma_{z}^{(1)} \otimes I \otimes \cdots I\right)+\cdots+\left(I \otimes I \otimes \cdots \sigma_{z}^{(N)}\right), \tag{1.42}
\end{equation*}
$$

where $I$ denotes the $2 \times 2$ identity matrix and $N$ is the number of atoms. Likewise, we define

$$
\begin{equation*}
J_{x}=\sum_{k=1}^{N} \sigma_{x}^{(k)}, \quad J_{y}=\sum_{k=1}^{N} \sigma_{y}^{(k)} . \tag{1.43}
\end{equation*}
$$

A notable fact is that they satisfy the spin CCR $\left[J_{i}, J_{j}\right]=\imath \epsilon_{i j k} J_{k}$, where $\epsilon_{i j k}$ denotes the Levi-Civita symbol.

The particular system configuration we are interested in here is one that facilitates quantum non-demolition (QND) measurement of $J_{z}$; see e.g., [85, 86]. This atomic ensemble couples with the optical field, having a polarization degree of freedom, via the Faraday interaction. Through this interaction, the polarization of the output field rotates depending on the energy level, but ideally the observable representing the energy level does not change; as a result, $J_{z}$ can be measured without being disturbed, and this is the essence of QND measurement of $J_{z}$. In terms of the Langevin equation (1.22), this interaction is described by the operator $L=\sqrt{M} J_{z}$, from which the dynamics of the system's observables $\left(J_{x}, J_{y}, J_{z}\right)$ is given by

$$
\frac{d}{d t}\left[\begin{array}{c}
J_{x}  \tag{1.44}\\
J_{y} \\
J_{z}
\end{array}\right]=\left[\begin{array}{ccc}
-M / 2 & 0 & -b \\
0 & -M / 2 & 0 \\
b & 0 & 0
\end{array}\right]\left[\begin{array}{c}
J_{x} \\
J_{y} \\
J_{z}
\end{array}\right]+\sqrt{M}\left[\begin{array}{c}
-J_{y} \\
J_{x} \\
0
\end{array}\right] \xi^{p},
$$

where $\xi^{p}$ is the phase quadrature of the input field's white noise process, and $M$ represents the coupling strength. Further, we assume here that the atomic ensemble is subjected to a magnetic field, which corresponds to a term of the form $H_{\text {sys }}=$ $b J_{y}$ in the system Hamiltonian, where $b$ denotes the magnetic field strength. The output equation is also obtained, which now has a non-trivial component only in the amplitude quadrature:

$$
\begin{equation*}
y=\eta^{q}=2 \sqrt{M} J_{z}+\xi^{q} \tag{1.45}
\end{equation*}
$$

In particular, when $b=0, J_{z}$ does not change while $J_{z}$ still appears in the output equation. This indicates that we can indeed extract some information about $J_{z}$ without disturbing it; such an observable is in general referred to as a QND observable.

A typical problem setting is that the magnetic field is very tiny and its strength $b$ is unknown; we are interested in estimating this tiny magnetic field [17]. This magnetometry problem is also an important parameter estimation problem, like the force estimation problem described in Sect. 1.5.4. To solve this problem, the system theoretic approach based on the linearized model is again very powerful. Now note that, when $M$ is small, the system variables obey a skew-Hermitian dynamics, implying that they preserve $J_{x}^{2}+J_{y}^{2}+J_{z}^{2}$. Hence, in the large ensemble limit $N \gg 1$ and over a short time period, their dynamics are constrained in the tangent space of the manifold of the dynamics. This is the situation where we are allowed to linearize the system dynamics. In particular, let us assume that the system is nearly along the x-axis; thus, we set $J_{x}$ to be a constant rather than a quantum observable. Then due to $J_{x}=J=N / 2$, the only dynamics that is important to us is $\dot{J}_{z}=b J$. In particular, if we know that $b$ is a classical random variable obeying a certain stochastic dynamics, the problem boils down to one that can be attacked with a system theoretic approach. Let us assume that $b$ obeys $\dot{b}=-\gamma b+\sqrt{\sigma} \xi^{b}$, where $\gamma$ is the dissipation rate and $\xi^{b}$ is a standard Gaussian white noise ( $\xi^{q}$ and $\xi^{b}$ are independent); then, as a result the system's dynamics is described by the following linear equation:

$$
\frac{d}{d t}\left[\begin{array}{c}
J_{z}  \tag{1.46}\\
b
\end{array}\right]=\left[\begin{array}{cc}
0 & J \\
0 & -\gamma
\end{array}\right]\left[\begin{array}{c}
J_{z} \\
b
\end{array}\right]+\left[\begin{array}{c}
0 \\
\sqrt{\sigma}
\end{array}\right] \xi^{b}, \quad y=2 \sqrt{M} J_{z}+\xi^{q}
$$

Thus, clearly we can gain access to the unknown value $b$ indirectly through the dynamics of $J_{z}$. A specific scheme for estimating $b$ was established in [17].

Finally, we remark that, although the above discussion has been focused on an atomic ensemble system in a dispersive regime, another important linear approximation arises in a dissipative regime, where the coupling operator is given by $L=\sqrt{M}\left(J_{y}+{ }^{\prime} J_{z}\right)$. In this case, $L$ is approximated by an annihilation operator $L=\sqrt{M} a$, which as a result yields a strictly stable linear system of the same form as the cavity dynamics discussed in Sects.1.5.1-1.5.3. (Note that the linear approximated system considered here, (1.46), is marginally stable.) A typical application of such a strictly stable linear system is for quantum memories; that is, we are interested in transferring a quantum state encoded in an input optical field to the atomic state; see $[9,12-14,37,38]$.
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# Chapter 2 <br> Mathematical Modeling of Linear Dynamical Quantum Systems 


#### Abstract

This chapter provides a review of the mathematical theory of linear quantum systems, which is based on the Hudson-Parthasarathy quantum stochastic calculus as a mathematical tool for describing Markov open quantum systems interacting with external propagating quantum fields. A precise definition of linear quantum systems is given as well as quantum stochastic differential equations representing their linear equation of motion in the Heisenberg picture. The important notion of physical realizability for linear quantum stochastic differential equations is introduced, and necessary and sufficient conditions for physical realizability reviewed. Complete parameterizations for linear quantum systems are given, and transfer functions defined. Also, the special class of completely passive linear quantum systems is introduced and the notion of stability for linear quantum systems is developed.


Our aim here is to give a brief exposition of the key ideas behind quantum stochastic calculus, as required for the purposes of this monograph. For a more detailed exposition, we refer the reader to two excellent and comprehensive texts on the subject, K.R. Parthasarathy's An Introduction to Quantum Stochastic Calculus [1] and P.-A. Meyer's Quantum Probability for Probabilists [2]. We also mention the remarkably well-written tutorial paper [3]. Once the basis for quantum stochastic calculus has been laid out, we proceed to use it to formulate linear dynamical quantum systems and their stochastic dynamics.

[^3]
### 2.1 Quantum Stochastic Calculus

### 2.1.1 The Boson Fock Space, Exponential Vectors, and Fundamental Processes on the Fock Space

The linear quantum systems that are the main subject of this monograph consist of linearly coupled quantum harmonic oscillators that are in turn coupled to one or more distinct freely propagating optical fields. The freely propagating fields are bosons and each field can contain an indefinite number of bosons. A bosonic field can be mathematically described by a special type of Hilbert space known as a (symmetric) Fock space. Let $\mathcal{H}$ denote a complex Hilbert space with complex inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ linear in the second slot and antilinear in the first, referred to as the one-particle Hilbert space. Then the symmetric Fock space over $\mathcal{H}$, denoted by $\Gamma_{s}(\mathcal{H})$, is defined as

$$
\Gamma_{s}(\mathcal{H})=\mathbb{C} \oplus \bigoplus_{j=1}^{\infty} \mathcal{H}^{\otimes_{s} j}
$$

where $\mathcal{H}^{\otimes_{s} j}=\underbrace{\mathcal{H} \otimes_{s} \mathcal{H} \otimes_{s} \cdots \otimes_{s} \mathcal{H}}_{j \text {-times }}$, and $\otimes_{s}$ denotes the symmetric tensor product.
For any $j$ elements $f_{1}, f_{2}, \ldots, f_{j} \in \mathcal{H}$, the symmetric tensor product of these elements is given by $f_{1} \otimes_{s} f_{2} \otimes_{s} \cdots \otimes_{s} f_{j}=\frac{1}{j!} \sum_{\pi \in \mathcal{P}_{j}} f_{\pi(1)} \otimes f_{\pi(2)} \otimes \cdots \otimes_{s} f_{\pi(j)}$, where $\otimes$ is the ordinary tensor product on Hilbert spaces, and $\mathcal{P}_{j}$ denotes the set of all permutation maps $\pi$ of $\{1,2, \ldots, j\}$ to itself (there are $j$ ! such maps). The Hilbert space $\mathcal{H}^{\otimes s j}$ is referred to as the $j$-particle subspace of $\Gamma_{s}(\mathcal{H})$. Thus, the symmetric Fock space is the infinite direct sum of finite particle Hilbert spaces $\mathcal{H}^{\otimes_{s j}}$ (including the 0-particle space corresponding to $\mathbb{C}$ ), representing the fact that a bosonic field can contain an indefinite number of bosons. The symmetric nature of the Fock space, captured by the symmetric tensor product space on each finite particle subspace, reflects the fact that bosons are a class of indistinguishable particles (the other being fermions) with a wavefunction which is symmetric with respect to an interchange of any pair of its arguments (fermions, on the other hand, have wavefunctions that are antisymmetric with respect to an interchange of any pair of its arguments). Every vector $\psi \in \Gamma_{s}(\mathcal{H})$ can be expressed as an infinite-dimensional vector

$$
\psi=\left(\psi_{0}, \psi_{1}, \psi_{2}, \ldots, \psi_{j}, \ldots\right)
$$

with $\psi_{0} \in \mathbb{C}$ and $\psi_{j} \in \mathcal{H}^{\otimes_{s} j}$ for $j \geq 1$. For any two elements $\psi, \phi \in \Gamma_{s}(\mathcal{H})$, we have the inner product

$$
\langle\psi, \phi\rangle=\psi_{0}^{*} \phi_{0}+\sum_{j=1}^{\infty}\left\langle\psi_{j}, \phi_{j}\right\rangle_{\otimes_{s} j}
$$

with $\langle\cdot, \cdot\rangle_{\otimes_{s} j}$ denoting the inner product on $\mathcal{H}^{\otimes_{s} j}$. This inner product is defined via the identity

$$
\left\langle u_{1} \otimes_{s} \cdots \otimes_{s} u_{n}, v_{1} \otimes_{s} \cdots \otimes_{s} v_{n}\right\rangle_{\otimes_{s} n}=\operatorname{Perm}\left(\left[\left\langle u_{i}, v_{j}\right\rangle_{\mathcal{H}}\right]_{i, j=1,2, \ldots, n}\right),
$$

where $\operatorname{Perm}(\cdot)$ denotes the permanent of a square matrix.
An important class of vectors in $\Gamma_{s}(\mathcal{H})$ is the class of exponential or coherent vectors $e(f)$ that is parametrized by $f \in \mathcal{H}$. It is defined as

$$
e(f)=\left(1, f, \frac{1}{2!} f^{\otimes_{s} 2}, \ldots, \frac{1}{k!} f^{\otimes_{s} k}, \ldots\right)
$$

(note that $f^{\otimes_{s} j}=f^{\otimes j}$ ) with inner product

$$
\langle e(g), e(f)\rangle=\exp \left(\langle g, f\rangle_{\mathcal{H}}\right)
$$

In particular, we have the norm

$$
\|e(f)\|=\sqrt{\exp \left(\|f\|_{\mathcal{H}}^{2}\right)},
$$

where $\|\cdot\|_{\mathcal{H}}$ is the norm on $\mathcal{H},\|f\|_{\mathcal{H}}=\sqrt{\langle f, f\rangle_{\mathcal{H}}}$.
Let $\mathcal{H}_{1}, \mathcal{H}_{2}, \ldots, \mathcal{H}_{r}$ be Hilbert spaces. The symmetric Fock space has the property that $\Gamma_{s}\left(\oplus_{j=1}^{r} \mathcal{H}_{j}\right) \cong \otimes_{j=1}^{r} \Gamma_{s}\left(\mathcal{H}_{j}\right)$ for any integer $r \geq 1$, where $\cong$ denotes that the two spaces are unitarily equivalent. Therefore, $\Gamma_{s}\left(\oplus_{j=1}^{r} \mathcal{H}_{j}\right)$ can be identified with $\otimes_{j=1}^{r} \Gamma_{s}\left(\mathcal{H}_{j}\right)$. This identification can be made via the correspondence $e\left(\left(f_{1}, f_{2}, \ldots, f_{r}\right)\right) \leftrightarrow e\left(f_{1}\right) \otimes e\left(f_{2}\right) \otimes \cdots \otimes e\left(f_{r}\right)$, for any $f_{j} \in \mathcal{H}_{j}$.

In this monograph, we will be working exclusively with a boson Fock space over $\mathcal{H}=L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)$, with $\mathbb{R}_{+}$denoting the set of nonnegative real numbers, which we denote throughout the rest of the monograph as $\mathcal{F}_{m}$, i.e., $\mathcal{F}_{m}=\Gamma_{s}\left(L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)\right)$. Let $\mathcal{F}_{m}(\mathcal{I})=\Gamma_{s}\left(L^{2}\left(\mathcal{I} ; \mathbb{C}^{m}\right)\right)$ for any (Lebesque) measurable set $\mathcal{I} \subset \mathbb{R}_{+}$. If $\mathcal{I}_{1}, \mathcal{I}_{2}, \ldots, \mathcal{I}_{r}$ are disjoint subsets of $\mathbb{R}_{+}$, then $\mathcal{F}_{m}\left(\mathcal{I}_{1} \cup \mathcal{I}_{2} \cup \cdots \cup \mathcal{I}_{r}\right)=\otimes_{j=1}^{r} \mathcal{F}_{m}\left(\mathcal{I}_{j}\right)$. In the following, we will frequently use the shorthand notation $t] \equiv[0, t], t) \equiv[0, t)$, $[t \equiv[t, \infty)$, and $(t \equiv(t, \infty)$.

### 2.1.2 Adapted Processes and Quantum Stochastic Integrals

Let $\mathcal{E}$ denote the complex linear space spanned by the exponential vectors on the Fock space $\mathcal{F}_{m}, \mathcal{E}=\operatorname{span}\left\{e(f) \mid f \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)\right\}$. For any $g \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)$ and bounded self-adjoint operator $\Pi: L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right) \rightarrow L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)$, define the operators $\mathcal{A}(f), \mathcal{A}^{*}(f)$, and $\Lambda(\Pi)$ with domain $\mathcal{E}$ via their action on the coherent vectors:

$$
\begin{aligned}
\mathcal{A}(g) e(f) & =\left(\int_{0}^{\infty} g(s)^{*} f(s) d s\right) e(f), \\
\mathcal{A}^{*}(g) e(f) & =\left.\frac{d}{d t} e(f+t g)\right|_{t=0} \\
\Lambda(\Pi) e(f) & =\mathcal{A}^{*}(\Pi f) e(f)
\end{aligned}
$$

In particular, we have the relation $\left\langle\mathcal{A}^{*}(f) e(h), e(g)\right\rangle=\langle e(h), \mathcal{A}(f) e(g)\rangle$ and the commutation relations

$$
\begin{aligned}
{[\mathcal{A}(f), \mathcal{A}(g)] } & =\left[\mathcal{A}^{*}(f), \mathcal{A}^{*}(g)\right]=0 \\
{\left[\mathcal{A}(f), \mathcal{A}^{*}(g)\right] } & =\int_{0}^{\infty} f(s)^{*} g(s) d s \\
{\left[\Lambda\left(\Pi_{1}\right), \Lambda\left(\Pi_{2}\right)\right] } & =\Lambda\left(\left[\Pi_{1}, \Pi_{2}\right]\right) \\
{[\mathcal{A}(f), \Lambda(\Pi)] } & =\mathcal{A}\left(\Pi^{*} f\right) \\
{\left[\mathcal{A}^{*}(f), \Lambda(\Pi)\right] } & =-\mathcal{A}^{*}(\Pi f)
\end{aligned}
$$

Also, $\mathcal{A}^{*}(f)$ is the adjoint of $\mathcal{A}(f)$ with domain $\operatorname{Dom}\left(A^{*}(f)\right) \supset \mathcal{E}$, and $\Lambda(\Pi)$ is self-adjoint on a domain $\operatorname{Dom}(\Lambda(\Pi)) \supset \mathcal{E}$.

Let $e_{i}$ be a standard basis vector in $\mathbb{C}^{m}$ (as a column vector) that is 0 everywhere except at the $i$-th element which is 1 , and let $1_{\mathcal{I}}$ be the indicator function on the set $\mathcal{I}$. Define the so-called fundamental processes $\mathcal{A}_{j}(t), \mathcal{A}_{j}^{*}(t)$, and $\Lambda_{j k}(t)$ acting on $\mathcal{E}$ as

$$
\begin{aligned}
\mathcal{A}_{j}(t) & =\mathcal{A}\left(e_{j} 1_{t]}\right), \\
\mathcal{A}_{j}^{*}(t) & =\mathcal{A}^{*}\left(e_{j} 1_{t]}\right) \\
\Lambda_{j k}(t) & =\Lambda\left(e_{j} e_{k}^{\top} 1_{t]}\right),
\end{aligned}
$$

with the indices $j$ and $k$ ranging from 1 until $m$. The subscript $j$ for $\mathcal{A}_{j}(t)$ and $\mathcal{A}_{j}^{*}(t)$ indicates that they are field annihilation and creation processes on the $j$-th bosonic field, respectively, while the subscript $j k$ on $\Lambda_{j k}(t)$ indicates that it is a photon exchange operator from the $k$-th boson field to the $j$-th field. We may then identify (and we shall do so for the rest of the monograph without further comment) $\mathcal{A}(t)$ and $\mathcal{A}^{*}(t)$ as vectors of operators on $\mathcal{F}_{m}$ :

$$
\begin{aligned}
\mathcal{A}(t) & =\left[\begin{array}{lll}
\mathcal{A}_{1}(t) & \mathcal{A}_{2}(t) & \ldots \mathcal{A}_{m}(t)
\end{array}\right]^{\top} \\
\mathcal{A}^{*}(t) & =\left[\begin{array}{lll}
\mathcal{A}_{1}^{*}(t) & \mathcal{A}_{2}^{*}(t) & \ldots \mathcal{A}_{m}^{*}(t)
\end{array}\right]^{\top},
\end{aligned}
$$

and identify $\Lambda(t)$ with the matrix of operators,

$$
\Lambda(t)=\left[\Lambda_{j k}(t)\right]_{j, k=1,2, \ldots, m}
$$

From the properties of the creation process, we will freely make the identification $\mathcal{A}_{j}^{*}(t)=\mathcal{A}_{j}(t)^{*}$, and $\mathcal{A}^{*}(t)=\mathcal{A}(t)^{*}$ on $\mathcal{E}$. We also note the fact that $\Lambda(t)=\Lambda(t)^{*}$ on $\mathcal{E}$.

The process $\Lambda(t)$ is known as the counting or gauge process. Let $\mathfrak{h}$ denote the underlying Hilbert space of a quantum system that is coupled to bosonic fields on the Fock space $\mathcal{F}_{m}$. A process $\{X(t), t \geq 0\}$ defined on $\mathfrak{h} \otimes \mathcal{F}_{m}$ is said to be adapted if $X(t)\left(\psi(t) \otimes e\left(f 1_{[t}\right)\right)=\phi(t) \otimes e\left(f 1_{[t}\right)$ for any $\left.f \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right), \psi(t) \in \mathfrak{h} \otimes \mathcal{F}_{m}(t]\right)$, and some $\left.\phi(t) \in \mathfrak{h} \otimes \mathcal{F}_{m}(t]\right)$. That is, an adapted process acts trivially (i.e., as the identity operator) on the future factor $\mathcal{F}_{m}\left([t)\right.$ of $\mathcal{F}_{m}$.

Observe that $(\mathcal{A}(t)-\mathcal{A}(s)) e(f)=e\left(f 1_{s]}\right) \otimes \mathcal{A}\left(1_{[s, t]}\right) e\left(f 1_{[s, t]}\right) \otimes e\left(f 1_{[t}\right)$, and similarly, $\left(\mathcal{A}^{*}(t)-\mathcal{A}^{*}(s)\right) e(f)=e\left(f 1_{s]}\right) \otimes \mathcal{A}^{*}\left(1_{[s, t]}\right) e\left(f 1_{[s, t]}\right) \otimes e\left(f 1_{[t}\right)$, and
$(\Lambda(t)-\Lambda(s)) e(f)=e\left(f 1_{s]}\right) \otimes \Lambda\left(1_{[s, t]}\right) e\left(f 1_{[s, t]}\right) \otimes e\left(f 1_{[t}\right)$. With these properties, one can define quantum stochastic integrals with respect to adapted processes:

$$
\begin{align*}
& \int_{0}^{t}\left(X_{1}(s) d \mathcal{A}(s)+X_{2}(s) d \mathcal{A}(s)+X_{3}(s) d \Lambda(s)\right) \\
& \quad=\int_{0}^{t}\left(X_{1}(s) \otimes d \mathcal{A}(s)+X_{2}(s) \otimes d \mathcal{A}(s)+X_{3}(s) \otimes d \Lambda(s)\right) \tag{2.1}
\end{align*}
$$

where $X_{1}, X_{2}, X_{3}$ are adapted processes, and the quantum stochastic integral is defined on $\mathfrak{h} \otimes \mathcal{F}_{m}$. The quantum stochastic integral then also defines an adapted process. These quantum stochastic integrals can be constructed in a fashion that is similar to the construction of classical Itō stochastic integrals; see [1, 2, 4] for details. Also, note the important property that any adapted process $X(t)$ commutes with $\mathcal{A}_{j}\left(1_{\left[\tau_{1}, \tau_{2}\right)}\right)$, $\mathcal{A}_{j}^{*}\left(1_{\left[\tau_{1}, \tau_{2}\right)}\right)$, and $\Lambda_{j k}\left(1_{\left[\tau_{1}, \tau_{2}\right)}\right)$ for any $j, k$ and any $t \leq \tau_{1}<\tau_{2} \leq \infty$.

From a physical point of view, the processes $\mathcal{A}_{j}(t), \mathcal{A}_{j}^{*}(t)$, and $\Lambda_{j k}(t)$ arise as integrated version of idealized quantum white noise processes $\xi_{j}(t), j=1,2, \ldots, m$, satisfying the singular commutation relations $\left[\xi_{j}(t), \xi_{k}(s)^{*}\right]=\delta_{j k} \delta(t-s)[5,6]$, introduced earlier in Chap. 1. That is, we may formally write $\mathcal{A}_{j}(t)=\int_{0}^{t} \xi_{j}(s) d s$, $\mathcal{A}_{j}^{*}(t)=\int_{0}^{t} \xi_{j}(s)^{*} d s$, and $\Lambda_{j k}(t)=\int_{0}^{t} \xi_{j}(s)^{*} \xi_{k}(s) d s$. Due to the singular nature of the quantum white noise processes, it is mathematically simpler to work with the more regular integrated processes $\mathcal{A}_{j}(t), \mathcal{A}_{j}^{*}(t)$, and $\Lambda_{j k}(t)$ as these can be rigorously and explicitly constructed as processes on the Fock space $\mathcal{F}_{m}$, as we have already briefly elaborated upon. However, from the perspective of describing the physics involved in the interaction between the system and the bosonic environment, the white noise picture is more meaningful, and we shall often employ this in the discussion that ensues. That is to say that the more fundamental processes from the underlying physics are the quantum white noise processes rather than the mathematically more convenient "derived" integrated processes. It should be noted that quantum white noise processes arise as a consequence of making a Markov assumption regarding the interaction between the system and the bosonic environment, and it is only within this approximation that the quantum white noise processes can be given a sensible physical interpretation. The modeling of a bosonic environment as a quantum white noise process without the Markov approximation can be problematic and gives rise to physical inconsistencies, see, e.g., [7] for a discussion.

### 2.1.3 The Quantum Itō Table in Vacuum and the Quantum Itō Rule

The fundamental processes $\mathcal{A}_{j}(t), \mathcal{A}_{j}^{*}(t)$, and $\Lambda_{j k}(t)$ are quantum stochastic processes on the Fock space $\mathcal{F}_{m}$. The processes $\mathcal{A}_{j}(t)+\mathcal{A}_{j}^{*}(t)$ and $-\iota \mathcal{A}_{j}(t)+\iota \mathcal{A}_{j}^{*}(t)$ are non-commuting processes that are each isomorphic to a classical standard Wiener processes, that is, each can be viewed as Fock space representations of the standard

Wiener process. On the other hand, $\Lambda_{j j}(t)$ is isomorphic to a classical Poisson process, that is, the latter is a realization of the former on the Fock space. As a quantum mechanical system, the bosonic fields have a quantum state that determines their statistics under measurement. We now assume that the bosonic fields are in the vacuum state $|\Omega\rangle=e(0)$. This is a state in which the fields do not contain any photons. In this state, we have that $\mathcal{A}(f) e(0)=0$ for all $f \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)$, and the forwardpointing differentials $d \mathcal{A}_{j}(t)=\mathcal{A}_{j}(t+d t)-\mathcal{A}_{j}(t), d \mathcal{A}_{j}^{*}(t)=\mathcal{A}_{j}^{*}(t+d t)-\mathcal{A}_{j}^{*}(t)$, and $d \Lambda_{j k}(t)$ satisfy the quantum Itō product rule, as a quantum adaptation of the classical Itō product rules: $d \mathcal{A}_{j}(t) d \mathcal{A}_{k}^{*}(t)=\delta_{j k} d t ; d \mathcal{A}_{j}^{*}(t) d \mathcal{A}_{k}(t)=d \mathcal{A}_{j}(t) d \mathcal{A}_{k}(t)=$ $d \mathcal{A}_{j}^{*}(t) d \mathcal{A}_{k}^{*}(t)=0$, and

$$
\begin{aligned}
d \Lambda_{j k}(t) d \Lambda_{j^{\prime} k^{\prime}}(t) & =\delta_{k j^{\prime}} d \Lambda_{j k^{\prime}}(t), d \mathcal{A}_{j}(t) d \Lambda_{k l}(t)=\delta_{j k} d \mathcal{A}_{l}(t), \\
d \Lambda_{j k} d \mathcal{A}_{l}^{*}(t) & =\delta_{k l} d \mathcal{A}_{j}^{*}(t)
\end{aligned}
$$

Let $X(t)$ and $Y(t)$ be two adapted processes on $\mathfrak{h} \otimes \mathcal{F}_{m}$ that can be expressed as quantum stochastic integrals with respect to the fundamental processes $\mathcal{A}_{j}(t), \mathcal{A}_{j}^{*}(t)$, and $\Lambda_{j k}(t)$, as in (2.1). The quantum Ito product rule holds for the forward-pointing differential of the product process $X(t) Y(t)$ :

$$
d(X(t) Y(t))=(d X(t)) Y(t)+X(t) d Y(t)+d X(t) d Y(t) .
$$

Note the third term that serves as a quantum analogue of the second-order correction term in the classical Ito stochastic calculus. Since $X$ and $Y$ are quantum stochastic integrals with respect to the fundamental processes, the correction term can be calculated using (2.1) together with the quantum Itō product rule for the fundamental processes given above.

### 2.1.4 The Hudson-Parthasarathy Quantum Stochastic Differential Equation

Using the quantum stochastic integrals and the quantum Itō rules, one can define adapted processes as solutions of quantum stochastic differential equations (QSDEs). A particularly important class of QSDEs that describe the physical scenario of Markov open quantum systems coupled to a bosonic environment is the HudsonParthasarathy QSDE of the form:

$$
\begin{align*}
d U(t)= & \left(\operatorname{Tr}\left((S-I)^{\top} d \Lambda(t)\right)+d \mathcal{A}(t)^{*} L-L^{*} S d \mathcal{A}(t)\right. \\
& \left.-\left(\iota H+1 / 2 L^{*} L\right) d t\right) U(t), \tag{2.2}
\end{align*}
$$

with initial condition $U(0)=I$. Here, $H$ is the Hamiltonian of the system and is a self-adjoint operator on the system Hilbert space $\mathfrak{h}, L=\left[\begin{array}{lll}L_{1} & L_{2} & \ldots\end{array} L_{m}\right]^{\top}$ is a vector of operators $L_{j}$ on $\mathfrak{h}$, and $S \in \mathbb{C}^{m \times m} \otimes \mathfrak{h}$ is a unitary operator (i.e., $S^{*} S=S S^{*}=I$ ), with entries $S_{j k}$ being operators on $\mathfrak{h}$, called a scattering matrix. They are the operatorvalued "coefficients" or parameters of the QSDE. The form of the equation is such that the solution $U(t)$ of the QSDE is a unitary adapted process. That is, $U(t)$ is an adapted process and is unitary for each $t: U(t)^{*} U(t)=U(t) U(t)^{*}=I .{ }^{1}$

Following [9], we denote a quantum system $G$, whose dynamics are governed by the unitary solution of a Hudson-Parthasarahy QSDE (2.2) with parameters $S, L$, and $H$, by the shorthand $G=(S, L, H)$.

We will now elaborate on properties of the Hudson-Parthasarathy QSDE that will be crucial for the (measurement-based) feedback control theory of open quantum systems. Let $\theta_{t}: L^{2}\left(\mathbb{R} ; \mathbb{C}^{m}\right) \rightarrow L^{2}\left(\mathbb{R} ; \mathbb{C}^{m}\right)$ denote the one-particle left shift operator, defined by $\theta_{t} f(\cdot)=f(\cdot+t) \forall t \in \mathbb{R}_{+}$. Let $\Theta_{t}$ be the so-called second quantization of the one-particle left shift operator, defined as an operator on $\mathcal{F}_{m-}=\Gamma_{s}\left(L^{2}\left(\mathbb{R} ; \mathbb{C}^{m}\right)\right)$ by its action on the exponential vectors as $\Theta_{t} e(f)=e\left(\theta_{t} f\right)$. It is straightforward to verify that $\Theta_{t}^{*} e(f)=e(f(\cdot-t))$ and $\Theta_{t}$ can be uniquely extended to a unitary operator on $\mathcal{F}_{m-}, \Theta_{t}^{*} \Theta_{t}=\Theta_{t} \Theta_{t}^{*}=I$. The solution $U(t)$ of a Hudson-Parthasarathy QSDE, with $U(t)$ extended from $\mathfrak{h} \otimes F_{m}$ to $\mathfrak{h} \otimes F_{m-}$ as $I \otimes U(t)$, has the property that it is a left cocycle with respect to $\Theta_{t}$, meaning that the following holds for all $0 \leq s \leq t$,

$$
U(t)=\Theta_{s}^{*} U(t-s) \Theta_{s} U(s)
$$

We note that $V(t, s)=\Theta_{s}^{*} U(t-s) \Theta_{s}$ acts non-trivially only on the portion $\mathfrak{h} \otimes$ $\mathcal{F}_{m}([s, t])$ of $\mathfrak{h} \otimes \mathcal{F}_{m}$. Note that $U(t)=V(t, 0)$ and the cocycle property can be equivalently expressed as $V(t, s)=V(t, \tau) V(\tau, s)$ for all $0 \leq s \leq \tau \leq t$. Indeed, we have that

$$
\begin{aligned}
V(t, \tau) V(\tau, s) & =\Theta_{\tau}^{*} U(t-\tau) \Theta_{\tau} \Theta_{s}^{*} U(\tau-s) \Theta_{s} \\
& =\Theta_{\tau}^{*} U(t-\tau) \Theta_{\tau-s} U(\tau-s) \Theta_{s} \\
& =\Theta_{s}^{*} \Theta_{\tau-s}^{*} U(t-\tau) \Theta_{\tau-s} U(\tau-s) \Theta_{s} \\
& =\Theta_{s}^{*} V(t-s, \tau-s) U(\tau-s) \Theta_{s} \\
& =\Theta_{s}^{*} U(t-s) \Theta_{s} \\
& =V(t, s),
\end{aligned}
$$

where in the second and third lines we have used the fact that $\Theta_{\tau} \Theta_{s}^{*}=\Theta_{\tau-s}$. A consequence of this property is that $\tilde{U}(t)=\Theta_{t} U(t)$ defines a strongly continuous one-parameter semigroup of unitary operators on $\mathfrak{h} \otimes \mathcal{F}_{m-}, \tilde{U}(t) \tilde{U}(s)=\tilde{U}(t+s)$ for all $s, t \geq 0$ with $\tilde{U}(0)=I$. Therefore there exists a densely defined essentially self-adjoint operator $K$ such that $\tilde{U}(t)=e^{-l K t}$. The operator $K$ is the Stone generator

[^4]of the strongly continuous semigroup $\{\tilde{U}(t), 0 \leq s \leq t\}$. The difficult and longstanding problem of characterizing this generator was finally resolved by Gregoratti [10, 11] building on the work of Chebotarev [12].

Let us now turn to the Heisenberg picture of quantum mechanics, where states are fixed and operators evolve in time. This will be the natural setting for studying quantum filtering and control problems that will be considered later in the monograph. Let $j_{t}(\cdot)=U(t)^{*} \cdot U(t)$ and let $Z(t)$ denote any adapted process on the boson Fock space $\mathcal{F}_{m}$. Then by the cocycle property of $V(t, s)$ we find that, for any $t \geq s \geq 0$,

$$
\begin{aligned}
j_{t}(Z(s)) & =U(t)^{*} Z(s) U(t) \\
& =U(s)^{*} \Theta_{s}^{*} U(t-s)^{*} \Theta_{s} Z(s) \Theta_{s}^{*} U(t-s) \Theta_{s} U(s) \\
& =U(s)^{*} Z(s) U(s) \\
& =j_{s}(Z(s))
\end{aligned}
$$

Using this property, it follows that for any (bounded linear) system operator $X$ on $\mathfrak{h}$ and $0 \leq s \leq t$,

$$
\begin{aligned}
j_{t}(X) j_{s}(Z(s)) & =j_{t}(X) j_{t}(Z(s)) \\
& =U(t)^{*} X Z(s) U(t) \\
& =U(t)^{*} Z(s) X U(t) \\
& =j_{t}(Z(s)) j_{t}(X) \\
& =j_{s}(Z(s)) j_{t}(X) .
\end{aligned}
$$

Therefore, $\left[j_{t}(X), j_{s}(Z(s))\right]=0$ for any system operator $X$ and any adapted process $Z(t)$ on $\mathcal{F}_{m}$. In other words, $\left\{j_{t}(X), j_{s}(Z(s)), 0 \leq s \leq t\right\}$ forms a commutative family of operators, a property of input-output Markov open quantum systems known as the non-demolition property. Now, let $Z(t)$ be an adapted process on $\mathcal{F}_{m}$ with the additional property that $[Z(t), Z(s)]=0$ for all $s, t \geq 0$. For example, $Z(t)=$ $e^{-\iota \phi} \mathcal{A}(t)+e^{\iota \phi} \mathcal{A}(t)^{*}(\phi \in \mathbb{R})$ and $Z(t)=\Lambda(t)$, all have these properties. It follows that

$$
\begin{aligned}
j_{t}(Z(t)) j_{s}(Z(s)) & =j_{t}(Z(t)) j_{t}(Z(s)) \\
& =U(t)^{*} Z(t) Z(s) U(t) \\
& =U(t)^{*} Z(s) Z(t) U(t) \\
& =j_{t}(Z(s)) j_{t}(Z(t)) \\
& =j_{s}(Z(s)) j_{t}(Z(t)) .
\end{aligned}
$$

Hence, when $Z(t)$ has the stipulated properties, $\left[j_{t}(Z(t)), j_{s}(Z(s))\right]=0$ for all $s, t \geq 0$ and $\left\{j_{t}(Z(t)), j_{s}(Z(s)), 0 \leq s \leq t\right\}$ forms a commutative family of operators. This is a property of input-output Markov open quantum systems known as the self nondemolition property.

Now, let $Z(t)$ be an observable for each $t, Z(t)=Z(t)^{*}$, the self non-demolition property means that $\mathscr{Z}_{t}=\left\{j_{s}(Z(s)), 0 \leq s \leq t\right\}$ describes a continuous output process of the quantum fields that may be continuously monitored/measured (depending on what $Z(t)$ actually is), to yield a real-valued measurement record. When $Z(t)$ is self non-demolition, the non-demolition property means that information about $j_{t}(X)$ can be inferred from an observation record of $\mathscr{Z}_{t}$. This inference process is known as quantum filtering, the quantum analogue of classical nonlinear filtering theory [13], and will be treated in Chap. 4.

### 2.2 Linear Dynamical Quantum Systems: Joint Unitary Evolution of Oscillators and Boson Fields

We now begin to introduce and specialize to the class of linear quantum stochastic systems as the central theme of this monograph. This section describes the joint evolution of a set of coupled oscillators that are also coupled to external bosonic fields, via a certain form of interaction, which results in linear dynamics of the oscillators' position and momentum operators in the Heisenberg picture. The linear dynamics is a defining feature of linear quantum systems.

Let there be $n$ independent quantum harmonic oscillators. The $j$-th quantum harmonic oscillator has position and momentum operators $q_{j}$ and $p_{j}$ acting on elements of the underlying Hilbert space $L^{2}(\mathbb{R} ; \mathbb{C})$, the space of all square integrable complexvalued function on $\mathbb{R}$. These operators satisfy the canonical commutation relations $(\mathrm{CCR})^{2}$ :

$$
\begin{equation*}
\left[q_{j}, p_{k}\right]=2 l \delta_{j k},\left[q_{j}, q_{k}\right]=0,\left[p_{j}, p_{k}\right]=0 \tag{2.3}
\end{equation*}
$$

The position and momentum operators of the $n$ oscillators can be collected in a single column vector of operators $x$ defined by $x=\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{n}, p_{n}\right)^{\top}$. We can then express the CCR more compactly as,

$$
\left[x, x^{\top}\right]=x x^{\top}-\left(x x^{\top}\right)^{\top}=2 l \mathbb{J}_{n}
$$

with $\mathbb{J}_{n}=I_{n} \otimes \mathbb{J}$, with

$$
\mathbb{J}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

Also note in passing that $x x^{\top} \neq\left(x x^{\top}\right)^{\top}$ since some elements of $x$ do not commute with one another. The composite system of $n$ quantum harmonic oscillators has a quadratic Hamiltonian $H$ given by $H=(1 / 2) x^{\top} R x$, with $R$ a real symmetric $2 n \times 2 n$

[^5]matrix. The quantum harmonic oscillators are also coupled to $m$ distinct external quantum bosonic fields. They are coupled to the $k$-th quantum field via a singular interaction of the form Hamiltonian $H_{k}=l\left(L_{k} \xi_{k}^{*}(t)-L_{k}^{*} \xi_{k}(t)\right)$ [5, 6], where $L_{k}=K_{k} x$ (with $K_{k} \in \mathbb{C}^{1 \times 2 n}$ ) is a linear coupling operator describing the coupling of the position and momentum operators to $\xi_{k}(t)$. Here $\xi_{k}(t)$ is a quantum white noise process as discussed in Sect.2.1.2. We can collect the coupling operators $L_{1}, L_{2}, \ldots, L_{m}$ together in one linear coupling vector $L=\left[L_{1} L_{2} \ldots L_{m}\right]^{\top}=K x$, with $K=$ [ $\left.K_{1}^{\top} K_{2}^{\top} \ldots K_{m}^{\top}\right]^{\top}$. The joint evolution of the oscillators and quantum fields is then given by a unitary adapted process $U(t)$ satisfying the Hudson-Parthasarathy QSDE (2.2), with $S$ being a fixed unitary matrix in $\mathbb{C}^{m \times m}$, i.e., the entries of $S$ in this case are complex numbers rather than operators on $\mathfrak{h}$.

Using the shorthand notation introduced earlier, a linear quantum stochastic system with parameters $S, L=K x, H=(1 / 2) x^{\top} R x$ as described above can be expressed as $G=\left(S, K x,(1 / 2) x^{\top} R x\right)$. In a later section, we will slightly generalize the notion of a linear quantum system by allowing so-called Bogoliubov transformations to replace the scattering matrix $S$.

### 2.3 Equations of Motion: Real Quadrature Form and Complex Mode Form

Using the quantum Itō rule and the quantum Itō products, and exploiting the canonical commutation relations between the operators in $x$, the Heisenberg evolution

$$
x(t)=U(t)^{*} x U(t)=\left[\begin{array}{c}
U(t)^{*} q_{1} U(t) \\
U(t)^{*} p_{1} U(t) \\
U(t)^{*} q_{2} U(t) \\
U(t)^{*} p_{2} U(t) \\
\vdots \\
U(t)^{*} q_{n} U(t) \\
U(t)^{*} p_{n} U(t)
\end{array}\right]
$$

of the vector $x$ can be obtained $[14,15]$. This is given by the QSDE,

$$
\begin{align*}
d x(t) & =d\left(U(t)^{*} x U(t)\right) \\
& =A_{o} x(t) d t+B_{o}\left[\begin{array}{c}
d \mathcal{A}(t) \\
d \mathcal{A}(t)^{\#}
\end{array}\right] ; x(0)=x, \\
d \mathcal{Y}(t) & =d\left(U(t)^{*} \mathcal{A}(t) U(t)\right) \\
& =C_{o} x(t) d t+D_{o} d \mathcal{A}(t), \tag{2.4}
\end{align*}
$$

with

$$
\begin{aligned}
A_{o} & =2 \mathbb{J}_{n}\left(R+\Im\left\{K^{*} K\right\}\right), \\
B_{o} & =2 l \mathbb{J}_{n}\left[-K^{\dagger} S K^{\top} S^{\#}\right], \\
C_{o} & =K, \\
D_{o} & =S
\end{aligned}
$$

Here,

$$
\mathcal{Y}(t)=\left(\mathcal{Y}_{1}(t), \ldots, \mathcal{Y}_{m}(t)\right)^{\top}=U(t)^{*} \mathcal{A}(t) U(t)
$$

is a vector of output fields that is produced by the interaction of the quantum harmonic oscillators and the incoming quantum fields $\mathcal{A}(t)$. Note that the Heisenberg picture dynamics of $x(t)$ is linear, and $\mathcal{Y}(t)$ has a component which is a linear combination of elements of $x(t)$. The index $n$ in the above will be referred to as the number of degrees of freedom or simply the degree of the linear quantum stochastic system.

### 2.3.1 Real Quadrature Form

In certain circumstances, it is convenient to write the dynamics (2.4) in the so-called (real) quadrature form as in [15-17]:

$$
\begin{align*}
& d x(t)=A x(t) d t+B d w(t) ; x(0)=x, \\
& d y(t)=C x(t) d t+D d w(t), \tag{2.5}
\end{align*}
$$

with

$$
\begin{aligned}
w(t) & =2\left(\mathfrak{R}\left\{\mathcal{A}_{1}(t)\right\}, \mathfrak{J}\left\{\mathcal{A}_{1}(t)\right\}, \ldots, \mathfrak{R}\left\{\mathcal{A}_{m}(t)\right\}, \mathfrak{J}\left\{\mathcal{A}_{m}(t)\right\}\right)^{\top}, \\
y(t) & =2\left(\mathfrak{R}\left\{\mathcal{Y}_{1}(t)\right\}, \Im\left\{\mathcal{Y}_{1}(t)\right\}, \ldots, \mathfrak{R}\left\{\mathcal{Y}_{m}(t)\right\}, \mathfrak{J}\left\{\mathcal{Y}_{m}(t)\right\}\right)^{\top} .
\end{aligned}
$$

Here,

$$
\begin{align*}
A & =2 \mathbb{J}_{n}\left(R+\Im\left\{K^{*} K\right\}\right),  \tag{2.6}\\
B & =2 \imath \mathbb{J}_{n}\left[-K^{*} K^{\top}\right] \operatorname{diag}\left(S, S^{\#}\right) \Gamma_{m},  \tag{2.7}\\
C & =P_{m}^{\top}\left[\begin{array}{c}
K+K^{\#} \\
-\imath K+\imath K^{\#}
\end{array}\right],  \tag{2.8}\\
D & =\Gamma_{m}^{-1} \operatorname{diag}\left(S, S^{\#}\right) \Gamma_{m}, \tag{2.9}
\end{align*}
$$

where $P_{m}$ denotes a $2 m \times 2 m$ permutation matrix acting as

$$
\begin{aligned}
& P_{m}\left[\begin{array}{lllll}
a_{1} & a_{2} & \ldots & a_{2 m-1} & a_{2 m}
\end{array}\right]^{\top} \\
& \quad=\left[\begin{array}{llllllll}
a_{1} & a_{3} & \ldots & a_{2 m-1} & a_{2} & a_{4} & \ldots & a_{2 m}
\end{array}\right]^{\top},
\end{aligned}
$$

and

$$
\Gamma_{m}=P_{m}\left(I_{m} \otimes \frac{1}{2}\left[\begin{array}{cc}
1 & l \\
1 & -l
\end{array}\right]\right) .
$$

Note that the matrices $A, B, C, D$ in the quadrature form are all real and are in a one to one correspondence with the matrices $A_{o}, B_{o}, C_{o}, D_{o}$, and the quantum noise vector $w(t)$ satisfies the Itō relationship $d w(t) d w(t)^{\top}=\left(I+t \mathbb{J}_{m}\right) d t$.

Some remarks are in order about the nature of the quadrature quantum noise $w$. From the self non-demolition property we have that $\left[w_{j}(s), w_{j}(t)\right]=0$ ( $w_{j}$ denotes the $j$-th component of $w$ ) for all $s, t \geq 0$ and all $j$. Indeed,

$$
\begin{aligned}
& {\left[w_{j}(s), w_{j}(t)\right]} \\
& \quad=\left[\mathcal{A}_{j}(t)+\mathcal{A}_{j}^{*}(t), \mathcal{A}_{j}(s)+\mathcal{A}_{j}^{*}(s)\right] \\
& \quad=\left[\mathcal{A}_{j}(t), \mathcal{A}_{j}(s)\right]+\left[\mathcal{A}_{j}(t), \mathcal{A}_{j}^{*}(s)\right]+\left[\mathcal{A}_{j}^{*}(t), \mathcal{A}_{j}(s)\right]+\left[\mathcal{A}_{j}^{*}(t), \mathcal{A}_{j}^{*}(s)\right] \\
& \quad=\min (t, s)-\min (t, s) \\
& \quad=0
\end{aligned}
$$

When the state is the vacuum state, $w_{j}$ is isomorphic to a standard Wiener process, in the sense that it is a realization of a standard Wiener process as an operatorvalued process on a Fock space. This will be demonstrated in Sect. 2.7.2 when Gaussian states of a bosonic field are discussed. However, for any $j=1,2, \ldots, m$, $w_{2 j-1}(t)$ and $w_{2 j}(t)$ do not commute for any $t$, meaning that they cannot be realized jointly on a common classical probability space. On the other hand, we do have that $\left[w_{2 j-1}(s), w_{k}(t)\right]=0$ for all $k \neq 2 j$ and all $s, t \geq 0$, so that the collection of processes $\left\{w_{2 j-1}, w_{k}, k \neq 2 j\right\}$ is equivalent to a collection of independent standard Wiener processes that can be jointly defined on a common classical probability space. The non-commutativity among components of $w(t)$ is a crucial difference from the usual vector of classical independent Wiener processes.

### 2.3.2 Complex Mode Form

In other situations, it may be more convenient to represent the dynamics of a linear quantum stochastic system in the (complex) mode form. In this form, instead of writing down the Heisenberg evolution of amplitude-phase quadrature pairs $\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{n}, p_{n}\right)^{\top}$, we write down the Heisenberg evolution of the annihilation-creation pairs $\left(a_{1}, a_{1}^{*}, a_{2}, a_{2}^{*}, \ldots, a_{n}, a_{n}^{*}\right)^{\top}$, where $a_{j}=\frac{1}{2}\left(q_{j}+\imath p_{j}\right)$ and
$a_{j}^{*}=\frac{1}{2}\left(q_{j}-\imath p_{j}\right)$. In terms of these operators, the quadratic Hamiltonian $H$ and coupling operator $L$ can be expressed as [18]

$$
H=a^{*} \Omega_{-} a+\frac{1}{2} a^{*} \Omega_{+} a^{\#}+\frac{1}{2} a^{\top} \Omega_{+}^{\#} a,
$$

where $\Omega_{+}=\left[\omega_{j k}^{+}\right]$and $\Omega_{-}=\left[\omega_{j k}^{-}\right]$are complex $n \times n$ matrices possessing the symmetries $\Omega_{-}^{*}=\Omega_{-}$and $\Omega_{+}^{\top}=\Omega_{+}$, and

$$
L=C_{-} a+C_{+} a^{\#},
$$

where $C_{ \pm} \in \mathbb{C}^{m \times n}$. Using these expression for $H$ and $L$ one can write down the QSDE for the Heisenberg evolution of $a$ and $a^{\#}$. Let

$$
\begin{aligned}
a(t) & =U(t)^{*} a U(t) \\
& =\left(U(t)^{*} a_{1} U(t), U(t)^{*} a_{2} U(t), \ldots, U(t)^{*} a_{n} U(t)\right)^{\top},
\end{aligned}
$$

and introduce the doubled-up matrix

$$
\Delta\left(E_{-}, E_{+}\right) \triangleq\left[\begin{array}{cc}
E_{-} & E_{+} \\
E_{+}^{\#} & E_{-}^{\#}
\end{array}\right],
$$

for any complex matrices $E_{ \pm}$of the same dimension. We also introduce the notation

$$
\mathbb{K}_{m} \triangleq\left[\begin{array}{cc}
I_{m} & 0  \tag{2.10}\\
0 & -I_{m}
\end{array}\right],
$$

and define the $\cdot{ }^{b}$ involution operator that acts on a $2 k \times 2 l$ matrix $X$ as

$$
\begin{equation*}
X^{b}=\mathbb{K}_{l} X^{*} \mathbb{K}_{k} \tag{2.11}
\end{equation*}
$$

Then the QSDE for $\left(a(t)^{\top}, a(t)^{*}\right)^{\top}$ and the output $\mathcal{Y}(t)$ can be expressed in the doubled-up form [18]

$$
\begin{align*}
& {\left[\begin{array}{c}
d a(t) \\
d a(t)^{\#}
\end{array}\right]=\tilde{A}\left[\begin{array}{c}
a(t) \\
a(t)^{\#}
\end{array}\right] d t+\tilde{B}\left[\begin{array}{c}
d \mathcal{A}(t) \\
d \mathcal{A}(t)^{\#}
\end{array}\right],} \\
& {\left[\begin{array}{c}
d \mathcal{Y}(t) \\
d \mathcal{Y}(t)^{\#}
\end{array}\right]=\tilde{C}\left[\begin{array}{c}
a(t) \\
a(t)^{\#}
\end{array}\right] d t+\tilde{D}\left[\begin{array}{c}
d \mathcal{A}(t) \\
d \mathcal{A}(t)^{\#}
\end{array}\right],} \tag{2.12}
\end{align*}
$$

where

$$
\begin{aligned}
& A_{\mp}=-\frac{1}{2}\left(C_{-}^{*} C_{\mp}-C_{+}^{\top} C_{ \pm}^{\#}-\imath \Omega_{\mp}\right), \\
& \Omega_{-}=-\frac{1}{2 l}\left(A_{-}-A_{-}^{*}\right),
\end{aligned}
$$

$$
\begin{align*}
\Omega_{+} & =-\frac{1}{2 l}\left(A_{+}+A_{+}^{\top}\right), \\
\tilde{A} & =\Delta\left(A_{-}, A_{+}\right)  \tag{2.13}\\
\tilde{B} & =-\Delta\left(C_{-}, C_{+}\right)^{\mathrm{b}} \Delta(S, 0),  \tag{2.14}\\
\tilde{C} & =\Delta\left(C_{-}, C_{+}\right),  \tag{2.15}\\
\tilde{D} & =\Delta(S, 0) \tag{2.16}
\end{align*}
$$

Note that it is necessary to adopt a doubled-up form since the evolutions of $a(t)$ and $a(t)^{\#}$ are, in general, coupled. The following example illustrates the description of a system in mode form.

Example 2.1 Consider the nondegenerate optical parametric amplifier (NOPA) from Sect.1.5.2. We consider a lossless version of this device with $\kappa=0$. Therefore, the device is only coupled to two fields collected in the vector $\mathcal{A}(t)$, and has parameters $\Omega_{-}=0_{2 \times 2}, \Omega_{+}=\left[\begin{array}{cc}0 & \imath \epsilon / 2 \\ \iota \epsilon / 2 & 0\end{array}\right], C_{-}=\left[\begin{array}{cc}\sqrt{\gamma} & 0 \\ 0 & \sqrt{\gamma}\end{array}\right], C_{+}=0_{2 \times 2}$, and $S=I_{2}$. The doubled-up form of the evolution of the cavity modes in the vector $a=\left[\begin{array}{ll}a_{1} & a_{2}\end{array}\right]^{\top}$ is

$$
\begin{aligned}
& {\left[\begin{array}{c}
d a(t) \\
d a(t)^{\#}
\end{array}\right]=} {\left[\begin{array}{cccc}
-\gamma / 2 & 0 & 0 & \epsilon / 2 \\
0 & -\gamma / 2 & \epsilon / 2 & 0 \\
0 & \epsilon / 2 & -\gamma / 2 & 0 \\
\epsilon / 2 & 0 & 0 & -\gamma / 2
\end{array}\right]\left[\begin{array}{c}
a(t) \\
a(t)^{\#}
\end{array}\right] d t } \\
&-\left[\begin{array}{cccc}
\sqrt{\gamma} & 0 & 0 & 0 \\
0 & 0 & \sqrt{\gamma} & 0 \\
0 & \sqrt{\gamma} & 0 & 0 \\
0 & 0 & 0 & \sqrt{\gamma}
\end{array}\right]\left[\begin{array}{c}
d \mathcal{A}(t) \\
d \mathcal{A}(t)^{\#}
\end{array}\right] \\
& {\left[\begin{array}{c}
d \mathcal{Y}(t) \\
d \mathcal{Y}(t)^{\#}
\end{array}\right]=\sqrt{\gamma}\left[\begin{array}{c}
a(t) \\
a(t)^{\#}
\end{array}\right] d t+\left[\begin{array}{c}
d \mathcal{A}(t) \\
d \mathcal{A}(t)^{\#}
\end{array}\right] }
\end{aligned}
$$

In the physics literature, it is more common for the quantum stochastic dynamics to be written in the heuristic form of a quantum Langevin equation (introduced earlier in Chap. 1) driven by a quantum white noise process $\xi(t)$, where $\mathcal{A}(t)=\int_{0}^{t} \xi(s) d s$. For the mode form of the equation of motion, this quantum Langevin equation takes the form

$$
\begin{aligned}
& {\left[\begin{array}{c}
\dot{a}(t) \\
\dot{a}(t)^{\#}
\end{array}\right]=\tilde{A}\left[\begin{array}{c}
a(t) \\
a(t)^{\#}
\end{array}\right]+\tilde{B}\left[\begin{array}{c}
\xi(t) \\
\xi(t)^{\#}
\end{array}\right],} \\
& {\left[\begin{array}{c}
\eta(t) \\
\eta(t)^{\#}
\end{array}\right]=\tilde{C}\left[\begin{array}{c}
a(t) \\
a(t)^{\#}
\end{array}\right]+\tilde{D}\left[\begin{array}{c}
\xi(t) \\
\xi(t)^{\#}
\end{array}\right],}
\end{aligned}
$$

where $\eta$ is the output process that propagates from the system after the incoming white noise $\xi$ interacts with the latter. The process $\eta$ satisfies the same time commutation relations as $\xi$.

Remark 2.1 Note that for notational expediency, in the monograph we will often not explicitly write the time dependence in the QSDEs describing the evolution of the system.

### 2.3.3 Transfer Function of Linear Dynamical Quantum Systems

Whether one is working with a linear quantum system in the quadrature form (2.5) or the mode form (2.12), as with classical linear systems, one can define a transfer function. We start with a system $G=(A, B, C, D)$ in the quadrature form (2.5). Following [18], we can define the Laplace transform of an adapted quantum stochastic process such as $w(t)$ as $w[s]=\int_{0}^{\infty} e^{-s t} d w(t)$. The "particular" solution of (2.5), that does not depend on the initial condition $x(0)=x$, is given by

$$
y_{p}(t)=\int_{0}^{t} C e^{A(t-s)} B d w(s)+D w(t)
$$

Now, taking Laplace transforms of both side of the equality gives

$$
y_{p}[s]=\left(C(s I-A)^{-1} B+D\right) w[s]
$$

and from this we can define the transfer function $\Xi_{G}(s)$ from $w[s]$ to $y_{p}[s]$ of $G$ just as for a classical linear system,

$$
\Xi_{G}[s]=C(s I-A)^{-1} B+D
$$

Similarly, if we are working in the mode form (2.12) we define $\mathcal{A}[s]=\int_{0}^{\infty} e^{-s \tau}$ $d \mathcal{A}(\tau), \mathcal{Y}[s]=\int_{0}^{\infty} e^{-s \tau} d \mathcal{Y}(\tau), \xi[s]=\int_{0}^{\infty} e^{-s \tau} \xi(\tau) d \tau, \eta[s]=\int_{0}^{\infty} e^{-s \tau} \eta(\tau) d \tau$. Since $\mathcal{A}(t)=\int_{0}^{t} \xi(\tau) d \tau$ and $\mathcal{Y}(t)=\int_{0}^{t} \eta(\tau) d \tau$, note that $\mathcal{A}[s]=\xi[s]$ and $\mathcal{Y}[s]=$ $\eta[s]$. Moreover, $\mathcal{A}^{\#}[s] \underset{\sim}{\sim} \mathcal{A}\left[s^{*}\right]^{\#}$ and analogous identities hold for $\mathcal{Y}[s], \xi[s]$ and $\eta[s]$. The transfer function $\tilde{\Xi}_{G}$ from $\left(\mathcal{A}[s], \mathcal{A}^{*}[s]\right)^{\top}$ to $\left(\mathcal{Y}[s], \mathcal{Y}^{*}[s]\right)^{\top}$ or, equivalently, from $\left(\xi[s], \xi^{*}[s]\right)^{\top}$ to $\left(\eta[s], \eta^{*}[s]\right)^{\top}$, for $G$ in the mode form $G=(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ is given by

$$
\tilde{\Xi}_{G}[s]=\tilde{C}(s I-\tilde{A})^{-1} \tilde{B}+\tilde{D} .
$$

The two transfer functions $\Xi_{G}$ and $\tilde{\Xi}_{G}$ for the quadrature and mode forms of $G$, respectively, are related by the identity

$$
\Xi_{G}[s]=\Gamma_{m}^{-1} \tilde{\Xi}_{G}[s] \Gamma_{m}
$$

where $\Gamma_{m}$ is as defined before.

In analogy with the classical case, the transfer function is important in analyzing the input-output behavior of linear quantum systems.

### 2.4 Inclusion of Idealized Static Transformations on Bosonic Fields: The Bogoliubov Transformation

When $H=0$ and $L=0$, a linear unitary transformation of the input field $\mathcal{A}(t)$ is realized,

$$
\mathcal{Y}(t)=S \mathcal{A}(t)
$$

Such a transformation preserves the differential commutation relations, that is,

$$
\left[d\left[\begin{array}{c}
\mathcal{Y}(t)  \tag{2.17}\\
\mathcal{Y}(t)^{\#}
\end{array}\right], d\left[\begin{array}{c}
\mathcal{Y}(t) \\
\mathcal{Y}(t)^{\#}
\end{array}\right]^{*}\right]=\left[d\left[\begin{array}{c}
\mathcal{A}(t) \\
\mathcal{A}(t)^{\#}
\end{array}\right], d\left[\begin{array}{l}
\mathcal{A}(t) \\
\mathcal{A}(t)^{\#}
\end{array}\right]^{*}\right]=\mathbb{K}_{m} d t
$$

where for a (column) vector of operators $v$ and $w$,

$$
\left[v, w^{*}\right]=v w^{*}-\left(w^{\#} v^{\top}\right)^{\top}
$$

However, a unitary $S$ is not the only matrix that can result in preservation of the differential commutation relations. More generally, one may consider a so-called Bogoliubov transformation implemented by a Bogoliubov matrix $W=\Delta\left(W_{+}, W_{-}\right)$ of the form

$$
\left[\begin{array}{c}
\mathcal{Y}^{\prime}(t)  \tag{2.18}\\
\mathcal{Y}^{\prime}(t)^{\#}
\end{array}\right]=W\left[\begin{array}{c}
\mathcal{A}(t) \\
\mathcal{A}(t)^{\#}
\end{array}\right],
$$

such that $\mathcal{Y}^{\prime}(t)$ satisfies the same differential commutation relation as $\mathcal{A}(t)$. This is guaranteed by the definition of a Bogoliubov matrix, that will now be given.

Definition 2.1 Let ${ }^{\text {b }}$ denote the involution defined via (2.11). A complex $2 m \times 2 m$ matrix $W$ is a Bogoliubov matrix if it is of a doubled-up form $W=\Delta\left(W_{+}, W_{-}\right)$for some complex $m \times m$ matrices $W_{+}, W_{-}$, and $W$ is b-unitary,

$$
W^{\mathrm{b}} W=W W^{\mathrm{b}}=I_{2 m}
$$

Notice that, by definition, $W^{b}=W^{-1}$ and $W$ reduces to a unitary matrix when $W_{-}=0$. Linear transformations of the form (2.18) preserve the differential commutation relation, so that the output field $\mathcal{Y}^{\prime}(t)$ is a valid output field. However, when $W_{-} \neq 0$ it cannot be modeled within the Hudson-Parthasarathy QSDE framework. That is, there does not exist a unitary solution $U(t)$ of the QSDE such that $\mathcal{Y}^{\prime}(t)$ in (2.18) can be written as $\mathcal{Y}^{\prime}(t)=U(t)^{*} \mathcal{A}(t) U(t)$.

From a physical point of view, when $W_{-} \neq 0$ the "pathology" discussed above can be understood from the fact that transformations such as (2.18) represent the
action of an idealized infinite-bandwidth squeezing device acting on an incoming boson field $\mathcal{A}(t)$. Squeezing here means that the device reduces the quantum fluctuations on some quadratures of the incoming field $\mathcal{A}(t)$ while increasing them in other quadratures. We will shortly illustrate this point by demonstrating how a Bogoliubov transformation arises as the infinite-bandwidth limit of a degenerate parameteric amplifier. Such an idealized device is not physical since it produces uniform squeezing across the continuum of frequencies contained in $\mathcal{A}(t)$, a process that would require an infinite amount of energy. From a mathematical physics perspective, the linear transformation (2.18) represents a transformation between two fields $\mathcal{A}(t)$ and $\mathcal{Y}^{\prime}(t)$. The former arises from a Fock space representation of field operators satisfying the canonical commutation relations $\left[\mathcal{A}(f), \mathcal{A}^{*}(g)\right]=\int_{0}^{\infty} f(s)^{*} g(s) d s$ with respect to vacuum state of the field, while the latter arises from a Fock space representation with respect to another state induced by $W$ (e.g., a squeezed field state as postulated in [6, Chap. 6]); see, e.g., [20] for a more in-depth treatment of these representations in the case of squeezed field states. When $W_{-} \neq 0$ the two representations are not unitarily equivalent, since the transformation involved violates the necessary and sufficient conditions of the Shale's Theorem [1, Theorem 22.11].

Although the transformation (2.18) with $W_{-}$represents an idealized non-physical scenario, it is convenient to include in the modeling repertoire as it allows some simplification in describing the system. That is, it allows high-bandwidth dynamic linear devices with fast dynamics to be approximated as static linear transformations without any dynamics. This would be appropriate in instances where the fast device is connected to other linear devices with appreciably lower bandwidth (slower dynamics). We illustrate this in the next example.

Example 2.2 Recall the degenerate parametric amplifier (DPA) introduced in Sect.1.5.3. Under the assumption of losslessness $(\kappa=0)$, the DPA is modeled as a single oscillator coupled to a single field with $S=I, \Omega_{-}=0, \Omega_{+}=\imath \epsilon, \epsilon>0$, $C_{-}=\sqrt{\gamma}$, and $C_{+}=0$. The matrix $\tilde{A}$ is Hurwitz (all its eigenvalues are in the left half plane) and the system is stable (in the sense that the oscillator's mean photon number is bounded at all times) if we take $\epsilon<\gamma$ as we shall do from now on. The mode form transfer function of the system is

$$
\tilde{\Xi}_{\mathrm{DPA}}[s]=\frac{1}{P(s)}\left[\begin{array}{cc}
s^{2}-\left(\gamma^{2}+\epsilon^{2}\right) / 4 & -\epsilon \gamma / 2 \\
-\epsilon \gamma / 2 & s^{2}-\left(\gamma^{2}+\epsilon^{2}\right) / 4
\end{array}\right],
$$

where $P(s)=(s+\gamma / 2)^{2}-\epsilon^{2} / 4$. The zeros of $P$ are the poles of the transfer function, namely $s= \pm \epsilon / 2-\gamma / 2$. In the frequency domain, the output white noise field is

$$
\eta[s]=\frac{1}{P[s]}\left(s^{2}-\left(\gamma^{2}+\epsilon^{2}\right) / 4\right) \xi[s]-\frac{1}{2 P(s)} \epsilon \gamma \xi^{*}[s],
$$

where $\xi^{*}[s]=\xi\left[s^{*}\right]^{*}$. In terms of quadratures $\eta^{q}=\eta+\eta^{*}$ and $\eta^{p}=\left(\eta-\eta^{*}\right) / \iota$, we find that

$$
\eta^{q}[s]=\Xi_{\mathrm{DPA}}^{q}[s] \eta^{q}[s], \quad \eta^{p}[s]=\Xi_{\mathrm{DPA}}^{p}[s] \eta^{p}[s],
$$

where

$$
\Xi_{\mathrm{DPA}}^{q}[s]=\frac{s-(\gamma+\epsilon) / 2}{s+(\gamma-\epsilon) / 2}=\frac{1}{\Xi_{\mathrm{DPA}}^{p}[s]}
$$

In this example we consider the idealized case where $\gamma, \epsilon \rightarrow \infty$ (approximated in practice by suitably large values of these parameters) while maintaining the ratio $\frac{\epsilon}{\gamma}$ to be constant; see [6, 10.2.1.g] for a more complete discussion. Rescaling $\gamma=k \gamma_{0}$ and $\epsilon=k \epsilon_{0}$ is equivalent to the substitution of $\gamma$ by $\gamma_{0}$ and $\epsilon$ by $\epsilon_{0}$ and the rescaling of $s$ as $\frac{s}{k}$ :

$$
\tilde{\Xi}_{\mathrm{DPA}}\left[s ; \gamma=k \gamma_{0}, \epsilon=k \epsilon_{0}\right]=\tilde{\Xi}_{\mathrm{DPA}}\left[s / k ; \gamma_{0}, \epsilon_{0}\right] .
$$

We now take the limit $k \rightarrow \infty$ in which the cavity has an instantaneous response. Thus the cavity's internal dynamics are essentially eliminated. This yields the output $\eta[s]$ given by

$$
\eta[s]=-\cosh \left(r_{0}\right) \eta[s]-\sinh \left(r_{0}\right) \eta^{*}[s],
$$

where

$$
r_{0}=\ln \frac{\gamma_{0}+\epsilon_{0}}{\gamma_{0}-\epsilon_{0}}
$$

as a Bogoliubov transformation of the input. In this limit the DPA can thus be viewed as a static device that outputs a squeezed white noise field from a vacuum white noise source. The transfer function becomes a constant Bogoliubov matrix that is independent of frequency. That is,

$$
\begin{aligned}
\tilde{\Xi}_{\mathrm{DPA} \mathrm{static}}[s] & =\lim _{k \rightarrow \infty} \tilde{\Xi}_{\mathrm{DPA}}\left[s / k ; \gamma_{0}, \epsilon_{0}\right] \\
& =-\Delta\left(\cosh r_{0}, \sinh r_{0}\right), \forall s \in \mathbb{C},
\end{aligned}
$$

and the quadrature transfer functions are the constant functions

$$
\Xi_{\text {DPA static }}^{q}[s]=-e^{r_{0}}, \Xi_{\text {DPA static }}^{p}[s]=-e^{-r_{0}}
$$

Therefore, we see that in the high bandwidth regime, the DPA can be approximated by a Bogoliubov transformation implemented by the Bogoliubov matrix

$$
W=-\left[\begin{array}{cc}
\cosh \left(r_{0}\right) & \sinh \left(r_{0}\right) \\
\sinh \left(r_{0}\right) & \cosh \left(r_{0}\right)
\end{array}\right] .
$$

When a linear quantum system (2.12) with $\tilde{D}=I$ is driven by vacuum noise that has passed through a device modelled as a static Bogoliubov transformation $W=$ $\Delta\left(W_{-}, W_{+}\right)$, as shown in part (a) of Fig. 2.1, then the equation of motion for the system is again of the form (2.12) but now with the matrix $\tilde{D}=\Delta(S, 0)$ being replaced by $\tilde{D}=W$ in (2.13)-(2.16). In particular, we have that


Fig. 2.1 a A static device performing a linear transformation $W$ driving a linear quantum system $G_{0}$ with scattering matrix $S=I$, and $\mathbf{b}$ Equivalent representation of the cascaded system in part a as a single linear quantum system $G=(W, L, H)$

$$
\begin{align*}
& \tilde{A}=-\frac{1}{2} \tilde{C}^{b} \tilde{C}-\iota \tilde{\Omega},  \tag{2.19}\\
& \tilde{B}=-\tilde{C}^{\mathrm{b}} \tilde{D},  \tag{2.20}\\
& \tilde{C}=\Delta\left(C_{-}, C_{+}\right),  \tag{2.21}\\
& \tilde{D}=W, \tag{2.22}
\end{align*}
$$

with

$$
\tilde{\Omega}=-l \Delta\left(l \Omega_{-}, l \Omega_{+}\right) .
$$

Note the property that $\tilde{\Omega}^{b}=\tilde{\Omega}$. We denote systems of the type depicted in Fig. 2.1 part (a) with the shorthand notation $G=(W, L, H)$, as shown in part (b) of the figure.

### 2.4.1 Completely Passive Linear Dynamical Quantum Systems

This section will introduce a special class of linear quantum systems that shall be referred to as completely passive linear quantum stochastic systems, for reasons that will be explained below. This class will appear in several contexts in the monograph and are of interest in applications such linear optical quantum memories. Further discussions relating to this class of systems can be found in, e.g., [21-23] and in Chap. 3 of this monograph.

For $k=1, \ldots, n$ let $a_{k}=\frac{q_{k}+l p_{k}}{2}$ be the annihilation operator for mode $k$ and define $a=\left(a_{1}, \ldots, a_{n}\right)^{\top}$. The vector $a$ satisfies the CCR

$$
\begin{aligned}
& {\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right]\left[\begin{array}{ll}
a^{*} & a^{\top}
\end{array}\right]-\left(\left[\begin{array}{c}
a^{\#} \\
a
\end{array}\right]\left[\begin{array}{ll}
a^{\top} & a^{*}
\end{array}\right]\right)^{\top}} \\
& =\operatorname{diag}\left(I_{n},-I_{n}\right),
\end{aligned}
$$

and note that,

$$
\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right]=\left[\begin{array}{c}
\Sigma \\
\Sigma^{\#}
\end{array}\right] x,
$$

where

$$
\Sigma=\left[\begin{array}{ccccccc}
\frac{1}{2} & l \frac{1}{2} & 0 & 0 & 0 & \ldots & 0 \\
0 & 0 & \frac{1}{2} & l \frac{1}{2} & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & \ldots & 0 & \frac{1}{2} & l \frac{1}{2}
\end{array}\right]
$$

Moreover, we also have $\left[\begin{array}{c}\Sigma \\ \Sigma^{\#}\end{array}\right]^{-1}=2\left[\Sigma^{*} \Sigma^{\top}\right]$ and, from the relation $\left[\begin{array}{c}\Sigma \\ \Sigma^{\#}\end{array}\right] 2$ [ $\left.\Sigma^{*} \Sigma^{\top}\right]=I$, the identities,

$$
\begin{equation*}
\Sigma \Sigma^{*}=I / 2=\Sigma^{\#} \Sigma^{\top}, \quad \Sigma \Sigma^{\top}=0=\Sigma^{\#} \Sigma^{*} \tag{2.23}
\end{equation*}
$$

Therefore,

$$
x=\left[\begin{array}{c}
\Sigma \\
\Sigma^{\#}
\end{array}\right]^{-1}\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right]=2\left[\Sigma^{*} \Sigma^{\top}\right]\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right] .
$$

We say that a linear quantum system $G=\left(S, K x,(1 / 2) x^{\top} R x\right)$ with $n$ degrees of freedom is completely passive if $H=(1 / 2) x^{\top} R x=(1 / 2) a^{*} \tilde{R} a+c$ and $L=K x=$ $\tilde{K} a$ for some real constant $c$, some complex $n \times n$ Hermitian matrix $\tilde{R}$, and some complex $m \times n$ matrix $\tilde{K}$. The terminology is motivated by physical considerations. Notice that the Hamiltonian $H$ contains no terms of the form $c_{1} a_{j}^{2}, c_{2} a_{k}^{* 2}, c_{3} a_{j} a_{k}$ and $c_{4} a_{j}^{*} a_{k}^{*}$ and, likewise, the coupling operator $L$ contains no terms of the form $c_{5} a_{k}^{*}$ (where $c_{1}, \ldots, c_{5}$ denote arbitrary complex constants), with the indices $j$ and $k$ running over $1, \ldots, n$. These terms correspond to interactions that require an external source of quanta (e.g., an external pump beam) to implement. Therefore, they cannot be realized using only passive optical components like phase shifters, beam splitters and mirrors, devices that will be discussed in more detail in Chap.3. This is the physical motivation for referring to these class of systems as completely passive.

In a completely passive system, the Heisenberg picture evolution of the system annihilation operator $a(t)$ is not coupled to $a(t)^{\#}$ or to $\mathcal{A}(t)^{\#}$. In the complex mode form, the evolution of $a(t)$ is given by

$$
\begin{aligned}
d a(t) & =\left(\imath \tilde{R}-(1 / 2) \tilde{K}^{*} \tilde{K}\right) a(t) d t+\tilde{K}^{*} S d \mathcal{A}(t) \\
d \mathcal{Y}(t) & =\tilde{K} a(t) d t+S d \mathcal{A}(t)
\end{aligned}
$$

The transfer function $\Xi[s]$ from $\mathcal{A}[s]$ to $\mathcal{Y}[s]$ given by,

$$
\Xi[s]=\left(\tilde{K}\left(s I-\left(\imath \tilde{R}-(1 / 2) \tilde{K}^{*} \tilde{K}\right)\right)^{-1} \tilde{K}^{*}+I\right) S
$$

has the special property that $\Xi[\imath \omega]$ is unitary for all for all $\omega$ for which $\imath \omega$ is not an imaginary eigenvalue of $\iota \tilde{R}-(1 / 2) \tilde{K}^{*} \tilde{K}$ [21]. It is easy to see that $l \tilde{R}-(1 / 2) \tilde{K}^{*} \tilde{K}$ cannot have any eigenvalues in the (open) right half plane, with a positive real part. Moreover, if this matrix has all its eigenvalues in the (open) left half plane (all eigenvalues have negative real part), meaning that the system is stable in a sense that will be discussed in Sect.2.6, then $\Xi[s]$ is in fact lossless bounded real [22]. This means that $\Xi[s]$ is analytic for all $s$ with $\mathfrak{R}\{s\}>0, \Xi[\iota \omega]$ is unitary for all $\omega \in \mathbb{R}$ and, moreover, $\Xi[s]$ satisfies,

$$
\Xi[s]^{*} \Xi[s] \leq I,
$$

for all $s$ with $\mathfrak{R}\{s\}>0$.

### 2.5 Physical Realizability Conditions and Parameterizations for Linear Dynamical Quantum Systems

### 2.5.1 Physical Realizability Conditions for Linear QSDEs

We have now seen that the dynamics of linear quantum stochastic systems in the Heisenberg picture leads to an equation of motion in the form of linear QSDEs, i.e., as given by Eq. (2.5) in the quadrature form and (2.12) in the mode form. These equations can be viewed as a quantum analogue of the equations that describe classical linear stochastic systems. However, unlike classical linear stochastic systems, the matrices $A, B, C, D$ in (2.5) or the matrices $\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}$ in (2.12) cannot be arbitrary, but are constrained by quantum mechanics so that these equations represent the evolution of a valid (open) quantum system. When the linear QSDE represents a valid quantum system, it is said that the QSDE or the system represented by the QSDE is physically realizable. To avoid unnecessary repetition, a formal definition will be given below for systems in the quadrature form. This definition can be directly adapted to systems in the mode form due to the one-to-one relationship between the two forms.

Definition 2.2 (Physical realizability) A system of linear quantum stochastic differential equations of the form (2.5) is said to be physically realizable if there exists a quadratic Hamiltonian $H=(1 / 2) x^{\top} R x$, a coupling operator $L=K x$, and a Bogoliubov matrix $W$ such that

$$
\begin{align*}
A & =2 \mathbb{J}_{n}\left(R+\Im\left\{K^{*} K\right\}\right),  \tag{2.24}\\
B & =2 l \mathbb{J}_{n}\left[-K^{*} K^{\top}\right] W \Gamma_{m},  \tag{2.25}\\
C & =P_{m}^{\top}\left[\begin{array}{c}
K+K^{\#} \\
-l K+\imath K^{\#}
\end{array}\right],  \tag{2.26}\\
D & =\Gamma_{m}^{-1} W \Gamma_{m} . \tag{2.27}
\end{align*}
$$

Essentially, the definition states that if a system of QSDEs (2.5) is physically realizable then there is a linear quantum system $G=(W, L, H)$ for which the Heisenberg evolution of $x$ is given by (2.5). $G$ is, of course, by definition, a physical system. We have the following result [16, 24, 25]

Theorem 2.1 A system of linear quantum stochastic differential equations of the form (2.5) is physically realizable if and only if

$$
\begin{align*}
A \mathbb{J}_{n}+\mathbb{J}_{n} A^{\top}+B \mathbb{J}_{m} B^{\top} & =0,  \tag{2.28}\\
\mathbb{J}_{n} C^{\top}+B \mathbb{J}_{m} D^{\top} & =0,  \tag{2.29}\\
D \mathbb{J}_{m} D^{\top} & =\mathbb{J}_{m} . \tag{2.30}
\end{align*}
$$

Proof Note that the condition (2.30) is equivalent to the statement that $D$ is a symplectic matrix (hence it is invertible with $D^{-1}$ also symplectic). Without loss of generality, we may reduce the proof to the case with $D=I$ (i.e., $W=I$ ) for the following reasons. Let $d y_{o}=D^{-1} C x(t) d t+d w(t)$, then $y(t)=D y_{0}(t)$. Let $C^{\prime}=D^{-1} C$ and consider the linear quantum stochastic system,

$$
\begin{aligned}
d x(t) & =A x(t) d t+B d w(t), \\
d y_{0}(t) & =C^{\prime} x(t) d t+d w(t)
\end{aligned}
$$

We will show that this system is physically realizable if and only if (2.28)-(2.30) is satisfied with $C$ replaced with $C^{\prime}$ and $D=I$. From this it easily follows that the original system (2.5) is physically realizable if and only if (2.28)-(2.30) holds. This is because $y$ is a symplectic transformation of $y_{0}$, so if the system with output $y$ is physically realizable so is the system with output $y_{0}$, and vice-versa. Thus for the remainder of the proof we identify $C$ with $C^{\prime}$ and $D$ with $I$.

To this end, let us first show that physical realizability of the system $G=$ ( $A, B, C, I$ ) implies (2.28)-(2.30). Indeed, physical realizability implies that the canonical commutation relation for $x(t)$,

$$
x(t) x(t)^{\top}-\left(x(t) x(t)^{\top}\right)^{\top}=2 l \mathbb{J}_{n}
$$

and the differential commutation relation for $y(t)$,

$$
d y(t) d y(t)^{\top}-\left(d y(t) d y(t)^{\top}\right)^{\top}=2 l \mathbb{J}_{n} d t
$$

must hold for all times $t \geq 0$. This follows from the fact that the joint evolution of the system and the bosonic fields is unitary (given by the solution of a Hudson-Parthasarathy QSDE). Since $x(0)=x$ satisfies $x x^{\top}-\left(x x^{\top}\right)^{\top}=2 l \mathbb{J}_{n}$, for the commutation relation to hold for all $x(t), t \geq 0$, we must have

$$
d\left(x(t) x(t)^{\top}-\left(x(t) x(t)^{\top}\right)^{\top}\right)=0
$$

The condition (2.28) follows from this by substituting the expression $d x(t)=$ $A x(t) d t+B d w(t)$ and using the quantum Itō product rule, and the Itō table to explicitly compute the differential. By the same procedure and using the expression $d y(t)=C x(t) d t+d w(t)$, we obtain (2.29). The details of the calculations can be found in $[16,26]$.

We now consider the converse implication, that (2.28) and (2.29) imply that there exist $R=R^{\top} \in \mathbb{R}^{2 n \times 2 n}$ and $K \in \mathbb{C}^{m \times 2 n}$ such that (2.24)-(2.27) holds. Indeed, define $R=\frac{1}{4}\left(-\mathbb{J}_{n} A+A^{\top} \mathbb{J}_{n}\right)$ and $K=-\frac{l}{2}\left[0_{m \times m} I_{m \times m}\right] \Gamma_{m}^{-1} B^{\top} \mathbb{J}_{n}$; see $[16,26]$ for details of the origin of these expressions. Using these definitions and (2.28), we can directly calculate that $\mathbb{J}_{n}\left(R+\mathfrak{J}\left\{K^{*} K\right\}\right)=\mathbb{J}_{n} R+\mathbb{J}_{n} \mathfrak{J}\left\{K^{*} K\right\}=A$ and $2 l \mathbb{J}_{n}\left[-K^{*} K^{\top}\right] \Gamma_{n}=B$. Using the last expression for $B$ and (2.29), we then also get that $C=P_{m}^{\top}\left[\begin{array}{c}K+K^{\#} \\ -\imath K+\imath K^{\#}\end{array}\right]$. This completes the proof.

It should be noted from the above theorem that, remarkably, physical realizability is equivalent to preservation of canonical commutation relations for $x(t)$ and $y(t)$. The notion of physical realizability and the physical realizability constraints on the systems matrices were first introduced in $[16,26]$ for the quadrature form.

### 2.5.2 Parameterization of Linear Dynamical Quantum Systems

From the exposition in the preceding sections, we see that there are two sets of parameters that can be used to parameterize linear quantum stochastic systems with the same number of inputs and outputs. The first is the set of three parameters ( $W, K, R$ ), with $W$ a $2 n \times 2 n$ Bogoliubov matrix, $K$ an $m \times 2 n$ complex matrix, and $R$ a real symmetric $2 n \times 2 n$ matrix, that describe the physical parameters of the system including the Hamiltonian $H$ and the linear coupling operator $L$. The other parameterization is via the system matrices $(A, B, C, D)$ that appear in the QSDE for the Heisenberg evolution (2.5) of the system.

The two parameterizations $(W, K, R)$ and $(A, B, C, D)$ are equivalent, and can be used interchangeably, according to which one may be more convenient for the purpose at hand. This is because of a bijective correspondence between the two parameterizations: to any given ( $W, K, R$ ) parametrization there corresponds a unique ( $A, B, C, D$ ) parameterization, and vice-versa. The $(A, B, C, D)$ matrices for a given set of $(W, K, R)$ matrices are given by (2.6)-(2.9) (recall that the class of symplectic matrices have a bijective correspondence with the class of Bogoliubov matrices). On the other hand, the ( $W, K, R$ ) parameterization can be obtained from a given set of ( $A, B, C, D$ ) matrices following the proof of Theorem 2.1.

### 2.5.3 Linear Dynamical Quantum Systems with Less Outputs Than Inputs

In general, not all the outputs of a system may be of interest or can be observed or utilized. In many situations, one may only be interested in certain pairs of the output field quadratures in $y(t)$ [16]. In the most general scenario, one can consider $y(t)$ having an even dimension $2 n_{y}<2 m$ and $D$ is a $2 n_{y} \times 2 m$ matrix satisfying $D \mathbb{J}_{m} D^{\top}=\mathbb{J}_{n_{y}}$. That is, we can consider outputs of the form:

$$
\begin{equation*}
d y(t)=C x(t) d t+D d w(t) \tag{2.31}
\end{equation*}
$$

with $C \in \mathbb{R}^{2 n_{y} \times 2 n}, D \in \mathbb{R}^{2 n_{y} \times 2 m}$ with $n_{y}<m$. Generalizing the notion discussed in Sect.2.5.1 (for the case where there are as many outputs as there are inputs), a linear quantum system with output (2.31) is physically realizable if and only if there exist matrices $C^{\prime} \in \mathbb{R}^{2\left(m-n_{y}\right) \times 2 n}$ and $D^{\prime} \in \mathbb{R}^{2\left(m-n_{y}\right) \times 2 m}$ such that the system

$$
\begin{align*}
d x(t) & =A x(t) d t+B d w(t) ; x(0)=x, \\
d y^{\prime}(t) & =\left[\begin{array}{c}
C \\
C^{\prime}
\end{array}\right] x(t) d t+\left[\begin{array}{c}
D \\
D^{\prime}
\end{array}\right] d w(t), \tag{2.32}
\end{align*}
$$

is physically realizable with the same number of inputs and outputs. Therefore the matrices $A, B,\left[C^{\top}\left(C^{\prime}\right)^{\top}\right]^{\top}$, and $\left[D^{\top}\left(D^{\prime}\right)^{\top}\right]^{\top}$ satisfy the constraints (2.28)-(2.30) when $C$ and $D$ in (2.29) and (2.30) are replaced by $\left[C^{\top}\left(C^{\prime}\right)^{\top}\right]^{\top}$ and $\left[D^{\top}\left(D^{\prime}\right)^{\top}\right]^{\top}$, respectively. We can easily obtain the following necessary and sufficient condition for physical realizability of linear quantum systems with less outputs than inputs see, e.g., [25].

Theorem 2.2 A linear quantum stochastic system with less outputs than inputs is physically realizable if and only if

$$
\begin{align*}
A \mathbb{J}_{n}+\mathbb{J}_{n} A^{\top}+B \mathbb{J}_{m} B^{\top} & =0,  \tag{2.33}\\
\mathbb{J}_{n} C^{\top}+B \mathbb{J}_{m} D^{\top} & =0,  \tag{2.34}\\
D \mathbb{J}_{m} D^{\top} & =\mathbb{J}_{n_{y}} . \tag{2.35}
\end{align*}
$$

Proof The necessity of (2.33)-(2.35) is immediate from the definition of physically realizable systems with less outputs than inputs given above and the physical realizability conditions for systems with the same number of input and outputs. For the sufficiency, first note that for $D$ satisfying (2.35), it follows from a construction used in the proof of [27, Lemma 6] that a matrix $D^{\prime} \in \mathbb{R}^{2\left(m-n_{y}\right) \times 2 m}$ can be constructed such that the matrix $\tilde{D}=\left[D^{\top}\left(D^{\prime}\right)^{\top}\right]^{\top}$ is symplectic. Now, define $C^{\prime}=D^{\prime} \mathbb{J}_{m} B^{\top} \mathbb{J}_{n}$ and $\tilde{C}=\left[C^{\top}\left(C^{\prime}\right)^{\top}\right]^{\top}$. Consider now a system $\tilde{G}$ with an equal number of inputs and outputs and system matrices $(A, B, \tilde{C}, \tilde{D})$. From the physical realizability conditions (2.33)-(2.35) and the definition of $C^{\prime}$ and $\tilde{C}$, it follows that $\tilde{G}$ satisfies (2.28)-(2.30) and is therefore physically realizable. It now follows from definition that the original
system with output $y(t)$, of smaller dimension than $w(t)$, is physically realizable. This completes the proof.

Thus the physical realizability constraints for systems with the same number of outputs as inputs, or less inputs than outputs, have essentially the same form, so the following corollary is immediate.

Corollary 2.1 An arbitrary linear quantum stochastic system is physically realizable if and only if

$$
\begin{align*}
A \mathbb{J}_{n}+\mathbb{J}_{n} A^{\top}+B \mathbb{J}_{m} B^{\top} & =0,  \tag{2.36}\\
\mathbb{J}_{n} C^{\top}+B \mathbb{J}_{m} D^{\top} & =0,  \tag{2.37}\\
D \mathbb{J}_{m} D^{\top} & =\mathbb{J}_{n y} . \tag{2.38}
\end{align*}
$$

Remark 2.2 All the results relating to linear quantum systems in this chapter depart from the assumption that the position and momentum operators satisfy the default CCR given by (2.3). However, these operators may be defined differently and satisfy a different CCR. For instance, one may wish to take as the position and momentum pair for the $j$-th oscillator $q_{j}^{\prime}=q_{j} / \sqrt{2}$ and $p_{j}^{\prime}=p_{j} / \sqrt{2}$ satisfying $\left[q_{j}^{\prime}, p_{j}^{\prime}\right]=\imath$, and defining $x^{\prime}=\left(q_{1}^{\prime}, p_{1}^{\prime}, q_{2}^{\prime}, p_{2}^{\prime}, \ldots, q_{n}^{\prime}, p_{n}^{\prime}\right)^{\top}$ as the canonical internal operator that will satisfy the CCR $\left[x^{\prime},\left(x^{\prime}\right)^{\top}\right]=\imath \mathbb{J}_{n}$. More generally, one may take $x^{\prime}=\mathrm{T} x$ satisfying $\left[x^{\prime},\left(x^{\prime}\right)^{\top}\right]=2 l \mathrm{~T} \mathbb{J}_{n} \mathrm{~T}^{\top}$, with an invertible real $2 n \times 2 n$ matrix T that would typically be diagonal. All of the structural results for linear quantum systems that have been obtained can be adapted to this different choice of CCR by making the substitutions (given here for the real quadrature form):

$$
\begin{array}{r}
\mathrm{TAT}^{-1} \rightarrow A, \mathrm{~T} B \rightarrow B, C \mathrm{~T}^{-1} \rightarrow C \\
\mathrm{~T}_{n} \mathrm{~T}^{\top} \rightarrow \mathbb{J}_{n}, \mathrm{~T}^{-\top} R \mathrm{~T}^{-1} \rightarrow R, K \mathrm{~T}^{-1} \rightarrow K
\end{array}
$$

while the system matrix $D$ and scattering matrix $S$ remain the same.

### 2.6 Stability of Linear Quantum Systems

As with classical linear systems, one can define a notion of stability for linear quantum systems. We will do this for systems in quadrature form but analogous notions and results also hold for systems in complex mode form. Consider a linear quantum system in quadrature form driven by fields that are all in the vacuum state. Then quantum expectation of $\langle x(t)\rangle$ is given by the ODE

$$
\langle\dot{x(t)}\rangle=A\langle x(t)\rangle .
$$

The system is said to be:

- Asymptotically stable or simply stable if $|\langle x(t)\rangle| \rightarrow 0$ as $t \rightarrow \infty$ for any initial state of the system.
- Marginally stable if $|\langle x(t)\rangle|$ does not go to 0 as $t \rightarrow \infty$, but remains bounded at all times $t \geq 0$ for any initial state of the system.
- Unstable if there exists some initial state of the system such that $|\langle x(t)\rangle| \rightarrow \infty$ as $t \rightarrow \infty$.

From standard linear state-space theory, we immediately have necessary and sufficient conditions for a system to be (asymptotically) stable, marginally stable and unstable. These are:

- A system is stable if and only $A$ is Hurwitz. That is, all its eigenvalues have a negative real part.
- A system is marginally stable if and only if $A$ has one or more eigenvalues on the imaginary axis with geometric multiplicity equal to its algebraic multiplicity while all other remaining eigenvalues have negative real part.
- A system is unstable if and only if $A$ has at least one eigenvalue with positive real part or one eigenvalue on the imaginary axis with geometric multiplicity less than its algebraic multiplicity.

One can associate a natural energy functional to a linear quantum system. This energy functional $\mathcal{E}(x(t))$ is defined by

$$
\mathcal{E}(x(t))=\sum_{j=1}^{n}\left\langle q_{j}(t)^{2}+p_{j}(t)^{2}\right\rangle=\operatorname{Tr}(\langle P(t)\rangle),
$$

where $P(t)=(1 / 2)\left(x(t) x(t)^{\top}+\left(x(t) x(t)^{\top}\right)^{\top}\right)$. Note that $P(t)=P(t)^{\top}$ and $\langle P(t)\rangle \geq 0$. Suppose that the system has some initial energy but not receiving any energy from the external input fields (all are in the vacuum state). Then $P(t)$ satisfies the Lyapunov differential equation:

$$
\dot{P}(t)=A P(t)+P(t) A^{\top}+B B^{\top},
$$

with initial condition $P(0)=(1 / 2)\left\langle x x^{\top}+\left(x x^{\top}\right)^{\top}\right\rangle$. Notice that when the system is stable, $A$ is Hurwitz and $\lim _{t \rightarrow \infty} P(t)=P_{\infty}$ exists, is unique, and given by the unique solution to the algebraic Lyapunov equation,

$$
A P_{\infty}+P_{\infty} A^{\top}+B B^{\top}=0
$$

Thus, when the system is stable the system's energy in the long time settles to a steady-state value. This is a necessity in applications as unbounded energy growth leads to the system being damaged or destroyed, so ensuring stability is an important goal in the control of linear quantum systems.

### 2.7 Gaussian States

The oscillators and the bosonic fields to which they can be coupled are defined on an infinite-dimensional Hilbert space. For the oscillator this is the Hilbert space $\otimes_{j=1}^{n} L^{2}(\mathbb{R} ; \mathbb{C}) \equiv L^{2}\left(\mathbb{R}^{n} ; \mathbb{C}\right)$, where $n$ is the number of oscillators, while for the bosonic fields it is the Fock space $\mathcal{F}_{m}=\Gamma_{s}\left(L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)\right)$, where $m$ is the multiplicity space of the field, i.e., the number of distinct bosonic fields. As such, on these fields there exist observables that have a continuous spectra which are the quantum analogue of real-valued random variables taking values in $\mathbb{R}$. Moreover, one can define states on the oscillator or field that are the quantum analogue of the Gaussian states in classical probability theory.

Gaussian states are defined differently for single-mode oscillators (a collection of oscillators with a single well-defined frequency) and bosonic fields, since the latter supports an infinite number of modes (in frequency). In this section, we provide a definition of Gaussian quantum states, beginning with the case of a collection of single-mode oscillators and then proceeding to define Gaussian states for bosonic fields. The treatment here closely follows [18, 19].

Gaussian states have a special status with respect to linear quantum systems. Due to their linear dynamics, linear quantum systems have the property that they preserve Gaussian states. This means that if the oscillators are initialized in a Gaussian state and input fields are in a Gaussian state, then the joint state of the oscillators and output fields will be in Gaussian state at all times in the system's evolution. This will be discussed in more detail in Sect.4.3.2 when quantum Kalman filters for linear quantum systems are introduced.

### 2.7.1 Gaussian State of a Collection of Single-Mode Oscillators

Consider a collection of $n$ independent harmonic oscillators on the collective Hilbert space $L^{2}\left(\mathbb{R}^{n} ; \mathbb{C}\right)=L^{2}(\mathbb{R} ; \mathbb{C})^{\otimes n}$, with annihilation operators $a_{1}, a_{2}, \ldots, a_{n}$. As before, we let $a=\left[\begin{array}{llll}a_{1} & a_{2} & \ldots & a_{n}\end{array}\right]^{\top}$, and introduce $\mathcal{S}_{n}$ to denote the set of all annihilation operators for $n$ independent oscillators, so $a \in \mathcal{S}(n)$. A quantum state on $L^{2}\left(\mathbb{R}^{n} ; \mathbb{C}\right)$ is said to be Gaussian if

$$
\begin{aligned}
& \left\langle\exp \left(l\left\{\left[u^{*} u^{\top}\right]\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right]\right)\right\}\right\rangle \\
& \quad=\exp \left\{-1 / 2\left[u^{*} u^{\top}\right] F\left[\begin{array}{c}
u \\
u^{\#}
\end{array}\right]+\iota\left[u^{*} u^{\top}\right]\left[\begin{array}{c}
\langle a\rangle \\
\left\langle a^{\#}\right\rangle
\end{array}\right]\right\},
\end{aligned}
$$

for all $u \in \mathbb{C}^{n}$ and for a positive semidefinite Hermitian matrix $F \geq 0$ given by

$$
F=\left\langle\left[\begin{array}{c}
a-\langle a\rangle  \tag{2.39}\\
(a-\langle a\rangle)^{\#}
\end{array}\right]\left[(a-\langle a\rangle)^{*}(a-\langle a\rangle)^{\top}\right]\right\rangle=\left[\begin{array}{cc}
I+N^{\top} & M \\
M^{*} & N
\end{array}\right]
$$

with

$$
\begin{equation*}
N_{j k}=\left\langle\left(a_{j}-\left\langle a_{j}\right\rangle\right)^{*}\left(a_{k}-\left\langle a_{k}\right\rangle\right)\right\rangle, \quad M_{j k}=\left\langle\left(a_{j}-\left\langle a_{j}\right\rangle\right)\left(a_{k}-\left\langle a_{k}\right\rangle\right)\right\rangle . \tag{2.40}
\end{equation*}
$$

We have the properties that $N=N^{*}$ and $M=M^{\top}$, and $F \geq 0$ implies that $N \geq 0$. $F$ is referred to as the "covariance matrix" of the Gaussian state. Note that the definition of a Gaussian state given above is based on a quantum generalization of the characteristic function of a classical Gaussian probability distribution, which uniquely identifies the distribution.

Let us now consider zero-mean states satisfying $\left\langle a_{j}\right\rangle=0$ for all $j$. The joint vacuum state of the $n$ oscillators is a special state corresponding to $N=0, M=0$, with $F=F_{\text {vac }}$ given by

$$
F_{\mathrm{vac}}=\left[\begin{array}{ll}
I & 0  \tag{2.41}\\
0 & 0
\end{array}\right] .
$$

Here the subscript vac stands for "vacuum."
For a fixed $N \geq 0, M$ is constrained by the condition that $F \geq 0$. When $n=$ $1, N$ and $M$ are scalars and the condition $F \geq 0$ is equivalent to $N \geq 0$ with $|M|^{2} \leq N(N+1)$. More generally, we can perform the diagonalization $V^{*} N V=$ $\operatorname{diag}\left(N_{1}, \ldots, N_{n}\right)$ for some unitary $V$, in which case new modes $a^{\prime}=V a$ can be defined. Then $N_{j}$ can be interpreted as the average number of quanta in the mode $a_{j}^{\prime}$. Note that, in general, one cannot simultaneously diagonalize $N$ and $M$.

### 2.7.1.1 Generalized Araki-Woods Representation

Given a zero-mean Gaussian state characterized by the covariance matrix $F$ in (2.39), modes having that state can be constructed via canonical transformations of vacuum modes. That is, we will show that for any Gaussian state for which $a$ has covariance $F$ given by (2.39), there exists a $2 n \times 4 n$ matrix $\tilde{S}_{0}$ such that

$$
\left[\begin{array}{c}
a  \tag{2.42}\\
a^{\#}
\end{array}\right]=\tilde{S}_{0}\left[\begin{array}{l}
a_{0} \\
a_{0}^{\#}
\end{array}\right]
$$

where $a_{0}=\left[\begin{array}{l}a_{1} \\ a_{2}\end{array}\right] \in \mathcal{S}(n+n)$ has vacuum statistics, and

$$
\begin{equation*}
\tilde{S}_{0} \tilde{S}_{0}^{b}=I . \tag{2.43}
\end{equation*}
$$

Indeed, we will construct $\tilde{S}_{0}=\Delta\left(E_{-}^{0}, E_{+}^{0}\right)$ for some $n \times 2 n$ matrices $E_{-}^{0}$, $E_{+}^{0}$. This can be viewed as a generalization of a construction by Araki and Woods [28] for non-squeezed thermal states, see [20, 29].

### 2.7.1.2 Construction of Araki-Woods Vacuum Representation

Step 1: Diagonalize $N$. Determine a unitary matrix $V \in \mathbb{C}^{n \times n}$ such that $V^{*} N V=$ $\operatorname{diag}\left(N_{1}, \ldots, N_{n}\right)$, with the eigenvalues ordered such that $N_{1} \geq \cdots \geq N_{n} \geq 0$. We can restrict our attention to the case with $N$ diagonalized in this manner.
Step 2: Ignore zero eigenvalues. Take the first $n_{+}$eigen values to be strictly positive, with the remaining $n_{0}=n-n_{+}$being zero. With respect to the eigen decomposition $\mathbb{C}^{n}=\mathbb{C}^{n_{+}} \oplus \mathbb{C}^{n_{0}}$, decompose $F$ as

$$
F=\left[\begin{array}{cccc}
I+N_{++} & 0 & M_{++} & M_{+0} \\
0 & I & M_{0+} & M_{00} \\
M_{++}^{\top} & M_{+0}^{\top} & N_{++} & 0 \\
M_{0+}^{\top} & M_{00}^{\top} & 0 & 0
\end{array}\right]
$$

However, if a positive semidefinite matrix has a zero on a diagonal then every entry on the corresponding row and column must vanish ${ }^{3}$ so that in fact,

$$
F \equiv\left[\begin{array}{cccc}
I+N_{++} & 0 & M_{++} & 0 \\
0 & I & 0 & 0 \\
M_{++}^{\top} & 0 & N_{++} & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

We can thus restrict our attention to the case where $N$ is diagonal and positive definite (thus invertible).
Step 3: Explicit Construction. We begin by noting the constraint $I+N \geq M N^{-1} M^{*}$, which follows from

$$
0 \leq\left[\begin{array}{cc}
I-M N^{-1} \\
0 & 0
\end{array}\right] F\left[\begin{array}{cc}
I-M N^{-1} \\
0 & 0
\end{array}\right]^{*}=\left[\begin{array}{cc}
I+N-M N^{-1} M^{*} & 0 \\
0 & 0
\end{array}\right]
$$

Now, introduce the matrices $X, Y, Z$ defined by:

$$
\begin{aligned}
X & =\sqrt{I+N-M N^{-1} M^{*}} \\
Y & =\sqrt{N}=\operatorname{diag}\left(\sqrt{N_{1}}, \ldots, \sqrt{N_{n}}\right),
\end{aligned}
$$

[^6]$$
Z=M Y^{-1}
$$

Note that $Y=Y^{\top}$ and from $Z=M Y^{-1}$ we have that $Y Z^{\top}=M^{\top}=M=Z Y=Z Y^{\top}$. The matrices satisfy

$$
\begin{equation*}
X X^{*}-Y Y^{*}+Z Z^{*}=I \text { and } Y Z^{\top}=Z Y^{\top} \tag{2.44}
\end{equation*}
$$

Now take $b_{1}$ and $b_{2}$ to be any two distinct modes in $\mathcal{S}(n)$ (hence they are commuting). Fix the state to be the joint vacuum state for these two modes. Then we have the representation

$$
\begin{equation*}
a=X b_{1}+Y b_{2}^{\#}+Z b_{2} . \tag{2.45}
\end{equation*}
$$

Indeed, it can be straightforwardly verified that

$$
\begin{aligned}
\left\langle a^{\#} a^{\top}\right\rangle & =Y^{2}=N, \\
\left\langle a a^{\top}\right\rangle & =Z Y^{\top}=Z Y=M .
\end{aligned}
$$

We have thus constructed the representation (2.42) with $\tilde{S}_{0}=\Delta\left(E_{-}^{0}, E_{+}^{0}\right)$ and

$$
E_{-}^{0}=\left[\begin{array}{ll}
X & Z
\end{array}\right], \quad E_{+}^{0}=\left[\begin{array}{ll}
0 & Y
\end{array}\right]
$$

Property (2.43) follows from (2.44).

### 2.7.2 Gaussian States of the Field and Their Fock Space Representation

Consider $m$ continuous-mode bosonic fields indexed by $j=1,2, \ldots, m$ with annihilation field operators $b_{j}(t)$ satisfying the field commutation relations $\left[b_{j}(t)\right.$, $\left.b_{k}\left(t^{\prime}\right)^{*}\right]=\delta_{j k} \delta\left(t-t^{\prime}\right)$ and $\left[b_{j}(t), b_{k}\left(t^{\prime}\right)\right]=0$. Let us introduce the shorthand notation,

$$
\breve{b}=\left[\begin{array}{c}
b \\
b^{\#}
\end{array}\right] .
$$

A Gaussian state of a continuous-mode bosonic field is state with characteristic function of the form

$$
\begin{aligned}
& \left\langle\exp \left(\imath \int_{0}^{\infty} \breve{u}(t)^{*} \breve{b}(t) d t\right)\right\rangle \\
& \quad=\exp \left(-1 / 2 \int_{0}^{\infty} \breve{u}(t)^{*} F \breve{u}(t) d t+\imath \int_{0}^{\infty} \breve{u}(t)^{*}\langle\breve{b}(t)\rangle d t\right),
\end{aligned}
$$

for any $u \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)$. Here, as in the single-mode case, $F$ is a $2 m \times 2 m$ Hermitian matrix that is again of the form (2.39) with the entries of $N$ and $M$ specified by the correlation functions

$$
\begin{aligned}
\left\langle\left(b_{j}(t)-\left\langle b_{j}(t)\right\rangle\right)^{*}\left(b_{k}\left(t^{\prime}\right)-\left\langle b_{k}\left(t^{\prime}\right)\right\rangle\right)\right\rangle & =N_{j k} \delta\left(t-t^{\prime}\right) \\
\left\langle\left(b_{j}(t)-\left\langle b_{j}(t)\right\rangle\right)\left(b_{k}\left(t^{\prime}\right)-\left\langle b_{k}\left(t^{\prime}\right)\right\rangle\right)\right\rangle & =M_{j k} \delta\left(t-t^{\prime}\right)
\end{aligned}
$$

That is,

$$
\begin{equation*}
\left\langle(\breve{b}(t)-\langle\breve{b}(t)\rangle)\left(\breve{b}\left(t^{\prime}\right)-\left\langle\breve{b}\left(t^{\prime}\right)\right\rangle\right)^{*}\right\rangle \equiv F \delta\left(t-t^{\prime}\right) \tag{2.46}
\end{equation*}
$$

Following the treatment in [18], we now consider a zero-mean Gaussian state $\omega_{N, M}(\cdot)=\langle\cdot\rangle$ of $n$ continuous-mode bosonic fields with $\langle\breve{b}(t)\rangle=0$ for $t \geq 0$. An important special case is a joint vacuum Gaussian state, when $N=0$ and $M=0$. This is the state when the fields are all empty (contain no photons). The vacuum state for the field is completely specified by the characteristic function,

$$
\left\langle\exp \left(l \int_{0}^{\infty} \breve{u}(t)^{*} \breve{b}(t) d t\right)\right\rangle_{\mathrm{vac}}=\exp \left(-1 / 2 \int_{0}^{\infty} \breve{u}(t)^{*} F_{\mathrm{vac}} \breve{u}(t) d t\right)
$$

for any $u \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)$. For concreteness, let us use this definition to show that any component $w_{j}(t)$ of the quadrature noise $w(t)$ is a standard Wiener process under the vacuum state, as claimed in Sect.2.3.2. First, from its definition we immediately have that (i) $w_{j}(0)^{2}=0$ and $\left\langle w_{j}(t)\right\rangle=0$. Now, take $u_{\lambda}=\lambda e_{j} 1_{\left[t_{1}, t_{2}\right]}$ with $\lambda \in \mathbb{R}$ and $0 \leq t_{1} \leq t_{2}$ (recall that $e_{j}$ is a unit column vector with all entries 0 except for a 1 as the $j$-th component). From the definition of a vacuum state given above,

$$
\begin{aligned}
& \left\langle\exp \left(\imath \lambda\left(w_{j}\left(t_{2}\right)-w_{j}\left(t_{1}\right)\right)\right\rangle_{\mathrm{vac}}\right. \\
& \quad=\left\langle\exp \left(\imath \int_{t_{1}}^{t_{2}} d w_{j}(t)\right)\right\rangle_{\mathrm{vac}} \\
& \quad=\left\langle\exp \left(\imath \int_{0}^{\infty} u_{\lambda}(t)^{\top}\left(b(t)+b(t)^{\#}\right) d t\right)\right\rangle_{\mathrm{vac}} \\
& \quad=\left\langle\exp \left(-1 / 2 \int_{0}^{\infty}\left\|u_{\lambda}(t)\right\|^{2} d t\right)\right\rangle_{\mathrm{vac}} \\
& \quad=\exp \left(-1 / 2 \lambda^{2}\left(t_{2}-t_{1}\right)\right), \forall \lambda \in \mathbb{R}
\end{aligned}
$$

Therefore, (ii) the increment $w_{j}\left(t_{2}\right)-w_{j}\left(t_{1}\right)$ has the characteristic function of a zeromean Gaussian random variable with variance $t_{2}-t_{1}$. Moreover, by adaptedness we have that (iii) $\left\langle\left(w\left(t_{4}\right)-w\left(t_{3}\right)\right)\left(w\left(t_{2}\right)-w\left(t_{1}\right)\right)\right\rangle=\left\langle\left(w\left(t_{4}\right)-w\left(t_{3}\right)\right)\right\rangle\left\langle\left(w\left(t_{2}\right)-\right.\right.$ $\left.\left.w\left(t_{1}\right)\right)\right\rangle=0$ for all $t_{1}<t_{2}<t_{3}<t_{4}$, so that increments at disjoint time intervals are uncorrelated. Since $\left[w_{j}(t), w_{i}(s)\right]=0$ for all $s, t \geq 0$, from (i)-(iii) we conclude
that $w_{j}(t)$ has precisely the statistics of a standard Wiener process and is therefore a Fock space realization of the latter.

For field operators $b_{1}(t), b_{2}(t), \ldots, b_{m}(t)$ in a zero-mean jointly Gaussian state, we define $\mathcal{B}_{j}(f)=\int_{0}^{\infty} f(s)^{*} b_{j}(s) d s$ for any $f \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}\right)$ and its adjoint process $\mathcal{B}_{j}^{*}(f)=\int_{0}^{\infty} f(s) b_{j}(s)^{*} d s$ as they are well-defined and more regular mathematical objects, and can be manipulated using the Hudson-Partharathy quantum stochastic calculus. We introduce these notations to distinguish them from the earlier notations $\mathcal{A}_{j}(f)$ and $\mathcal{A}_{j}^{*}(f)$ that were assigned for the special case of a vacuum field state, if field $j$ is in the vacuum state then one can simply set $\mathcal{B}_{j}(f)$ to be $\mathcal{A}_{j}(f)$. The operators $\mathcal{B}_{j}(f)$ and $\mathcal{B}_{j}^{*}(f)$ satisfy the same commutation relations as $\mathcal{A}(f)$ and $\mathcal{A}^{*}(f),\left[\mathcal{B}_{j}(f), \mathcal{B}_{k}^{*}(g)\right]=\delta_{j k} \int_{0}^{\infty} f(s)^{*} g(s) d s$, and concrete realizations of $\mathcal{B}(f)=\left(\mathcal{B}_{1}(f), \mathcal{B}_{2}(f), \ldots, \mathcal{B}_{m}(f)\right)^{\top}$ and $\mathcal{B}(f)^{\#}=\left(\mathcal{B}_{1}^{*}(f), \mathcal{B}_{2}^{*}(f), \ldots, \mathcal{B}_{m}^{*}(f)\right)^{\top}$ on a suitable Hilbert space are dependent on the state of the field. However, for arbitrary Gaussian states one can relate the associated realizations of $\mathcal{B}(f)$ and $\mathcal{B}^{*}(f)$ to the vacuum state representation of these operators, via the generalized Araki-Woods representation from the previous section. In particular, any operator $\mathcal{B}(f)$ associated with a zero-mean Gaussian state $\omega_{N, M}$ has a Fock space representation of the form

$$
\begin{equation*}
\mathcal{B}(f)=X \mathcal{A}_{1}(f)+Y \mathcal{A}_{2}(f)^{\#}+Z \mathcal{A}_{2}(f), \tag{2.47}
\end{equation*}
$$

with complex $m \times m$ matrices $X, Y$, and $Z$ as constructed in the previous section, determined by the values of the parameters $N$ and $M$ of $\omega_{N, M}$, and where $\mathcal{A}_{1}(f)$ and $\mathcal{A}_{2}(f)$ are two independent vacuum annihilation processes that can each be realized on a distinct copy of the Fock space $\mathcal{F}_{m}$. Note that by construction $X, Y, Z$ guarantee that the commutation relations $\left[\mathcal{B}_{j}(f), \mathcal{B}_{k}^{*}(g)\right]=\delta_{j k} \int_{0}^{t} f(s)^{*} g(s) d s$ hold for any $f, g \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}\right)$.

The Itō table for a jointly Gaussian state of the fields can be directly constructed by exploiting the generalized Araki-Woods representation (2.47) and the vacuum Itō table. Recall that $\mathcal{A}_{1}(f)$ and $\mathcal{A}_{2}(f)$ in (2.47) are vacuum representations on distinct copies of the Fock space $\mathcal{F}_{m}$. The extended Ito table for the integrated operators $\mathcal{B}_{j}(t)=\mathcal{B}_{j}\left(1_{[0, t]}\right)$ and $\mathcal{B}_{j}^{*}(t)=\mathcal{B}_{j}^{*}\left(1_{[0, t]}\right)$ when the field is in an arbitrary Gaussian state is then

$$
\begin{array}{l|ll}
\times & d \mathcal{B}_{k}^{*} & d \mathcal{B}_{k}  \tag{2.48}\\
\hline d \mathcal{B}_{j} & \left(\delta_{j k}+N_{k j}\right) d t & M_{j k} d t \\
d \mathcal{B}_{3}^{*} & M_{1 .}^{*} d t & N_{i k} d t .
\end{array}
$$

Note that in general Gaussian states, the counting process $\Lambda$ need not be defined. We can also define a QSDE of the Hudson-Parthasarathy type but in which the vacuum field operators $\mathcal{A}$ and $\mathcal{A}^{\#}$ are replaced by field operators $\mathcal{B}$ and $\mathcal{B}^{\#}$ corresponding to a non-vacuum zero-mean jointly Gaussian state of the field. This yields the QSDE (without the counting process $\Lambda$ ),

$$
\begin{align*}
d U(t)=(- & \left(\iota H+1 / 2\left(L^{*}\left(I+N^{\top}\right) L+L^{\top} N L^{\#}-L^{*} M L^{\#}-L^{\top} M^{\#} L\right)\right) d t \\
& \left.+d \mathcal{B}(t)^{*} L-L^{*} d \mathcal{B}(t)\right) U(t) \tag{2.49}
\end{align*}
$$

with initial condition $U(0)=I$. As with the vacuum case, after interaction with the system, $\mathcal{B}$ is transformed to $\mathcal{B}^{\text {out }}$ according to $\mathcal{B}^{\text {out }}(t)=U(t)^{*} \mathcal{B}(t) U(t)$. Using (2.47), the QSDE can be expressed in terms of the vacuum operator $\mathcal{A}(t)=$ $\left[\mathcal{A}_{1}(t)^{\top} \mathcal{A}_{2}(t)^{\top}\right]^{\top}$,

$$
\begin{equation*}
d U(t)=\left(-\left(\imath H+L_{N, M}^{*} L_{N, M} / 2\right) d t+d \mathcal{A}(t)^{*} L_{N, M}-L_{N, M}^{*} d \mathcal{A}(t)\right) U(t) \tag{2.50}
\end{equation*}
$$

with

$$
L_{N, M}=\left[\begin{array}{c}
X^{*} L \\
Z^{*} L-Y^{\top} L^{\#}
\end{array}\right] .
$$

Example 2.3 An example of a non-vacuum zero-mean Gaussian state of a single bosonic field is a squeezed vacuum field state where the parameters $M \neq 0$ and $N \neq 0$ satisfy the identity $|M|^{2}=N(N+1)$. Such a field can be approximately produced in the laboratory using the DPA that was treated in Example 2.2. In the limit discussed in that example, where the DPA becomes idealized with an infinite bandwidth, its output is an ideal squeezed Gaussian field state satisfying the quantum Itō rule with

$$
\begin{array}{r}
N=\sinh ^{2} r_{0}=\frac{4 \kappa_{0} \epsilon_{0}}{\left(\kappa_{0}^{2}-\epsilon_{0}^{2}\right)^{2}}, \\
M=\cosh r_{0} \sinh r_{0}=\frac{2 \kappa_{0} \epsilon_{0}\left(\kappa_{0}^{2}-\epsilon_{0}^{2}\right)}{\left(\kappa_{0}^{2}-\epsilon_{0}^{2}\right)^{2}}
\end{array}
$$

It can be easily verified that the parameters $M$ and $N$ above satisfy $|M|^{2}=N(N+1)$. In practice, treating the output of the DPA as a squeezed bosonic field will be valid as long as it is driving a quantum system with sufficiently slower dynamics (sufficiently lower bandwidth) than the DPA itself.

### 2.7.3 Coherent States

The Gaussian states that we have discussed so far have a common feature, they all have zero mean. We shall now discuss an important class of nonzero-mean Gaussian states that model the output beam from a laser and can facilitate quantum feedback control. These are the coherent states, and we will now give describe the coherent states of single-mode oscillators and bosonic fields.

### 2.7.4 Coherent States of a Single-Mode Oscillator

A coherent state of a single-mode oscillator is a pure state of the oscillator that is indexed by a complex number $\alpha$ and denoted by $|\alpha\rangle$. The coherent state $|\alpha\rangle$ is a normalized eigenvector of the oscillator's annihilation operator corresponding to the eigenvalue $\alpha, a|\alpha\rangle=\alpha|\alpha\rangle$. In a coherent state, the annihilation operator has mean $\langle a\rangle=\langle\alpha| a|\alpha\rangle=\alpha$ and mean photon number of $\langle\alpha| a^{*} a|\alpha\rangle=|\alpha|^{2}$, while the complex "covariance" matrix $F$ defined in (2.39) corresponds to that of a vacuum state, with $N=M=0$. Therefore, the vacuum state of an oscillator is a particular coherent state with $\alpha=0$.

A coherent state with $\alpha \neq 0$ can be generated form the vacuum state $|0\rangle$ by applying a unitary displacement operator $D(\alpha)=\exp \left(\alpha a^{*}-\alpha^{*} a\right),|\alpha\rangle=D(\alpha)|0\rangle$. We have that $D(\alpha)^{*} a D(\alpha)=\alpha+a$, and we notice the duality between the Schrödinger picture state transformation $|0\rangle \stackrel{D(\alpha)}{\mapsto}|\alpha\rangle$ and Heisenberg picture operator transformation $b \xrightarrow{D(\alpha) *^{*}(\cdot) D(\alpha)} b+\alpha I,\langle\alpha| a|\alpha\rangle=\langle 0| a+\alpha|0\rangle$ for all $\alpha \in \mathbb{C}$. Therefore, $\alpha$ is also referred to as the amplitude of the coherent state.

### 2.7.5 Coherent States of a Bosonic Field

Coherent states of a bosonic field are directly related to the exponential vectors and can be interpreted in analogous way to the coherent states of single-mode oscillator. The coherent state of a single bosonic field is a pure state of the field that is indexed by a function $f \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}\right)$ and denoted by $|f\rangle$. It is simply a normalized version of the exponential vector $e(f)$,

$$
|f\rangle=\frac{e(f)}{\|e(f)\|}=e(f) \exp \left(-\|f\|^{2} / 2\right)
$$

It follows that that $A(g)|f\rangle=\langle g, f\rangle|f\rangle$, thus $|f\rangle$ is an eigenvector of $A(g)$ for any $g \in L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}\right)$ corresponding to the eigenvalue $\langle g, f\rangle$. More formally, in terms of the annihilation field operator $b(t)$ (satisfying $\left[b(t), b\left(t^{\prime}\right)^{*}\right]=\delta\left(t-t^{\prime}\right)$ and $\left[b(t), b\left(t^{\prime}\right)\right]=$ 0 ), we have that $b(t)|f\rangle=f(t)|f\rangle$ for all $t \geq 0$, mirroring the property of coherent states of a single-mode oscillator.

The analogue of the displacement operator $D(\alpha)$ for bosonic fields is the Weyl operator $W(g)$ defined through its action on the exponential vectors,

$$
W(g) e(f)=\exp \left(-l\langle g, f\rangle-\|f\|^{2} / 2-\|g\|^{2} / 2\right) e(f+g)
$$

From its definition, $W(f)$ is a unitary operator on $\Gamma_{s}\left(L^{2}\left(\mathbb{R}_{+}, \mathbb{C}\right)\right)$ and we have that $W(f)|\Omega\rangle=|f\rangle$, where $|\Omega\rangle=e(0)$ is the vacuum state of the bosonic filed. Therefore, any coherent state can be generated from $e(0)$ via $W(f)$. In the bosonic case, we also
have the duality between the Schroedinger state transformation $|\Omega\rangle \stackrel{W(g)}{\mapsto}|f\rangle$, with the Heisenberg picture transformation

$$
\mathcal{A}(g) \stackrel{W(g)^{*}(\cdot) W(g)}{\mapsto} W(g)^{*} \mathcal{A}(f) W(g),\langle f| \mathcal{A}(g)|f\rangle=\langle 0| W(g)^{*} \mathcal{A}(f) W(g)|0\rangle .
$$

Note that $W(f)=W\left(f_{t]}\right) \otimes W\left(f_{[t}\right)$. The Weyl operator $W\left(f_{t]}\right)$ with time index $t$ is an adapted process and satisfies the QSDE,

$$
d W\left(f_{t]}\right)=\left(-1 / 2|f(t)|^{2} d t+f(t) d \mathcal{A}(t)^{*}-f(t)^{*} d \mathcal{A}(t)\right) W\left(f_{t]}\right), W\left(f_{0]}\right)=I
$$

Thus we have that $W(f)=\lim _{t \rightarrow \infty} W\left(f_{t]}\right)$. The time-indexed Weyl operator is realized in the laboratory by an electro-optic modulator (EOM) to produce the state $W\left(f_{t}\right)|\Omega\rangle$. In the Heisenberg picture, the EOM implements the displacement $b(t) \mapsto$ $b(t)+f(t) I$, where $b(t)$ is a vacuum bosonic annihilation operator. Coherent states of a single-mode oscillator can be created in the steady-state by driving a stable linear quantum system with a coherent bosonic field. In the laboratory, this would be implemented by driving the inputs of the system with EOMs.

The treatment above can be easily extended to multiple quantum fields that are each in a coherent state. If there are $m$ fields each in a coherent state with amplitudes $f_{1}, f_{2}, \ldots, f_{m}$ then we replace the Hilbert space $L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}\right)$ with $L^{2}\left(\mathbb{R}_{+} ; \mathbb{C}^{m}\right)$, replace $f$ with the vector $f=\left(f_{1}, f_{2}, \ldots, f_{m}\right)^{\top}$, and generalize the Weyl operator $W\left(f_{t]}\right)$ according to the solution of the QSDE,

$$
d W\left(f_{t]}\right)=\left(-1 / 2\|f(t)\|^{2} d t+d \mathcal{A}(t)^{*} f(t)-f(t)^{*} d \mathcal{A}(t)\right) W\left(f_{t]}\right), \quad W\left(f_{0]}\right)=I
$$

Here $\mathcal{A}(t)$ is now a vector of $m$ annihilation processes, one for each field as before.
Since coherent fields can be generated from the vacuum, a system driven by coherent fields can be analyzed by referring it back to the vacuum. Suppose the system $G=(S, L, H)$ is driven by coherent fields with amplitude vector $f$. Then we can take all fields to be in the vacuum state and consider the joint unitary evolution of the system and vacuum fields given by $U_{f}(t)=U(t) W\left(f_{t}\right)$, where $U(t)$ is the unitary evolution of $G$ given by the Hudson-Parthasarathy QSDE. By applying the quantum Itō stochastic calculus, it is easy to show that $U_{f}(t)$ satisfies the QSDE,

$$
\begin{aligned}
d U_{f}(t)=( & -\left(\imath\left(H+\Im\left\{L^{*} S f(t)\right\}\right)+1 / 2(L+f(t) I)^{*}(L+f(t) I)\right) d t \\
& +d \mathcal{A}(t)^{*}(L+f(t) I)-(L+f(t) I)^{*} S d \mathcal{A}(t) \\
& \left.+\operatorname{Tr}\left((S-I) d \Lambda(t)^{\top}\right)\right) U_{f}(t)
\end{aligned}
$$

with initial condition $U_{f}(0)=I$. The vacuum driven system is thus $G_{\text {vac }}=(S, L+$ $\left.f I, H+\Im\left\{L^{*} S f\right\}\right)$. Let $j_{t}(\cdot)=U(t)^{*} \cdot U(t)$ as in Sect.2.1.4 and also let $j_{t}^{f}(\cdot)=$ $U_{f}(t)^{*} \cdot U_{f}(t)$. The equivalence between $G$ and the vacuum referred system $G_{\text {vac }}$ is in the sense that

$$
\langle f| j_{t}(X)|f\rangle=\langle\Omega| j_{t}^{f}(X)|\Omega\rangle, \forall X \in B(\mathfrak{h}) \text { and } \forall t \geq 0
$$

That is, for all $t \geq 0$, the quantum expectation of $j_{t}(X)$ under the coherent field $|f\rangle$ coincides with the quantum expectation of $j_{t}^{f}(X)$ under the vacuum state, for any bounded operator $X$ on $\mathfrak{h}$.

Finally, we remark that the QSDEs for the Weyl operator and $G_{\text {vac }}$ can have timedependent parameters, $S(t), L(t)$ and $H(t)$. For instance, in the case of $G_{\text {vac }}$, we have $L(t)=L+f(t) I$, and $H(t)=H+\Im\left\{L^{*} S f(t)\right\}$, while $S$ is not time-dependent. This is a slightly more general model than the one presented in Sect.2.1.4. However, this extension is valid and defines a unitary solution of the QSDE when $S(t), L(t)$, and $H(t)$ are adapted processes that are bounded for each $t, H(t)$ self-adjoint and $S(t)$ unitary for all $t \geq 0$ [30].
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# Chapter 3 <br> Realization Theory for Linear Dynamical Quantum Systems 


#### Abstract

This chapter presents a realization/network synthesis theory for linear quantum systems. This theory addresses the question of how one can go from an abstract description of a linear quantum system to a concrete realization of the system using quantum optical devices. Two distinct types of realization problems are introduced and treated: the strict (or hard) realization problem and the transfer function (or soft) realization problem. The system to be realized is decomposed into simpler subsystems, and how these subsystems can be realized, at least approximately, in the quantum optical setting is developed. In particular, it is shown that simpler realizations can be obtained for completely passive linear quantum systems.


In the previous chapter, the class of linear quantum systems was introduced, and the notion of physical realizability and parameterizations for this class has been elaborated upon. A natural question that follows from the theory of Chap. 2, and which is the theme of this chapter, is, given an abstract mathematical description of a linear quantum system in terms of linear QSDEs, what physical system would it correspond to? In other words, what physical system would realize an abstractly defined linear quantum system? To motivate this question further, we begin with a brief overview of aspects of linear electrical network synthesis that are relevant to our purposes in this chapter.

Well known in electrical engineering, and in systems and control theory in particular, is that a classical (continuous time, causal, linear time invariant) electrical network described by a set of (coupled) linear ordinary differential equations can be represented in different ways, for example with a frequency domain or transfer function representation, a modern state-space representation and, more recently, using Willems' behavioral representation [1]. In the case where the system is initially at rest (all initial conditions are zero), one can switch between the transfer

[^7]function and state-space representations for any given network. However, although one can associate a unique transfer function representation to a state-space representation, the converse is not true; for a given transfer function, there are infinitely many state-space representations. The state-space representation can be made to be unique (up to a similarity transformation of the state-space matrices) by requiring that the representation be of minimal order (i.e., the representation is both controllable and observable). The synthesis or realization problem in linear electrical networks theory deals with the inverse scenario where one is presented with a transfer function or state-space description of a linear system and would like to synthesize or build such a system from various linear electrical components such as resistors, capacitors, inductors, and op-amps. A particularly advantageous feature of the state-space representation, since it is given by a set of first-order ordinary differential equations, is that how a system can be systematically synthesized can be inferred directly from the representation. For instance, consider the following state-space system,
\[

$$
\begin{align*}
\frac{d x(t)}{d t} & =\left[\begin{array}{cc}
2 & 5 \\
-2 & -4
\end{array}\right] x(t)+\left[\begin{array}{c}
1 \\
0.1
\end{array}\right] u(t)  \tag{3.1}\\
y(t) & =\left[\begin{array}{ll}
0 & 1
\end{array}\right] x(t)+u(t)
\end{align*}
$$
\]

where $x(t)$ is the state, $u(t)$ is the input signal, and $y(t)$ is the output signal. In an electrical circuit, $u(t)$ could be the voltage at certain input ports of the circuit and $y(t)$ could be the voltage at another set of ports of the circuit, different from the input ports. This system can be implemented according to the schematic shown in Fig.3.1. This schematic can then be used to implement the system at the hardware level, Fig. 3.2 [2, Chap. 13]. However, linear electrical network synthesis is a mature subject that deals with much more than just how one can obtain some realization of a particular system. For instance, it also addresses the fundamental issues such as how a passive network, a network that does not require an external source of energy, can also be synthesized using only passive electrical components. The primary objective in this chapter is to develop an analogously systematic method for synthesizing arbitrarily complex linear quantum systems described by a linear QSDE. A general


Fig. 3.1 Schematic for the implementation of the classical system (3.1). Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved


Fig. 3.2 Hardware implementation of the schematic diagram shown in Fig.3.1. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved
theory for static linear quantum networks that do not contain dynamical components was developed in [4], whereas the synthesis theory for linear dynamical quantum systems was initiated in [3]. In the context of linear quantum systems, there are two distinct types of realization problems that can be considered:

1. Strict or hard realization. This is the problem of realizing the parameters $(S, K, R)$ of a given linear quantum system $G$.
2. Transfer function or soft realization. This is the problem of realizing the transfer function $\Xi_{G}[\cdot]$ of a quantum system $G$.

Notice that a solution to the strict realization problem also solves the transfer function realization problem, but the converse is false. In the soft problem, there are additional degrees of freedom that can be exploited to achieve the realization. Namely, there is freedom to transform to a different collection of internal degrees of freedom that may simplify the realization problem. This will be made clear in Sect.3.3. We begin by considering the strict realization problem for linear quantum systems, following the development in [3].

### 3.1 Architecture for Strict Realization

### 3.1.1 The Concatenation and Series Product and Reducible Quantum Networks

We first recall the formalisms of concatenation product, series product, and reducible networks (with respect to the series product) that were introduced in [5] for the
manipulation of networks of general open Markov quantum systems (in the limit of zero time delays for fields to propagate between network components).

Let $G_{1}=\left(S_{1}, K_{1} x_{1,0},(1 / 2) x_{1,0}^{\top} R_{1} x_{1,0}\right)$ and $G_{2}=\left(S_{2}, K_{2} x_{2,0},(1 / 2) x_{2,0}^{\top} R_{2} x_{2,0}\right)$ be two linear quantum systems, where $x_{k, 0}=x_{k}(0)$. The concatenation product $G_{1} \boxplus G_{2}$ is defined as

$$
G_{1} \boxplus G_{2}=\left(S_{1 \boxplus 2},\left(K_{1} x_{1,0}, K_{2} x_{2,0}\right)^{\top},(1 / 2) x_{1,0}^{\top} R_{1} x_{1,0}+(1 / 2) x_{2,0}^{\top} R_{2} x_{2,0}\right),
$$

where

$$
S_{1 \boxplus 2}=\left[\begin{array}{cc}
S_{1} & 0 \\
0 & S_{2}
\end{array}\right]
$$

We emphasize here that the definition allows the possibility that $x_{1,0}=x_{2,0}$ or that some components of $x_{1,0}$ coincide with those of $x_{2,0}$. If $G_{1}$ and $G_{2}$ are distinct oscillators (i.e., the components of $x_{1,0}$ act on a distinct Hilbert space to that of the components of $x_{2,0}$ ), the concatenation product simply groups together the variables of two non-interacting linear quantum systems to form a larger linear quantum system.

One can also pass the output of a system $G_{1}$ as the input to system $G_{2}$, as long as both systems have the same number of input and output channels. This kind of operation, which is the cascading or loading of $G_{2}$ onto $G_{1}$, is represented by the series product $G_{2} \triangleleft G_{1}$ defined by

$$
\begin{aligned}
G_{2} \triangleleft G_{1}=( & S_{2} S_{1}, K_{2} x_{2,0}+S_{2} K_{1} x_{1,0},(1 / 2) x_{1,0}^{\top} R_{1} x_{1,0} \\
& \left.+(1 / 2) x_{2,0}^{\top} R_{2} x_{2,0}+\frac{1}{2 l} x_{2,0}^{\top}\left(K_{2}^{*} S_{2} K_{1}-K_{2}^{\top} S_{2}^{\#} K_{1}^{\#}\right) x_{1,0}\right) .
\end{aligned}
$$

The resulting system $G_{2} \triangleleft G_{1}$ is again a linear quantum system with scattering matrix, coupling operator, and Hamiltonian as given by the above formula.

With concatenation and series products having been defined, we now arrive at the notion of a reducible network with respect to the series product, which we shall henceforth refer to more simply as just a reducible network. Suppose that a network consists of $l$ linear quantum systems $G_{k}=\left(S_{k}, L_{k}, H_{k}\right)$, with $L_{k}=$ $K_{k} x_{k, 0}$ and $H_{k}=(1 / 2) x_{k, 0}^{\top} R_{k} x_{k, 0}, k=1, \ldots, l$. A reducible quantum network $\mathcal{N}$ is simply a network that can be constructed from $G_{1}, G_{2}, \ldots, G_{l}$ by specifying a direct interaction Hamiltonian $H^{d}=\sum_{j} \sum_{k=j+1} x_{j, 0}^{\top} R_{j k} x_{k, 0}\left(R_{j k} \in \mathbb{R}^{2 \times 2}\right)$ and a list $\mathcal{S}=\left\{G_{k} \triangleleft G_{j}\right\}$ of series connections among $G_{j}$ and $G_{k}, j \neq k$, with the condition that a list of connections containing algebraic loops, such as $\left\{G_{2} \triangleleft G_{1}, G_{3} \triangleleft G_{2}, G_{1} \triangleleft\right.$ $\left.G_{3}\right\}$, are disallowed. Here, algebraic loops refer to loops in which the field entering a system $G_{j}$ as a particular input channel can return via some path as a component of the same input to $G_{j}$. The network $\mathcal{N}$ is again a linear quantum system and is denoted by $\mathcal{N}=\left\{\left\{G_{k}\right\}_{k=1, \ldots, l}, H^{d}, \mathcal{S}\right\}$. If $\mathcal{N}_{0}=\left\{\left\{G_{k}\right\}_{k=1, \ldots, l}, 0, \mathcal{S}\right\}=\left(S_{0}, L_{0}, H_{0}\right)$ is a reducible network, then $\mathcal{N}$ is simply $\mathcal{N}_{0}$ equipped with the direct interaction

Hamiltonian $H^{d}, \mathcal{N}=\mathcal{N}_{0} \boxplus(0,0, H)=\left(S_{0}, L_{0}, H_{0}+H^{d}\right)$. Algebraic loops are subtle and are beyond the scope of the theory in [5]. They can, however, be treated in the more general framework of quantum feedback networks developed in [6]. This section exploits the tools in [5], so the discussion is restricted to reducible networks. Fortunately, this is in fact sufficient to develop a network synthesis theory of linear quantum systems as will be shown in Sect.3.1.2. A network synthesis theory can also be developed following the more general theory of [6] and will be pursued in Sect.3.2.

Two important decompositions of a linear quantum system based on the series product that will be exploited in the ensuing development are

$$
\begin{align*}
& (S, L, H)=(I, L, H) \triangleleft(S, 0,0),  \tag{3.2}\\
& (S, L, H)=(S, 0,0) \triangleleft\left(I, S^{*} L, H\right), \tag{3.3}
\end{align*}
$$

where $(S, 0,0)$ represents a static passive linear network implementing the unitary matrix $S$.

### 3.1.2 Main Synthesis Theorem

Let us temporarily restrict our attention to the case of two distinct linear quantum systems coupled to $m$ independent bosonic fields, with $m$ output channels: an $n_{1}$ degree-of-freedom linear quantum system $G_{1}=\left(S_{1}, L_{1}, H_{1}\right)$ with canonical operators $x_{1}=\left(q_{1,1}, p_{1,1}, \ldots, q_{1, n_{1}}, p_{1, n_{1}}\right)^{\top}$, Hamiltonian operator $H_{1}=(1 / 2) x^{\top} R_{1} x_{1}$, coupling operator $L_{1}=K_{1} x_{1}$, and scattering matrix $S_{1}$, and, similarly, an $n_{2}$ degree-of-freedom linear quantum system $G_{2}=\left(S_{2}, L_{2}, H_{2}\right)$ with canonical operators $x_{2}=\left(q_{2,1}, p_{2,1}, \ldots, q_{2, n_{2}}, p_{2, n_{2}}\right)^{\top}$, Hamiltonian operator $H_{2}=(1 / 2) x_{2}^{\top} R_{2} x_{2}$, coupling operator $L_{2}=K_{2} x_{2}$, and unitary scattering matrix $S_{2}$.

Consider now a reducible quantum network $\mathcal{N}_{12}$ given by $\mathcal{N}_{12}=\left\{\left\{G_{1}, G_{2}\right\}, H_{12}^{d}\right.$, $\left.G_{2} \triangleleft G_{1}\right\}$, as shown in Fig. 3.3, where $H_{12}^{d}$ is a direct interaction Hamiltonian term between $G_{1}$ and $G_{2}$ given by


Fig. 3.3 Cascade connection of $G_{1}$ and $G_{2}$ with indirect interaction $H_{12}^{d}$. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved

$$
\begin{aligned}
H_{12}^{d} & =(1 / 2) x_{1}^{\top} R_{12} x_{2}+(1 / 2) x_{2}^{\top} R_{12}^{\top} x_{1}-\frac{1}{2 l}\left(L_{2}^{*} S_{2} L_{1}-L_{1}^{*} S_{2}^{*} L_{2}\right) \\
& =x_{2}^{\top} R_{12}^{\top} x_{1}-\frac{1}{2 l}\left(L_{2}^{*} S_{2} L_{1}-L_{2}^{\top} S_{2}^{\#} L_{1}^{\#}\right), \\
& =x_{2}^{\top}\left(R_{12}^{\top}-\frac{1}{2 l}\left(K_{2}^{*} S_{2} K_{1}-K_{2}^{\top} S_{2}^{\#} K_{1}^{\#}\right)\right) x_{1},
\end{aligned}
$$

with $R_{12} \in \mathbb{R}^{2 \times 2}$ and the second equality following from the fact that elements of $L_{1}$ commute with those $L_{2}$. Also, note that the matrix $\frac{1}{2 l}\left(K_{2}^{*} S_{2} K_{1}-K_{2}^{\top} S_{2}^{\#} K_{1}^{\#}\right)$ is real.

Some straightforward algebraic manipulations (see [5] for details) then show that

$$
\mathcal{N}_{12}=\left(S_{2} S_{1}, S_{2} L_{1}+L_{2}, H_{1}+H_{2}+H_{12}^{f}+H_{12}^{d}\right)
$$

where $H_{12}^{f}=\frac{1}{2 l}\left(L_{2}^{*} S_{2} L_{1}-L_{1}^{*} S_{2}^{*} L_{2}\right)$. Now, let us inspect the Hamiltonian term of $\mathcal{N}_{12}$. After substituting in the definition of $H_{1}, H_{2}, H_{12}^{d}$, and $H_{12}^{f}$, we have that

$$
H_{1}+H_{2}+H_{12}^{f}+H_{12}^{d}=(1 / 2)\left[x_{1}^{\top} x_{2}^{\top}\right]\left[\begin{array}{cc}
R_{1} & R_{12} \\
R_{12}^{\top} & R_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]
$$

Letting $x=\left(x_{1}^{\top}, x_{2}^{\top}\right)^{\top}, S_{2 \leftarrow 1}=S_{2} S_{1}$, and defining

$$
\begin{align*}
& R=\left[\begin{array}{cc}
R_{1} & R_{12} \\
R_{12}^{\top} & R_{2}
\end{array}\right],  \tag{3.4}\\
& K=\left[\begin{array}{ll}
S_{2} K_{1} & K_{2}
\end{array}\right] \tag{3.5}
\end{align*}
$$

we see that

$$
\begin{equation*}
\mathcal{N}_{12}=\left(S_{2 \leftarrow 1}, K x, \frac{1}{2} x^{\top} R x\right) \tag{3.6}
\end{equation*}
$$

Therefore, $\mathcal{N}_{12}=\left(S_{2 \leftarrow 1}, L_{2 \leftarrow 1}, H_{2 \leftarrow 1}\right)$, with $S_{2 \leftarrow 1}=S_{2} S_{1}, \quad L_{2 \leftarrow 1}=K x$, and $H_{2 \leftarrow 1}=(1 / 2) x^{\top} R x$. By repeated application of the above construction, we can prove the following synthesis theorem.

Theorem 3.1 Let $G$ be an $n$ degree-of-freedom linear quantum system with Hamiltonian matrix $R \in \mathbb{R}^{2 n \times 2 n}$, coupling matrix $K \in \mathbb{C}^{m \times 2 n}$, and unitary scattering matrix $S \in \mathbb{C}^{m \times m}$. Let $R$ be written in terms of blocks of $2 \times 2$ matrices as $R=\left[R_{j k}\right]_{j, k=1, \ldots, n}$, where the $R_{j k}$ 's are real $2 \times 2$ matrices satisfying $R_{k j}=R_{j k}^{\top}$ for all $j, k$, and let $K$ be written as

$$
K=\left[\begin{array}{llll}
K_{1} & K_{2} & \ldots & K_{n}
\end{array}\right]
$$

where, for each $j, K_{j} \in \mathbb{C}^{m \times 2}$. Let $G_{j}=\left(S_{j}, \tilde{K}_{j} x_{j},(1 / 2) x_{j}^{\top} R_{j j} x_{j}\right)$ for $j=1, \ldots, n$ be independent linear quantum systems with canonical operators $x_{j}=\left(q_{j}, p_{j}\right)^{\top}, m$ output fields, Hamiltonian matrix $R_{j j}$, coupling matrix $\tilde{K}_{j}$, and scattering matrix
$S_{j}$. Also, define $S_{k \leftarrow j}$ for $j \leq k+1$ as $S_{k \longleftarrow j}=\prod_{l=j}^{k} S_{l}=S_{k} \cdots S_{j+1} S_{j}$ for $j<k$, $S_{k \leftrightarrow k}=S_{k}$, and $S_{k \leftrightarrow k+1}=I_{m \times m}$, and let $H^{d}$ be a direct interaction Hamiltonian given by

$$
\begin{equation*}
H^{d}=\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} x_{k}^{\top}\left(R_{j k}^{\top}-\frac{1}{2 l}\left(\tilde{K}_{k}^{*} S_{k \leftarrow j+1} \tilde{K}_{j}-\tilde{K}_{k}^{\top} S_{k \longleftarrow j+1}^{\#} \tilde{K}_{j}^{\#}\right)\right) x_{j} \tag{3.7}
\end{equation*}
$$

If $S_{1}, \ldots, S_{n}$ satisfies $S_{n} S_{n-1} \cdots S_{1}=S$ and $\tilde{K}_{k}$ satisfies $\tilde{K}_{k}=S_{n<k+1}^{*} K_{k}$ for $k=1, \ldots, n$, then the reducible network of harmonic oscillators $\mathcal{N}$ given by $\mathcal{N}=\left\{\left\{G_{1}, \ldots, G_{n}\right\}, H^{d},\left\{G_{2} \triangleleft G_{1}, G_{3} \triangleleft G_{2}, \ldots, G_{n} \triangleleft G_{n-1}\right\}\right\}$ is equivalent to $G$. That is, $G$ can be synthesized as a series connection $G_{n} \triangleleft \ldots \triangleleft G_{2} \triangleleft G_{1}$ of $n$ one degree-of-freedom linear quantum systems, along with a suitable bilinear direct interaction Hamiltonian involving the canonical operators of these systems. In particular, if $S=I_{m \times m}$ (no scattering), then $S_{k}$ can be chosen to be $S_{k}=I_{m \times m}$ and $\tilde{K}_{k}$ can be chosen to be $\tilde{K}_{k}=K_{k}$ for $k=1, \ldots, n$.
Proof Let $H_{j}=(1 / 2) x_{j}^{\top} R_{j j} x_{j}, L_{j}=\tilde{K}_{j} x_{j}$, and

$$
H_{k}^{f}=\sum_{j=2}^{k}\left(L_{j}^{*} \sum_{l=1}^{j-1} S_{j \longleftarrow l+1} L_{l}-\sum_{l=1}^{j-1} L_{l}^{*} S_{j \longleftarrow l+1}^{*} L_{j}\right), \quad k \geq 2 .
$$

We start with the series connection $G_{12}=G_{2} \triangleleft G_{1}$. It is given by

$$
G_{12}=\left(S_{2} S_{1}, S_{2} L_{1}+L_{2}, H_{1}+H_{2}+H_{2}^{f}\right)
$$

Repeating this calculation recursively for $G_{123}=G_{3} \triangleleft G_{12}, G_{1234}=G_{4} \triangleleft G_{123}, \ldots$, $G_{12 \ldots n}=G_{n} \triangleleft G_{12 \ldots(n-1)}$, we finally obtain that

$$
G_{12 \ldots n}=\left(S_{n \longleftarrow-1}, \sum_{k=1}^{n} S_{n \longleftarrow k+1} L_{k}, \sum_{k=1}^{n} H_{k}+H_{n}^{f}\right) .
$$

Now, noting that $H_{n}^{f}$ may be rewritten as

$$
\begin{aligned}
H_{n}^{f} & =\frac{1}{2 l} \sum_{j=1}^{n-1} \sum_{k=j+1}^{n}\left(L_{k}^{*} S_{k \leftarrow j+1} L_{j}-L_{j}^{*} S_{k<j+1}^{*} L_{k}\right) \\
& =\frac{1}{2 l} \sum_{j=1}^{n-1} \sum_{k=j+1}^{n}\left(L_{k}^{*} S_{k \leftarrow j+1} L_{j}-L_{k}^{\top} S_{k \leftrightarrow j+1}^{\#} L_{j}^{\#}\right) \\
& =\frac{1}{2 l} \sum_{j=1}^{n-1} \sum_{k=j+1}^{n} x_{k}^{\top}\left(\tilde{K}_{k}^{*} S_{k \leftarrow j+1} \tilde{K}_{j}-\tilde{K}_{k}^{\top} S_{k \leftarrow j+1}^{\#} \tilde{K}_{j}^{\#}\right) x_{j},
\end{aligned}
$$

where the second equality holds since $L_{j}$ commutes with $L_{k}$ whenever $j \neq k$, we have that

$$
\begin{aligned}
\sum_{k=1}^{n} H_{k}+H_{n}^{f}+H^{d} & =(1 / 2) \sum_{j=1}^{n} \sum_{k=1}^{n} x_{j} R_{j k} x_{k}=(1 / 2) x^{\top} R x, \\
x & =\left(x_{1}^{\top}, x_{2}^{\top}, \ldots, x_{n}^{\top}\right)^{\top} .
\end{aligned}
$$

Therefore, if $S_{1}, \ldots, S_{n}$ and $\tilde{K}_{1}, \ldots, \tilde{K}_{n}$ satisfy the conditions stated in the theorem, we find that $\mathcal{N}=\left\{\left\{G_{1}, \ldots, G_{n}\right\}, H_{d},\left\{G_{2} \triangleleft G_{1}, G_{3} \triangleleft G_{2}, \ldots, G_{n} \triangleleft G_{n-1}\right\}\right.$ is given by

$$
\mathcal{N}=\left(S, K x,(1 / 2) x^{\top} R x\right) .
$$

That is, $\mathcal{N}$ is a linear quantum system with Hamiltonian matrix $R$, coupling matrix $K$, and scattering matrix $S$, and is therefore equivalent to $G$. This completes the proof of the synthesis theorem.

Thus, according to the theorem, synthesis of an arbitrary $n$ degree-of-freedom linear dynamical quantum system is in principle possible if the following two requirements can be fulfilled:

1. Arbitrary one degree-of-freedom linear quantum systems $G=(I, L, H)$ can be synthesized. It follows from this that general one degree-of-freedom linear quantum systems $G^{\prime}=(S, L, H)$ can be synthesized as $G^{\prime}=(I, L, H) \triangleleft(S, 0,0)$.
2. The bilinear interaction Hamiltonian $H^{d}$ as given by (3.7) can be synthesized.

### 3.1.3 Systematic Synthesis of Linear Quantum Systems

This section details the construction of arbitrary one degree-of-freedom linear quantum systems and implementation of bilinear direct interactions among the canonical operators of these systems, at least approximately. The focus is on realization in the quantum optical domain, using various linear and nonlinear quantum optical components, though realizations in other physical platforms are also possible so long as they support linear dynamics in the Heisenberg picture.

We begin with a description of some key quantum optical components that will be required for the synthesis. This is followed by a discussion of general synthesis of one degree-of-freedom linear quantum systems and finally by a discussion of the implementation of bilinear direct interaction Hamiltonians between distinct one degree-of-freedom linear quantum systems.

### 3.1.3.1 Essential Quantum Optical Components

## Optical Cavities

An optical cavity is depicted in Fig. 3.4. It is essentially a system of fully reflecting or partially transmitting mirrors in which light can be trapped, either bounced repeatedly from the mirrors to form a standing wave or circulating inside the cavity (as in a ring cavity). If partially transmitting mirrors are present, then light can escape from the cavity, producing an output field and also acting as source of loss.

An optical cavity has a Hamiltonian of the form $H_{c a v}=\omega_{c a v} a^{*} a$, where $\omega_{c a v}$ is the resonance frequency of the cavity and $a=\frac{q+l p}{2}$ is the (non-self-adjoint) cavity annihilation operator (or cavity mode) satisfying $\left[a, a^{*}\right]=1$. Here, $q=a+a^{*}$ is the position operator of the cavity mode (also called the amplitude quadrature of the mode), and $p=-\imath a+\imath a^{*}$ is the momentum operator of the cavity mode (also called the phase quadrature of the mode). If M is a partially transmitting mirror, then photons escaping the cavity through this mirror can be modeled as the interaction of M with a vacuum bosonic noise field $\mathcal{A}(t)$ incident at this mirror via the idealized Hamiltonian $H_{\text {int }}$ of the form (1.24), taking $j=1$ and $L=\sqrt{\kappa} a$, where $\kappa$ is a positive constant called the mirror decay rate or coupling coefficient. When there are several leaky mirrors, then the collective escape of photons through these mirrors can be modeled by a sum of such interaction Hamiltonians, one for each mirror and with each mirror interacting with its own distinct incident vacuum bosonic field. The total cavity Hamiltonian is then just the sum of $H_{c a v}$ and all the interaction Hamiltonians. Note that, in general, the field incident at a transmitting mirror need not be a vacuum field, but can be other types of fields, such as a coherent laser beam. Nonetheless, the interaction of the cavity mode with such fields via the mirrors will still be governed by (1.24) with a coupling operator of the form $L=\sqrt{\kappa} a$.


Fig. 3.4 Two types of optical cavities: a standing wave or Fabry-Perot cavity (left) and a (three mirror) ring cavity (right). Arrows indicate the direction of propagation of light in the cavity. Black rectangles denote fully reflecting mirrors, while white rectangles denote partially transmitting mirrors. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved

## Degenerate Parametric Amplifier

An optical cavity can be equipped with a $\chi^{(2)}$ nonlinear optical crystal and a classical pump beam in the configuration of a degenerate parametric amplifier (DPA), following the treatment in [7, Sect. 10.2] and as introduced earlier in Sect. 1.5.3. However, in this chapter, DPA will be used to refer to the internal dynamics of the device in Sect. 1.5.3 rather than its input-output dynamics. The pump beam serves as a source of quanta that facilitates an interaction in the nonlinear crystal in which photons of the pump beam are annihilated to create photons of the cavity mode. In an optical cavity, such as the ring cavity shown in Fig. 3.5, a crystal can be positioned in one arm of the cavity (e.g., in the arm between mirrors M1 and M2) and shone with a strong coherent pump beam of (angular) frequency $\omega_{p}=2 \omega_{r}$, where $\omega_{r}$ is some reference frequency. The mirrors at the end of the arms should be chosen such that they fully transmit light beams of frequency $\omega_{p}$. A schematic representation of a DPA (a nonlinear crystal with a classical pump) is shown in Fig.3.6.

Remark 3.1 In the remaining figures, black rectangles will be used to denote mirrors that are fully reflecting at the cavity frequency and fully transmitting at the pump


Fig. 3.5 A DPA consisting of a classically pumped nonlinear crystal in a three-mirror ring cavity. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved


Fig. 3.6 Schematic representation of a DPA. The white rectangle symbolizes the nonlinear crystal, while the diagonal arrow into the rectangle denotes the pump beam. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved
frequency (whenever a pump beam is employed), while white rectangles denote partially transmitting mirrors at the cavity frequency.

Let $a=\frac{q+l p}{2}$ be the cavity mode, and let the cavity frequency be $\omega_{c a v}=\omega_{r}+\Delta$, where $\Delta$ is the detuning from the reference frequency $\omega_{r}$. Under the assumption that the pump beam is intense and undepleted in the interaction, it may be treated as being classical, in which case the crystal-pump-cavity interaction can be modeled by the (time-varying) Hamiltonian $H(t)=\omega_{c a v} a^{*} a+\frac{l}{2}\left(\epsilon e^{-i \omega_{p} t}\left(a^{*}\right)^{2}-\epsilon^{*} e^{\imath \omega_{p} t} a^{2}\right)$ [7, Eq. 10.2.1], where $\epsilon$ is a complex number representing the effective pump amplitude (i.e., the amplitude of the beam scaled by a constant of the nonlinear crystal). By moving to a rotating frame with respect to $\omega_{r}=\omega_{p} / 2$ (i.e., applying the transformation $a \mapsto a e^{-l \omega_{p} t / 2}$; see [7, Sect. 10.2.1] for a derivation of the equations of motion of the DPA in the rotating frame), $H$ can be rewritten as

$$
H=\Delta a^{*} a+\frac{l}{2}\left(\epsilon\left(a^{*}\right)^{2}-\epsilon^{*} a^{2}\right)
$$

and expressed compactly as $H=(1 / 2) x_{0}^{\top} R x_{0}+c\left(\right.$ recall $\left.x_{0}=(q, p)^{\top}\right)$, where

$$
R=1 / 2\left[\begin{array}{cc}
\Delta+\frac{l}{2}\left(\epsilon-\epsilon^{*}\right) & \frac{1}{2}\left(\epsilon+\epsilon^{*}\right)  \tag{3.8}\\
\frac{1}{2}\left(\epsilon+\epsilon^{*}\right) & \Delta-\frac{l}{2}\left(\epsilon-\epsilon^{*}\right)
\end{array}\right],
$$

and $c$ is a real number. Since $c$ merely contributes a phase factor that has no effect on the overall dynamics of the system operators, it can simply be ignored. That is, in the rotating frame, the DPA can be treated as a harmonic oscillator with fixed quadratic Hamiltonian (1/2) $x_{0}^{\top} R x_{0}$.

## Two-Mode Squeezing

Beams propagating inside two cavities can be made to interact by having their paths intersect inside a $\chi^{(2)}$ nonlinear optical crystal and pumping the crystal with a pump beam as a source of quanta. For instance, in a $\chi^{(2)}$ optical crystal in which two cavities interact with an undepleted classical pump beam, as depicted in Fig. 3.7, the interaction can be modeled by the Hamiltonian

$$
H(t)=\frac{l}{2}\left(\epsilon e^{-l \omega_{p} t} a_{1}^{*} a_{2}^{*}-\epsilon^{*} e^{\imath \omega_{p} t} a_{1} a_{2}\right)
$$

where $\epsilon$ is a complex number representing the effective amplitude of the pump beam and $\omega_{p}$ is the pump beam frequency. Moving to a rotating frame at half the pump frequency by applying the transformation $a_{1} \mapsto a_{1} e^{l\left(\omega_{p} / 2\right) t}$ and $a_{2} \mapsto$ $a_{2} e^{t\left(\omega_{p} / 2\right) t}, H(t)$ can be expressed in this new frame in the time-invariant form $H=$ $\frac{1}{2}\left(\epsilon a_{1}^{*} a_{2}^{*}-\epsilon^{*} a_{1} a_{2}\right)$. This kind of Hamiltonian is called a two-mode squeezing Hamiltonian, as it affects simultaneous squeezing in the quadratures of two independent

Fig. 3.7 Two cavity modes interacting in a single classically pumped nonlinear crystal. The diagonal arrow into the crystal denotes the pump beam. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved


Fig. 3.8 Schematic representation of a two-mode squeezer. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved

modes that are linear combinations of $a_{1}$ and $a_{2}$. It will play an important role later on in this chapter. For further details on the physical theory of two-mode squeezing, see [8, 9] (Fig. 3.8).

Remark 3.2 It is implicitly assumed that the equations of motion for a collection of linear quantum systems are given with respect to a common rotating frame of frequency $\omega_{r}$, including the transformation of all bosonic fields $\mathcal{A}_{i}(t)$ according to $\mathcal{A}_{i}(t) \mapsto \mathcal{A}_{i}(t) e^{i \omega_{r} t}$, and that all classical pumps employed are of frequency $\omega_{p}=$ $2 \omega_{r}$. This is a natural setting in quantum optics where a rotating frame is essential for obtaining linear time-invariant QSDE models for active devices that require an external source of quanta. In a control setting, this means both the quantum plant and the controller equations have been expressed in the same rotating frame.

## Static Linear Optical Devices and Networks

Static linear optical devices implement a constant frequency-independent linear transformation of fields. Such transformations are represented by a complex square matrix and can be applied to a set of independent incoming single-mode fields $a=$ $\left(a_{1}, a_{2}, \ldots a_{m}\right)^{\top}$ to produce an equal number $a^{\prime}=\left(a_{1}^{\prime}, a_{2}^{\prime}, \ldots a_{m}^{\prime}\right)^{\top}$ of independent
outgoing fields. The incoming and outgoing fields satisfy the CCR for single-mode oscillators. However, the incoming fields may also be vacuum bosonic fields $\mathcal{A}(t)=$ $\left(\mathcal{A}_{1}(t), \mathcal{A}_{2}(t), \ldots, \mathcal{A}_{m}(t)\right)^{\top}$ with outgoing bosonic fields (that need no longer be in the vacuum state) $\mathcal{Y}(t)=\left(\mathcal{Y}_{1}(t), \mathcal{Y}_{2}(t), \ldots, \mathcal{Y}_{m}(t)\right)^{\top}$. For bosonic fields, the commutation relations are $\left[d \mathcal{A}_{j}(t), d \mathcal{A}_{k}(t)\right]=0$ and $\left[d \mathcal{A}_{j}(t), d \mathcal{A}_{k}(t)^{*}\right]=\delta_{j k} d t$. To avoid cumbersome and unnecessary repetitions, in the following we restrict the discussion to the operation of a static linear optical device on single-mode fields. The operation is completely analogous for bosonic incoming and outgoing fields, requiring only the obvious substitutions $a \rightarrow \mathcal{A}(t), a^{\prime} \rightarrow \mathcal{Y}(t),\left[a_{j}, a_{k}\right]=$ $0 \rightarrow\left[d \mathcal{A}_{j}(t), d \mathcal{A}_{k}(t)\right]=0$, and $\left[a_{j}, a_{k}^{*}\right]=\delta_{j k} \rightarrow\left[d \mathcal{A}_{j}(t), d \mathcal{A}_{k}(t)^{*}\right]=\delta_{j k} d t$, etc.

The action of a static linear optical device can mathematically be expressed as

$$
\left[\begin{array}{l}
a^{\prime} \\
a^{\prime \#}
\end{array}\right]=Q\left[\begin{array}{l}
a \\
a^{\#}
\end{array}\right] ; Q=\left[\begin{array}{ll}
Q_{1} & Q_{2} \\
Q_{2}^{\#} & Q_{1}^{\#}
\end{array}\right],
$$

where $Q_{1}, Q_{2} \in \mathbb{C}^{m \times m}$, and $Q$ is a Bogoliubov matrix as elaborated in Chap. 2. As a consequence, the output fields $a^{\prime}$ satisfy the same commutation relations as $a$.

In the special case where $Q_{2}=0$, the device does not mix creation and annihilation operators of the fields, and it follows that $Q_{1}$ is necessarily a complex unitary matrix. Such devices are said to be static passive linear optical devices by the fact that they do not require an external source of quanta for their operation. It is well known that any static passive network can be constructed using only beam splitters and mirrors (e.g., see references $2-4$ in [10]). In all other cases, the devices are static active. Specific passive and static devices that will be of interest will be discussed in the sections to follow.

Phase Shifter

A phase shifter is a device that imparts a phase shift on the incoming field. If the input field is $a$, then a phase shifter outputs the field $a^{\prime}=e^{\iota \theta} a$ for some real number $\theta$, called the phase shift. This device is schematically represented by the symbol shown in Fig.3.9. A phase shifter with a single input field is a static passive device with transformation matrix $Q_{P S}$ given by

$$
\begin{aligned}
& Q_{P S}=\left[\begin{array}{cc}
e^{\iota \theta} & 0 \\
0 & e^{-\iota \theta}
\end{array}\right] . \\
& \xrightarrow{a} \xrightarrow{e^{\imath \theta}} \xrightarrow{a^{\prime}}
\end{aligned}
$$

Fig. 3.9 Phase shifter with a phase shift of $\theta$ radians. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved

## Beam Splitter

A beam splitter is a static passive device that takes two input fields $a_{1}$ and $a_{2}$ and linearly combines them to produce two output fields $a_{1}^{\prime}$ and $a_{2}^{\prime}$ such that the number of photons is conserved: $a_{1}^{*} a_{1}+a_{2}^{*} a_{2}=\left(a_{1}^{\prime}\right)^{*} a_{1}^{\prime}+\left(a_{2}^{\prime}\right)^{*} a_{2}^{\prime}$. The transformation performed by a beam splitter is given by

$$
Q_{B S}=\left[\begin{array}{cc}
B & 0 \\
0 & B^{\#}
\end{array}\right],
$$

where $B$ is a unitary matrix given by

$$
B=e^{l \Xi / 2}\left[\begin{array}{cc}
e^{i \Psi / 2} & 0 \\
0 & e^{-l \Psi / 2}
\end{array}\right]\left[\begin{array}{cc}
\cos (\Theta) / 2 & \sin (\Theta) / 2 \\
-\sin (\Theta) / 2 & \cos (\Theta) / 2
\end{array}\right]\left[\begin{array}{cc}
e^{i \Phi / 2} & 0 \\
0 & e^{-l \Phi / 2}
\end{array}\right] .
$$

Here, $\Xi, \Theta, \Phi, \Psi$ are real numbers. $\Theta$ is called the mixing angle of the beam splitter and the most important parameter. $\Phi$ and $\Psi$ introduce a phase difference in the two incoming and outgoing modes, respectively, while $\Xi$ introduces an overall phase shift on both modes.

The operation of a beam splitter with $\Xi=\Psi=\Phi=0$ can be modeled by an effective Hamiltonian $H_{B S}^{0}=\imath \Theta\left(a_{1}^{*} a_{2}-a_{1} a_{2}^{*}\right)$ (see [4, Sect.4.1] for details), in the sense that

$$
Q_{B S}\left[\begin{array}{l}
a \\
a^{\#}
\end{array}\right]=\exp \left(\imath H_{B S}^{0}\right)\left[\begin{array}{l}
a \\
a^{\#}
\end{array}\right] \exp \left(-\imath H_{B S}^{0}\right),
$$

where $a=\left(a_{1}, a_{2}\right)^{\top}$. By considering phase-shifted inputs $a_{1} \rightarrow a_{1} e^{i \frac{\theta+\Phi}{2}}$ and $a_{2} \rightarrow$ $a_{2} e^{t \frac{\theta-\Phi}{2}}$ ( $\theta$ being an arbitrary real number), it follows that a beam splitter with $\Xi=0$ and $\Psi=-\Phi$ will have the effective Hamiltonian $H_{B S}=\imath \Theta\left(e^{-l \Phi} a_{1}^{*} a_{2}-\right.$ $\left.e^{\iota \Phi} a_{1} a_{2}^{*}\right)=\alpha a_{1}^{*} a_{2}+\alpha^{*} a_{1} a_{2}$, with $\alpha=\imath \Theta e^{-\iota \Phi}$. This is the most general type of beam splitter that will be employed in the ensuing realization theory. A beam splitter with a Hamiltonian of the form $H_{B S}$ is represented schematically by the symbol in Fig. 3.10.

Fig. 3.10 Schematic representation of a beam splitter. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved


## Squeezer

Squeezing of a field is an operation in which the variance of one quadrature of a mode $a$, either $q$ or $p$, is squeezed or attenuated at the expense of increasing the variance of the other quadrature. This type of operation is performed with a device called a squeezer. An ideal squeezer realizes the transformation

$$
Q_{\text {squeezer }}=\left[\begin{array}{cc}
\cosh (s) & e^{\imath \theta} \sinh (s) \\
e^{-\iota \theta} \sinh (s) & \cosh (s)
\end{array}\right],
$$

where $s$ and $\theta$ are real parameters. The parameter $s$ is referred to as the squeezing parameter, while $\theta$ is called the phase angle. For $s<0$, the squeezer squeezes the amplitude quadrature of $e^{-\iota \theta / 2} a$ (a phase-shifted version of $a$ ), while if $s>0$, it squeezes the phase quadrature and then shifts the phase of the squeezed field by $\theta / 2$. It is easy to see that $Q_{\text {squeezer }}^{-1}$ is given by

$$
Q_{\text {squeezer }}^{-1}=\left[\begin{array}{cc}
\cosh (s) & -e^{\iota \theta} \sinh (s) \\
-e^{-l \theta} \sinh (s) & \cosh (s)
\end{array}\right] .
$$

Single-mode squeezing can be performed on the cavity mode inside a DPA, while a squeezer for a bosonic field is an idealized device of infinite bandwidth that can be realized approximately by a high bandwidth DPA, see the discussion in Example 2.3. A squeezer with parameters $s, \theta$ is schematically represented by the symbol shown in Fig. 3.11.

## Static Optical Linear Networks

It is well known that an arbitrary static linear optical network has a decomposition as a cascade of simpler static networks. In particular, any Bogoliubov matrix $Q$ can be constructively decomposed as [10]:

$$
\begin{aligned}
Q & =\exp \left[\begin{array}{cc}
A_{1} & 0 \\
0 & A_{1}^{\#}
\end{array}\right] \exp \left[\begin{array}{ll}
0 & D \\
D & 0
\end{array}\right] \exp \left[\begin{array}{cc}
A_{3} & 0 \\
0 & A_{3}^{\#}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\exp A_{1} & 0 \\
0 & \exp A_{1}^{\#}
\end{array}\right]\left[\begin{array}{cc}
\cosh D \sinh D \\
\sinh D \cosh D
\end{array}\right]\left[\begin{array}{cc}
\exp A_{3} & 0 \\
0 & \exp A_{3}^{\#}
\end{array}\right], \\
& \xrightarrow{a} \xrightarrow{a^{\prime}}
\end{aligned}
$$

Fig. 3.11 Schematic representation of a squeezer. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved


Fig. 3.12 Implementation of a squeezer with arbitrary phase angle employing a squeezer with a zero phase angle and two phase shifters. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved
where $A_{1}$ and $A_{3}$ are skew symmetric complex matrices and $D$ is a real diagonal matrix. The first and third factors in the decomposition correspond to passive static networks implementable by beam splitters and mirrors, while the second factor corresponds to an independent collection of squeezers (with trivial phase angles) each acting on a distinct field. Thus, fields going through a static linear optical network undergo a sequence of three operations: They are initially mixed by a passive network, then they undergo squeezing, and finally, they undergo a final passive transformation. In the special case where the entire network is passive, the $D$ matrix is zero and the second factor becomes an identity matrix. As a simple illustration, a squeezer with arbitrary phase angle $\theta$ can be built by sandwiching a squeezer with phase angle 0 between a $-\theta / 2$ phase shifter at its input and a $\theta / 2$ phase shifter at its output, respectively. This is shown in Fig.3.12.

### 3.1.3.2 Synthesis of One Degree-of-Freedom Linear Quantum Systems

We will now discuss the systematic realization of one degree-of-freedom linear quantum systems with a trivial scattering matrix, $S=I$. Such systems are completely described by a real symmetric Hamiltonian matrix $R=R^{\top} \in \mathbb{R}^{2 \times 2}$ and complex coupling matrix $K \in \mathbb{C}^{m \times 2}$. Therefore, to realize these systems, one needs to be able to realize both $R$ and $K$. Below, we will describe the quantum optical realization of one degree-of-freedom linear quantum systems that is based around a ring cavity structure, such as shown in Fig. 3.4, utilizing fully reflecting and partially transmitting mirrors, and placing beam splitters and nonlinear optical crystals at appropriate locations between the mirrors.

The Hamiltonian of the system is $H=(1 / 2) x^{\top} R x$. In a one degree-of-freedom setup, such a quadratic Hamiltonian can be realized with a DPA as discussed in section "Degenerate Parametric Amplifier". It is easy to see from (3.8) that by suitably choosing the complex effective pump amplitude parameter $\epsilon$ and the cavity detuning parameter $\Delta$ of the DPA, one can realize any real symmetric matrix $R$. In fact, for any particular $R$, the choice of parameters $\epsilon$ and $\Delta$ for its realization is unique. For instance, to realize

$$
R=\left[\begin{array}{cc}
1 & -2 \\
-2 & 0.5
\end{array}\right]
$$

one solves the set of simultaneous linear equations

$$
\Delta-\Im\{\epsilon\}=2, \quad \mathfrak{R}\{\epsilon\}=-4, \quad \Delta+\Im\{\epsilon\}=1
$$

for $\Delta, \Im\{\epsilon\}, \mathfrak{\Re}\{\epsilon\}$ to yield the unique solution $\Delta=3 / 2$ and $\epsilon=-4-\imath / 2$.

We now turn our attention to the realization of the coupling operator $L=K x_{0}$. We begin by writing $K=\left[K_{1}^{\top} \ldots K_{m}^{\top}\right]^{\top}$, where $K_{l} \in \mathbb{C}^{1 \times 2}$ for each $l=1, \ldots, m$. Each $K_{l}$ represents the coupling of the oscillator to the bosonic field $\mathcal{A}_{l}(t)$, and so it suffices to study how to realize the coupling to just one field. To this end, let us now consider only a single bosonic field $\mathcal{A}(t)$ that is coupled to the oscillator via the coupling operator $L=K x_{0}$ for some $K \in \mathbb{C}^{1 \times 2}$. It will be more convenient to express $L=\alpha q+\beta p$ as $L=\tilde{\alpha} a+\tilde{\beta} a^{*}$, with $\tilde{\alpha}=\frac{\alpha-\iota \beta}{2}$ and $\tilde{\beta}=\frac{\alpha+\iota \beta}{2}$, and $a$ and $a^{*}$ being the oscillator's annihilation and creation operators, respectively.

Partly taking inspiration from a scheme of Wiseman and Milburn for quantum non-demolition measurement of the position operator of a cavity [11], we consider the scheme shown in Fig. 3.13. The scheme relies upon using additional mirrors to realize an auxiliary cavity mode $b$ with a resonance frequency coinciding with the reference frequency $\omega_{r}=\omega_{p} / 2$. In a rotating frame at frequency $\omega_{r}$, the auxiliary mode $b$ interacts with the mode $a$ via a two-mode squeezer with pump beam frequency $\omega_{p}$ and a beam splitter that collectively realize an interaction Hamiltonian $H_{a b}$ of the form

$$
\begin{equation*}
H_{a b}=\frac{l}{2}\left(\epsilon_{1} a^{*} b^{*}-\epsilon_{1}^{*} a b\right)+\frac{l}{2}\left(\epsilon_{2} a^{*} b-\epsilon_{2}^{*} a b^{*}\right), \tag{3.9}
\end{equation*}
$$

where $\epsilon_{1}$ is the effective pump amplitude of the two-mode squeezer and $\epsilon_{2}$ is given by $\epsilon_{2}=2 \Theta e^{-l \Phi}$, where $\Theta$ is the mixing angle of the beam splitter and $\Phi$ is the relative phase introduced between the input fields by the beam splitter. If we take


Fig. 3.13 Scheme for (approximate) implementation of a coupling $L=\tilde{\alpha} a+\tilde{\beta} a^{*}$ to cavity mode $a$ using an auxiliary cavity $b$ (whose dynamics is adiabatically eliminated), a two-mode squeezer, and a beam splitter with the appropriate parameters. The left figure is a block diagram showing the fast mode $b$ interacting with the slow mode $a$ via the direct interaction Hamiltonian $H_{a b}$, implemented by the two-mode squeezer and the beam splitter, and also interacting with a $180^{\circ}$ phase-shifted input field $\mathcal{A}(t)$ to produce the output field $\mathcal{Y}(t)$. The right figure details the physical implementation of the block diagram. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved
the coupling coefficient $\gamma_{2}$ of the partially transmitting mirror $M$ on $b$ to be large, such that $b$ loses photons at a much faster rate than $a$ and settles to the vacuum state very quickly, one can take the limit $\gamma_{2} \rightarrow \infty$ to adiabatically eliminate $b$ and obtain a reduced dynamics that only involves $a$. As shown in Appendix "Appendix A: Adiabatic Elimination of Coupled Cavity Modes" using the singular perturbation theory for QSDEs developed in [12], after eliminating $b$ the resulting coupling operator to $a$ is given by

$$
L=\frac{1}{\sqrt{\gamma_{2}}}\left(-\epsilon_{2}^{*} a+\epsilon_{1} a^{*}\right)
$$

Thus, if we now choose $\epsilon_{1}, \epsilon_{2}, \gamma_{2}$ with $\gamma_{2}$ large and such that

$$
\begin{equation*}
\tilde{\alpha}=-\frac{\epsilon_{2}^{*}}{\sqrt{\gamma_{2}}}, \tilde{\beta}=\frac{\epsilon_{1}}{\sqrt{\gamma_{2}}} \tag{3.10}
\end{equation*}
$$

we can approximately realize any coefficients $\tilde{\alpha}$ and $\tilde{\beta}$ in a linear coupling operator $L=\tilde{\alpha} a+\tilde{\beta} a^{*}$. Note that the $\pi$ radian phase shifter in front of $\mathcal{A}(t)$ in Fig. 3.13 is required to compensate for the scattering term in the unitary model that arises after the adiabatic elimination procedure (detailed in Appendix "Appendix A: Adiabatic Elimination of Coupled Cavity Modes").

For the special case where $\tilde{\alpha}, \tilde{\beta}$ satisfy $|\tilde{\alpha}|>|\tilde{\beta}| \geq 0$, there is an alternative realization of the linear coupling that is based on pre- and postprocessing with squeezed bosonic fields. Let $\gamma=|\tilde{\alpha}|^{2}-|\tilde{\beta}|^{2}>0$, and consider the interaction Hamiltonian

$$
\begin{aligned}
H_{\mathrm{int}}(t) & =\imath\left(L \eta(t)^{*}-L^{*} \eta(t)\right) \\
& =\imath\left(\left(\tilde{\alpha} a+\tilde{\beta} a^{*}\right) \eta(t)^{*}-\left(\tilde{\alpha} a^{*}+\tilde{\beta}^{*} a\right) \eta(t)\right)
\end{aligned}
$$

We can rewrite this Hamiltonian in the following form:

$$
\begin{aligned}
H_{\mathrm{int}}(t) & =\imath\left(a\left(\tilde{\alpha} \eta(t)^{*}-\tilde{\beta}^{*} \eta(t)\right)-a^{*}\left(\tilde{\alpha} \eta(t)-\tilde{\beta} \eta(t)^{*}\right)\right) \\
& =\imath \sqrt{\gamma}\left(a \eta^{\prime}(t)^{*}-a^{*} \eta^{\prime}(t)\right)
\end{aligned}
$$

where $\eta^{\prime}(t)=\frac{1}{\sqrt{\gamma}}\left(\tilde{\alpha} \eta(t)-\tilde{\beta} \eta(t)^{*}\right)$. Letting $\mathcal{Z}(t)=\int_{0}^{t} \eta^{\prime}(s) d s$, we have that $\mathcal{Z}(t)=$ $\frac{1}{\sqrt{\gamma}}\left(\tilde{\alpha} \mathcal{A}(t)-\tilde{\beta} \mathcal{A}(t)^{*}\right)$, and

$$
\left[\begin{array}{c}
\mathcal{Z}(t) \\
\mathcal{Z}(t)^{*}
\end{array}\right]=Q\left[\begin{array}{c}
\mathcal{A}(t) \\
\mathcal{A}(t)^{*}
\end{array}\right], \quad Q=\left[\begin{array}{cc}
\frac{\tilde{\alpha}}{\sqrt{\gamma}} & -\frac{\tilde{\beta}}{\sqrt{\gamma}} \\
-\frac{\tilde{\beta}^{*}}{\sqrt{\gamma}} & \frac{\tilde{\alpha}}{\sqrt{\gamma}}
\end{array}\right]
$$

The key idea is reinterpreting the Hamiltonian in the form $H_{\text {int }}(t)=t \sqrt{\gamma}\left(a \eta^{\prime}(t)^{*}-\right.$ $\left.a^{*} \eta^{\prime}(t)\right)$, which describes the interaction of the oscillator with the new field $\mathcal{Z}(t)$. Since $|\tilde{\alpha}|^{2}-|\tilde{\beta}|^{2}=\gamma>0$, we have that $|\alpha / \sqrt{\gamma}|^{2}-|\beta / \sqrt{\gamma}|^{2}=1$; therefore, $Q$ is Bogoliubov. In fact, $\mathcal{Z}(t)$ can be obtained from $\mathcal{A}(t)$ by passing the latter


Fig. 3.14 Scheme for implementation of a coupling $L=\tilde{\alpha} a+\tilde{\beta} a^{*}$ with $\tilde{\alpha}>0$ and $\tilde{\alpha}>|\tilde{\beta}|$. Here, $s=-\operatorname{arccosh}(\tilde{\alpha} / \sqrt{\gamma}), \theta=\arg (\tilde{\beta})$ and the mirror M' has coupling coefficient $\gamma=\sqrt{\tilde{\alpha}^{2}-|\tilde{\beta}|^{2}}$. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved
through a squeezer with the appropriate parameters (section "Squeezer"). Thus, $\mathcal{Z}(t)$ is a squeezed version of $\mathcal{A}(t)$. The required squeezer parameters are $s=$ $-\operatorname{arccosh}(\tilde{\alpha} / \sqrt{\gamma})$ and $\theta=\arg \tilde{\beta}$. The field $\mathcal{Z}(t)$ satisfies $\left[d \mathcal{Z}(t), d \mathcal{Z}(t)^{*}\right]=d t$ and the Itō rules,

$$
\left[\begin{array}{c}
d \mathcal{Z}(t) \\
d \mathcal{Z}(t)^{*}
\end{array}\right]\left[d \mathcal{Z}(t) d \mathcal{Z}(t)^{*}\right]=Q\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] Q^{\top} d t
$$

The interaction Hamiltonian $H_{\text {int }}$ can be implemented in one arm of a ring cavity with a fully reflecting mirror M and a partially transmitting mirror M' with coupling coefficient $\gamma$, with $\mathcal{Z}(t)$ incident on $\mathrm{M}^{\prime}$. After the interaction, an output field $\mathcal{Z}_{\text {out }}(t)$ is produced by $\mathrm{M}^{\prime}$ given by

$$
\begin{aligned}
\mathcal{Z}_{\text {out }}(t) & =U(t)^{*} \mathcal{Z}(t) U(t) \\
& =\frac{\tilde{\alpha}}{\sqrt{\gamma}} U(t)^{*} \mathcal{A}(t) U(t)-\frac{\tilde{\beta}}{\sqrt{\gamma}} U(t)^{*} \mathcal{A}(t)^{*} U(t) .
\end{aligned}
$$

However, the actual output of interest is the field $\mathcal{Y}(t)=U(t)^{*} \mathcal{A}(t) U(t)$ that is produced when the oscillator interacts directly with $\mathcal{A}(t)$. Since $Q$ and its inverse $Q^{-1}$ are both Bogoliubov, $\mathcal{Y}(t)$ can be recovered from $\mathcal{Z}_{\text {out }}(t)$ by exploiting the relation,

$$
\left[\begin{array}{c}
\mathcal{Y}(t) \\
\mathcal{Y}(t)^{*}
\end{array}\right]=Q^{-1}\left[\begin{array}{c}
\mathcal{Z}_{\text {out }}(t) \\
\mathcal{Z}_{\text {out }}(t)^{*}
\end{array}\right]
$$

which follows directly from the fact that $\left(\mathcal{Z}(t), \mathcal{Z}(t)^{*}\right)^{\top}=Q\left(\mathcal{A}(t), \mathcal{A}(t)^{*}\right)^{\top}$. The complete implementation of this linear coupling is shown in Fig.3.14.

### 3.1.3.3 Engineering the Interactions Between One-Dimensional Open Quantum Harmonic Oscillators

Following Theorem 3.1, the second ingredient for synthesizing a general linear quantum system is being able to realize a direct interaction Hamiltonian $H^{d}$ given by
(3.7) between several quantum harmonic oscillators. The only case where this is not required, and field-mediated interactions suffice, is the instance when $R_{j k}$ and $L_{j}$ and $S_{j}, j, k=1, \ldots, n$, are such that $H^{d}=0 . H^{d}$ consists of the sum of direct interaction Hamiltonians between pairs of one-dimensional harmonic oscillators of the form $H_{k l}=x_{k}^{\top} C_{k l} x_{l}(k \neq l)$ with $C_{k l}$ a real matrix. Under the assumption that the time it takes for the light in a ring cavity to make a round trip is much faster than the timescales of all processes taking place in the ring cavity, it will be sufficient to only consider how to realize $H_{k l}$ for any pair of one-dimensional harmonic oscillators and realizing all of them simultaneously in a network. Now, let $a_{j}=\left(p_{j}+\imath q_{j}\right) / 2$ and $a_{j}^{*}=\left(p_{j}-\imath q_{j}\right) / 2$ for $j=k, l$, and express $H_{k l}$ as

$$
H_{k l}=\epsilon_{1} a_{k}^{*} a_{l}+\epsilon_{1}^{*} a_{k} a_{l}^{*}+\epsilon_{2} a_{k}^{*} a_{l}^{*}+\epsilon_{2}^{*} a_{k} a_{l}
$$

for some complex numbers $\epsilon_{1}$ and $\epsilon_{2}$. The first component $H_{k l}^{1}=\epsilon_{1} a_{k}^{*} a_{l}+\epsilon_{1}^{*} a_{k} a_{l}^{*}$ can be realized using a beam splitter with mixing angle $\Theta=\left|\epsilon_{1}\right|, \Phi=-\arg \left(\epsilon_{1}\right)+\frac{\pi}{2}$, $\Psi=-\Phi$, and $\Xi=0$ (see section "Beam Splitter"). The second component $H_{k l}^{2}=$ $\epsilon_{2} a_{k}^{*} a_{l}^{*}+\epsilon_{2}^{*} a_{k} a_{l}$ can be realized by interacting $a_{k}$ and $a_{l}$ in a two-mode squeezing process as described in section "Two-Mode Squeezing", inside a $\chi^{(2)}$ nonlinear crystal driven by a classical pump beam of frequency $2 \omega_{r}$ and effective pump amplitude $-2 \iota \epsilon_{2}$. The overall Hamiltonian $H_{k l}$ is then realized by positioning the arms of the two ring cavities (with canonical operators $x_{k}$ and $x_{l}$ ) such that their circulating light beams intersect at two locations. At one location, a beam splitter is placed to realize $H_{k l}^{1}$ and a pumped nonlinear crystal is placed at the second to realize $H_{k l}^{2}$, respectively. An example of this scheme is depicted in Fig.3.15.

Fig. 3.15 Example implementation of the total direct interaction $H_{k l}=H_{k l}^{1}+H_{k l}^{2}$ between the modes $a_{k}$ and $a_{l}$ of two ring cavities. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved


### 3.1.4 Illustrative Synthesis Example

We now illustrate the network synthesis theory by applying the complete synthesis procedure to two degree-of-freedom linear quantum system. The system under consideration is coupled to a single external bosonic noise field $\mathcal{A}(t)$ and given by $G=\left(I_{4 \times 4}, K x, x^{\top} \operatorname{diag}\left(R_{1}, R_{2}\right) x\right)$, with $x=\left(q_{1}, p_{1}, q_{2}, p_{2}\right)^{\top}, K=[3 / 2 \iota / 21 \imath]$, $R_{1}\left[\begin{array}{cc}2 & 0.5 \\ 0.5 & 3\end{array}\right]$, and $R_{2}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$.

Let $G_{1}=\left(I_{2 \times 2}, K_{1} x_{1},(1 / 2) x_{1}^{\top} R_{1} x_{1}\right)$ and $G_{2}=\left(I_{2 \times 2}, K_{2} x_{2},(1 / 2) x_{2}^{\top} R_{2} x_{2}\right)$ be two independent one degree-of-freedom linear quantum systems with $x_{1}=\left(q_{1}, p_{1}\right)^{\top}$, $x_{2}=\left(q_{2}, p_{2}\right)^{\top}, K_{1}=[3 / 2 \imath / 2]$, and $K_{2}=[1 \imath]$. From Theorem 3.1, we have that $G$ can be realized as the reducible network $G=\left\{\left\{G_{1}, G_{2}\right\}, H_{12}^{d}, G_{2} \triangleleft G_{1}\right\}$, with the direct interaction Hamiltonian $H_{12}^{d}$ between $G_{1}$ and $G_{2}$ given by (see (3.7))

$$
\begin{aligned}
H_{12}^{d} & =-\frac{1}{2 l} x_{2}^{\top}\left(K_{2}^{*} K_{1}-K_{2}^{\top} K_{1}^{\#}\right) x_{1} \\
& =\frac{1}{2} x_{2}^{\top}\left[\begin{array}{cc}
0 & -1 \\
3 & 0
\end{array}\right] x_{1} .
\end{aligned}
$$

This network is depicted in Fig. 3.3.
We shall now demonstrate how $G_{1}, G_{2}$, and $H_{12}^{d}$ can be individually realized to synthesize the overall system $G$.

### 3.1.4.1 Synthesis of $\boldsymbol{G}_{\mathbf{1}}$ and $\boldsymbol{G}_{\mathbf{2}}$

From Sect.3.1.3.2, we have that $R_{1}=\left[\begin{array}{cc}2 & 0.5 \\ 0.5 & 3\end{array}\right]$ can be realized as a DPA with parameters $\Delta=5$ and $\epsilon=1+\imath$, while $L_{1}=K_{1} x_{1}$ can be (approximately) realized by the first scheme proposed in Sect.3.1.3.2 and shown in Fig.3.13. To achieve the desired coupling parameter, we can set the coupling coefficient of the mirror $M$ to be $\gamma_{2}=100, \epsilon=10$, and the beam splitter to have a mixing angle of -10 , with all other parameters equal to 0 (recall that we require $\gamma_{2}$ to be sufficiently larger than the other parameters so that the auxiliary mode can be adiabatically eliminated). Overall, $G_{1}$ can be implemented around the ring cavity structure depicted in Fig. 3.16. $G_{2}$ can be realized similarly. The Hamiltonian $H_{2}=(1 / 2) x_{2}^{\top} R_{2} x_{2}$ can be realized in the same manner as $H_{1}$ with the choice $\Delta=2$ and $\epsilon=0$. Since $\epsilon=0$, to realize $R_{2}$ it suffices to have a cavity that is detuned from $\omega_{r}$, the reference frequency in Remark 3.2, by an amount $\Delta=2$. The coupling operator $L_{2}=q_{2}+\iota p_{2}=2 a_{2}$, where $a_{2}$ is the annihilation operator/cavity mode of $G_{2}$, can be realized simply with a partially transmitting mirror with coupling coefficient $\kappa=4$, through which an impinging field $\mathcal{A}_{2}(t)$ interacts with the cavity mode $a_{2}$ to produce an outgoing field $\mathcal{Y}_{2}(t)$. The implementation of $G_{2}$ is shown in Fig.3.17.

Fig. 3.16 Realization of $G_{1}$.
Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved

Fig. 3.17 Realization of $G_{2}$. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved


### 3.1.4.2 Synthesis of $\boldsymbol{H}_{12}^{d}$

Finally, we come to consider the realization of the direct interaction Hamiltonian $H_{12}^{d}$ given by $H_{12}^{d}=\frac{1}{2} x_{2}^{\top}\left[\begin{array}{cc}0 & -1 \\ 3 & 0\end{array}\right] x_{1}$. We can rewrite $H_{12}^{d}$ in terms of the cavity modes $a_{1}$ and $a_{2}$ as $H_{12}^{d}=-\imath\left(a_{1}^{*} a_{2}-a_{1} a_{2}^{*}\right)+2 \imath\left(a_{1}^{*} a_{2}^{*}-a_{1} a_{2}\right)$. Let $H_{12,1}^{d}=-\imath\left(a_{1}^{*} a_{2}-a_{1} a_{2}^{*}\right)$ and $H_{12,2}^{d}=2 l\left(a_{1}^{*} a_{2}^{*}-a_{1} a_{2}\right)$ so that $H_{12}^{d}=H_{12,1}^{d}+H_{12,2}^{d}$. The component $H_{12,1}^{d}=$ $-l\left(a_{1}^{*} a_{2}-a_{1} a_{2}^{*}\right)$ can be realized using a beam splitter with mixing angle $\Theta=-1$ and all other parameters equal to 0 (section "Beam Splitter"). The second component $H_{12,2}^{d}=2 l\left(a_{1}^{*} a_{2}^{*}-a_{1} a_{2}\right)$ corresponds to two-mode squeezing between $a_{k}$ and $a_{l}$ in a $\chi^{(2)}$ nonlinear crystal using a classical pump beam of frequency $\omega_{p}=2 \omega_{r}$ and effective amplitude $\epsilon=4$.

### 3.1.4.3 Complete Realization of $G=\left\{\left\{G_{1}, G_{2}\right\}, H_{12}^{d}, G_{2} \triangleleft G_{1}\right\}$

The system $G$ can now be realized by (i) positioning the arms of the two (ring) cavities of $G_{1}$ and $G_{2}$ such that their internal light beams intersect at two points


Fig. 3.18 Realization of $G$. The block diagram at the top shows how $G$ is realized by a series connection of $G_{1}$ into $G_{2}$ and a bilinear direct interaction $H_{12}^{d}$ between the canonical operators of $G_{1}$ and $G_{2}$. The bottom figure shows the physical implementation of $G$ based on the block diagram. Figure adapted from [3] © 2009 Society for Industrial and Applied Mathematics. Reprinted with permission. All rights reserved
which are occupied by a beam splitter and two-mode squeezer realizing $H_{12,1}^{d}$ and $H_{12,2}^{d}$, respectively, and (ii) passing the output $\mathcal{Y}_{1}(t)$ of $G_{1}$ as input to $G_{2}$. The realization is shown in Fig.3.18.

### 3.2 Architecture for Strict Realization Using Quantum Feedback Networks

We have shown that any linear quantum system can, in principle, be synthesized by a cascade of simple one degree-of-freedom linear quantum subsystems together with a direct interaction Hamiltonian between the canonical operators of the system. However, we have also seen that direct bilinear interaction Hamiltonians between subsystems are challenging to realize experimentally, possibly requiring some complex spatial arrangement and orientation of the subsystems. Thus, it becomes important to investigate alternative synthesis methods, at least approximate ones. Here, we describe one such method by exploiting the quantum feedback network formalism in [6], following the original proposal in [13]. In this scheme, the direct interaction Hamiltonians are approximately realized by suitable field interconnections among the systems. The approximation relies on the assumption that the time delays for establishing field interconnections between systems are negligible compared to the timescale of the dynamics of the individual systems.

### 3.2.1 The Model Matrix and Concatenation of Model Matrices

We will introduce an alternative representation of the system $G=(S, L, H)$ called a model matrix [6], which will be particularly useful for the goal at hand. For a given system $G$, the model matrix representation $M(G)$ is given by (the partitioned matrix):

$$
M(G)=\left[\begin{array}{cc}
-l H-\frac{1}{2} L^{*} L-L^{*} S  \tag{3.11}\\
L & S
\end{array}\right]
$$

If $L$ is partitioned as $L=\left(L_{1}^{\top}, L_{2}^{\top}, \ldots, L_{n_{\text {out }}}^{\top}\right)^{\top}$, with $L_{j} \in m_{j} \times 1$ and $\sum_{j=1}^{n_{\text {out }}} m_{j}=$ $m$, and $S$ is correspondingly partitioned as $S=\left[S_{j k}\right]_{j=1, \ldots, n_{\text {out }}, k=1, \ldots, n_{\text {in }}}$ with $S_{j k} \in$ $\mathbb{C}^{m_{j} \times m_{k}^{\prime}}$ and $\sum_{k=1}^{n_{\text {in }}} m_{k}^{\prime}=m$, then the model matrix above can be expressed with respect to this partition as:

$$
\begin{align*}
& M(G) \\
& =\left[\begin{array}{cccc}
-\imath H-\frac{1}{2} \sum_{j=1}^{n_{\text {out }}} L_{j}^{*} L_{j}-\sum_{j=1}^{n_{\text {out }}} L_{j}^{*} S_{j 1} \ldots-\sum_{j=1}^{n_{\text {out }}} L_{j}^{*} S_{j n_{\text {in }}} \\
L_{1} & S_{11} & \cdots & S_{1 n_{\text {in }}} \\
\vdots & \vdots & \ddots & \vdots \\
L_{n_{\text {out }}} & S_{n_{\text {out }} 1} & \cdots & S_{n_{\text {out }} n_{\text {in }}}
\end{array}\right] . \tag{3.12}
\end{align*}
$$

Given a partitioning of $M(G)$, such as the one above, we can assign a unique label to each row and column of the partition. For instance, for the partitioning (3.12) we may attach the labels $s_{0}, s_{1}, \ldots, s_{n_{\text {out }}}$ for the first, second, $\ldots, n_{\text {out }}+1$-th row of $M(G)$, respectively, and $r_{0}, r_{1}, \ldots, r_{n_{\text {in }}}$ for the first, second, $\ldots, n_{\text {in }}+1$-th column of $M(G)$, respectively. With respect to this labeling scheme, block elements of $M(G)$ can be identified as,

$$
\begin{aligned}
& M_{s_{0} r_{0}}(G)=-\imath H-\frac{1}{2} \sum_{j=1}^{n_{\text {out }}} L_{j}^{*} L_{j} ; M_{s_{0} r_{k}}(G)=-\sum_{j=1}^{n_{\text {out }}} L_{j}^{*} S_{j k}, k>0 \\
& M_{s_{j} r_{0}}(G)=L_{j}, j>0 ; \quad M_{s_{j} r_{k}}=S_{j k}, j, k>0
\end{aligned}
$$

Additionally, the original physical system $G$ can be readily identified from the entries of its model matrix $M(G)$. For the sake of brevity, we will often omit $G$ and write $M(G)$ simply as $M$ and denote its entries as $M_{\alpha \beta}$, with $\alpha$ ranging over row labels and $\beta$ ranging over the column labels. Also, the parameters $(S, L, H)$ of $G$ can be equivalently viewed as the parameters of the model matrix $M$.

When there are several model matrices, they can be concatenated together to form the model matrix of a larger system. This concatenation is the analogue, in terms of model matrices, of the concatenation product for open Markov quantum systems and is again denoted by the symbol $\boxplus$. If $G_{1}=\left(S_{1}, L_{1}, H_{1}\right)$ and $G_{2}=\left(S_{2}, L_{2}, H_{2}\right)$, then the concatenation $M\left(G_{1}\right) \boxplus M\left(G_{2}\right)$ is defined as:

$$
\begin{aligned}
M\left(G_{1}\right) \boxplus M\left(G_{2}\right) & =\left[\begin{array}{ccc}
-\imath H_{1}-\imath H_{2}-(1 / 2) L_{1}^{*} L_{1}-(1 / 2) L_{2}^{*} L_{2} & -L_{1}^{*} S_{1}-L_{2}^{*} S_{2} \\
L_{1} & S_{1} & 0 \\
L_{2} & 0 & S_{2}
\end{array}\right] \\
& =M\left(G_{1} \boxplus G_{2}\right) .
\end{aligned}
$$

### 3.2.2 Edges, Elimination of Edges, and Reduced Markov Models

Following [6], one can associate a row partition labeled $s_{k}$ with $k>0$ with an output port $s_{k}$ (having multiplicity $n_{s_{k}}$ ), while a column partition $r_{j}$ with $j>0$ can be associated with an input port $r_{j}$ (having multiplicity $n_{r_{j}}$ ). If a system has a decomposition as the concatenation of several subsystems, an output port $s_{k}$ from one subsystem
can be connected to an input port $r_{j}$ of another subsystem (possibly the same subsystem to which the output port belongs). This connection forms what we shall call an internal edge and denote by $\left(s_{k}, r_{j}\right)$. Of course, for the connection to make sense, the ports $s_{k}$ and $r_{j}$ are required to have the same multiplicity. Such an edge then represents a channel from port $s_{k}$ to port $r_{j}$. All ports that are part of an internal edge or channel are referred to collectively as internal ports, and fields entering or leaving such ports are called internal fields. All other input and output ports that do not belong to an internal edge are viewed as having semi-infinite edges (that do not terminate at either an input port or an output port) and are referred to as external ports. The associated semi-infinite edges are referred to as external edges. Fields entering or leaving external ports are called external fields.

Consider an internal edge $\left(s_{k}, r_{j}\right)$. In such an edge, there is an associated finite time delay required for the signal from port $s_{k}$ to travel to port $r_{j}$. Due to these time delays, concatenated systems possessing internal edges are longer Markov, despite each element in the concatenation being Markov. Fortunately, as shown in [6], in the limit that all time delays on internal edges go to zero, the non-Markov system converges to a reduced Markov model. Thus, when the time delays are negligible compared to the timescale of the dynamics of the systems connected by the internal edges, the reduced Markov model is an effective approximation of the non-Markov model for the network. We recall the following result:

Theorem 3.2 ([6, Theorem 3.1 and Lemma 16]) Let $\tau_{\left(s_{k}, r_{j}\right)}, j, k>0$, be the time delay for an internal edge $\left(s_{k}, r_{j}\right)$ and assume that $I-S_{k j}$ is invertible. Then in the limit that $\tau_{\left(s_{k}, r_{j}\right)} \downarrow 0, M(G)$ with the edge $\left(s_{k}, r_{j}\right)$ connected reduces to a simplified model matrix $M_{\text {red }}$ with input ports labeled $r_{0}, r_{1}, \ldots, r_{j-1}, r_{j+1}, \ldots, r_{n_{\text {out }}}$ and output ports labeled $s_{0}, s_{1}, \ldots, s_{k-1}, s_{k+1}, \ldots, s_{n_{\mathrm{in}}}$ (i.e., the connected ports $r_{j}$ and $s_{k}$ are removed from the labeling and the associated row and column removed from $M(G)$ ). The block entries of $M_{\mathrm{red}}$ are given by:

$$
\left(M_{\mathrm{red}}\right)_{\alpha \beta}=M_{\alpha \beta}+M_{\alpha r_{j}}\left(1-S_{k j}\right)^{-1} M_{s_{k} \beta},
$$

with $\alpha \in\left\{s_{0}, s_{1}, \ldots, s_{n_{\text {out }}}\right\} \backslash\left\{s_{k}\right\}$ and $\beta \in\left\{r_{0}, r_{1}, \ldots, r_{n_{\text {in }}}\right\} \backslash\left\{r_{j}\right\} . M_{\text {red }}$ is the model matrix of a linear quantum stochastic system $G_{\text {red }}$ with parameters:

$$
\begin{aligned}
\left(S_{\mathrm{red}}\right)_{p q} & =S_{p q}+S_{p j}\left(I-S_{k j}\right)^{-1} S_{k q}, \\
\left(L_{\mathrm{red}}\right)_{p} & =L_{p}+S_{p j}\left(I-S_{k j}\right)^{-1} L_{k}, \\
H_{\mathrm{red}} & =H+\sum_{p=1}^{n_{\mathrm{out}}} \Im\left\{L_{p}^{*} S_{p j}\left(I-S_{k j}\right)^{-1} L_{p}\right\},
\end{aligned}
$$

for all $p \in\left\{1,2, \ldots, n_{\text {out }}\right\} \backslash\{k\}$ and $q \in\left\{1,2, \ldots, n_{\text {in }}\right\} \backslash\{j\}$.
Internal edges may be sequentially eliminated, by allowing the time delays along these edges to go to zero one at a time, leading to a corresponding sequence of reduced model matrices. The order in which the edge eliminations are performed is
irrelevant so that the final reduced model matrix is in fact unique [6, Lemma 17]. Suppose that $M$ can be partitioned as:

$$
\left[\begin{array}{ccc}
-\imath H-(1 / 2) L_{\mathrm{i}}^{*} L_{\mathrm{i}}-(1 / 2) L_{\mathrm{e}}^{*} L_{\mathrm{e}}-L_{\mathrm{i}}^{*} S_{\mathrm{ii}}-L_{\mathrm{i}}^{*} S_{\mathrm{ei}}-L_{\mathrm{e}}^{*} S_{\mathrm{ie}}-L_{\mathrm{i}}^{*} S_{\mathrm{ii}}  \tag{3.13}\\
L_{\mathrm{i}} & S_{\mathrm{ii}} & S_{\mathrm{ie}} \\
L_{\mathrm{e}} & S_{\mathrm{ei}} & S_{\mathrm{ee}}
\end{array}\right]
$$

where the subscript i refers to "internal" and e to "external", meaning that parameters with subscript i or ii pertain to internal ports, those with subscript e or ee pertain to external ports, while $S_{\mathrm{ie}}$ and $S_{\mathrm{ei}}$ pertain to scattering of internal fields to external fields and vice versa, respectively. A so-called adjacency matrix can be introduced to conveniently encode the interconnection among internal input and output ports. Let $n_{\mathrm{i}}$ denote the total multiplicity of internal input and output ports. We may also view a port with multiplicity $k$ as $k$ distinct ports of multiplicity 1 , as necessary. Suppose that we number these multiplicity 1 ports consecutively starting from 1. Then, an adjacency matrix $\eta$ is an $n_{\mathrm{i}} \times n_{\mathrm{i}}$ square matrix whose entries are either 1 or 0 with $\eta(j, k)=1\left(j, k \in\left\{1,2, \ldots, n_{i}\right\}\right)$ only if the $j$ th output port and the $k$ th input port form a channel or internal edge. Clearly, there can be at most one element of any row or column of $\eta$ that can take on the value 1 . Internal edges can be simultaneously eliminated as follows:

Theorem 3.3 ([6, Sect. 5]) Suppose that $M$ has a partitioning based on internal and external components as in (3.13) and that connections between internal ports have been encoded in an adjacency matrix $\eta$. If $\left(\eta-S_{\mathrm{ii}}\right)^{-1}$ exists, then the reduced model matrix $M_{\mathrm{red}}$ after simultaneous elimination of all internal edges has the parameters:

$$
\begin{aligned}
S_{\mathrm{red}} & =S_{\mathrm{ee}}+S_{\mathrm{ei}}\left(\eta-S_{\mathrm{ii}}\right)^{-1} S_{\mathrm{ie}} \\
L_{\mathrm{red}} & =L_{\mathrm{e}}+S_{\mathrm{ei}}\left(\eta-S_{\mathrm{ii}}\right)^{-1} L_{\mathrm{i}} \\
H_{\mathrm{red}} & =H+\sum_{j=\mathrm{i}, \mathrm{e}} \Im\left\{L_{j}^{*} S_{\mathrm{ji}}\left(\eta-S_{\mathrm{ii}}\right)^{-1} L_{\mathrm{i}}\right\}
\end{aligned}
$$

### 3.2.3 Main Synthesis Results

For $j=1, \ldots, n$, let $G_{j k}=\left(S_{j k}, L_{j k}, 0\right)$ for $k=1, \ldots, n, k \neq j$, and $G_{j j}=\left(S_{j j}\right.$, $L_{\underline{j}}, H_{j}$ ), with $S_{j k} \in \mathbb{C}^{c_{j k} \times c_{j k}}, c_{j k}=c_{k j}$ and $c_{j j}=m, L_{j k}=K_{j k} x_{j}$, and $H_{j}=(1 / 2)$ $x_{j}^{\top} R_{j} x_{j}$ with $R_{j}=R_{j}^{\top} \in \mathbb{R}^{2 \times 2}$. Here $x_{j}=\left(q_{j}, p_{j}\right)^{\top}$ is as defined before. Let $G_{j}=$ $\boxplus_{k=1}^{n} G_{j k}$ for $j=1, \ldots, n$, and note that $G_{j}=\left(S_{j}, L_{j}, H_{j}\right)$ with $S_{j}=\operatorname{diag}\left(S_{j 1}\right.$, $\left.S_{j 2}, \ldots, S_{j n}\right), L_{j}=\left(L_{j 1}^{\top}, L_{j 2}^{\top}, \ldots, L_{j n}^{\top}\right)^{\top}$, and $H_{j}$ as already defined.

Consider the model matrix $M$ for the concatenated system $G=\boxplus_{j=1}^{n} G_{j}$ (see Fig. 3.19). Partition $M$ correspondingly according to the given concatenation decomposition of $G$. We label the first $n+1$ rows of $M$ as $s_{00}, s_{11}, \ldots, s_{1 n}$, the next $n$ rows


Fig. 3.19 The concatenation decomposition of $G$ as $G=\boxplus_{j=1}^{n} \boxplus_{k=1}^{n} G_{j k}$. Figure adapted from [13] © 2010 IEEE
as $s_{21}, \ldots, s_{2 n}$, and so on until the last $n$ rows are labeled $s_{n 1}, s_{n 2}, \ldots, s_{n n}$. In an analogous fashion, we label the first $n+1$ columns of $M$ as $r_{00}, r_{11}, \ldots, r_{1 n}$, the next $n$ columns as $r_{21}, \ldots, r_{2 n}$, and so on until the last $n$ columns $r_{n 1}, r_{n 2}, \ldots, r_{n n}$. For notational clarity, we will sometimes write a bracket around one of both of the subscripts of $r$ or $s$ (e.g., as in $s_{(n-1) k}$ or $\left.r_{(k+1)(k+1)}\right)$.

Theorem 3.4 Let the output port $s_{j k}$ be connected to the input port $r_{k j}$ to form an internal edge/channel $e_{j k}=\left(s_{j k}, r_{k j}\right)$ for all $j, k=1, \ldots, n, j \neq k$. Assuming that $\left[\begin{array}{cc}-S_{j k} & I \\ I & -S_{k j}\end{array}\right]$ is invertible $\forall j, k=1, \ldots, n, j \neq k$, then the reduced model matrix $M_{\text {red }}$ obtained by allowing the delays in all internal edges $\left\{e_{j k}, j \neq k\right\}$ go to zero has parameters given by:

$$
\begin{aligned}
S_{\mathrm{red}} & =\operatorname{diag}\left(S_{11}, S_{22}, \ldots, S_{n n}\right), \\
L_{\mathrm{red}} & =\left(L_{11}^{\top}, L_{22}^{\top}, \ldots, L_{n n}^{\top}\right)^{\top}, \\
H_{\mathrm{red}} & =\sum_{k=1}^{n} H_{k}+\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} \Im\left\{\left[\begin{array}{ll}
L_{j k}^{*} & L_{k j}^{*}
\end{array}\right]\left[\begin{array}{cc}
I & -S_{j k} \\
-S_{k j} & I
\end{array}\right]^{-1}\left[\begin{array}{c}
L_{j k} \\
L_{k j}
\end{array}\right]\right\} .
\end{aligned}
$$

The proof of the theorem is given in the Appendix, "Appendix B: Proof of Theorem 3.4". We also exploit the following lemma:

Lemma 3.1 For any real $2 \times 2$ matrix $R$ and unitary complex numbers $S_{12}$ and $S_{21}$ satisfying $S_{12} S_{21} \neq 1$, there exist $1 \times 2$ complex matrices $K_{1}$ and $K_{2}$ such that $R-\Im\left\{\frac{S_{12}}{1-S_{12} S_{21}} K_{1}^{*} K_{2}+\frac{S_{21}}{1-S_{12} S_{21}} K_{1}^{\top} K_{2}^{\#}\right\}=0$. In fact, a pair $K_{1}$ and $K_{2}$ satisfying this is given by $K_{1}=[\kappa \iota \kappa]$ with $\kappa$ an arbitrary nonzero real number
and $K_{2}=2 \imath\left[\begin{array}{ll}1 & 0\end{array}\right]\left[-K_{1}^{*} \Delta^{*} K_{1}^{\top} \Delta\right]^{-1} R$, where $\Delta=2 \frac{S_{21}-S_{12}^{*}}{\left|1-S_{12} S_{21}\right|^{2}}$. Or, alternatively, $K_{2}=[\kappa i \kappa]$ and $K_{1}=2 \imath\left[\begin{array}{ll}1 & 0\end{array}\right]\left[K_{2}^{*} \Delta-K_{2}^{\top} \Delta^{*}\right]^{-1} R^{\top}$.

See "Appendix C: Proof of Lemma 3.1" in the appendix for a proof of the lemma. As a corollary to the above theorem and lemma, we have the following result:
Corollary 3.1 Let $c_{j k}=c_{k j}=1$ whenever $j \neq k$, and $c_{j j}=m$ for all $j, k=1, \ldots$, n. Also, let $S_{j j}=I_{m}, S_{k j}=e^{\imath \theta_{k j}}$ and $S_{j k}=e^{\imath \theta_{j k}}$ with $\theta_{k j}, \theta_{j k} \in[0,2 \pi)$ satisfying $\theta_{k j}+\theta_{j k} \neq 0, K_{j j}=K_{j}$ and $R_{j}=R_{j j}-2 \operatorname{sym}\left(\sum_{k=1, k \neq j}^{n} \Im\left\{\frac{1}{1-S_{j k} S_{k j}} K_{j k}^{*} K_{j k}\right\}\right)$ ( $K_{j}$ and $R_{j j}$ given), where $\operatorname{sym}(A)=(1 / 2)\left(A+A^{\top}\right)$, and the pair $\left(K_{j k}, K_{k j}\right)$ $(j \neq k)$ be given by:

$$
\begin{align*}
K_{j k} & =\left[\begin{array}{cc}
\kappa_{j k} l \kappa_{j k}
\end{array}\right] \\
K_{k j} & =2 \imath\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[-K_{j k}^{*} \Delta_{j k}^{*} K_{j k}^{\top} \Delta_{j k}\right]^{-1}\left(R_{j k}-\Im\left\{K_{j}^{\top} K_{k}^{\#}\right\}\right) \tag{3.14}
\end{align*}
$$

or

$$
\begin{align*}
& K_{k j}=\left[\begin{array}{ll}
\kappa_{j k} l \kappa_{j k}
\end{array}\right], \\
& K_{j k}=2 \iota\left[\begin{array}{lll}
1 & 0
\end{array}\right]\left[K_{k j}^{*} \Delta_{j k}-K_{k j}^{\top} \Delta_{j k}^{*}\right]^{-1}\left(R_{j k}-\Im\left\{K_{j}^{\top} K_{k}^{\#}\right\}\right)^{\top}, \tag{3.15}
\end{align*}
$$

where $R_{j k}=R_{k j}^{\top} \in \mathbb{R}^{2 \times 2}, \Delta_{j k}=2 \frac{S_{k j}-S_{j k}^{*}}{\left|1-S_{k j} S_{j k}\right|^{2}}$ and $\kappa_{j k}$ is an arbitrary nonzero real constant for all $j, k$. Then the reduced Markov model $G_{\text {red }}=\left(S_{\text {red }}, L_{\mathrm{red}}, H_{\mathrm{red}}\right)$ has the decomposition $G_{\mathrm{red}}=\boxplus_{k=0}^{n} G_{\mathrm{red}, \mathrm{k}}$ with $G_{\mathrm{red}, 0}=\left(0,0, H_{\mathrm{red}}\right)$ and $G_{\mathrm{red}, \mathrm{k}}=$ $\left(S_{k k}, L_{k k}, 0\right)$ for $k=1, \ldots, n$. Moreover, the network $G_{\text {net }}=\left(S_{\text {net }}, L_{\text {net }}, H_{\text {net }}\right)$ formed by forming the series product of $G_{\mathrm{red}, \mathrm{n}} \triangleleft \ldots \triangleleft G_{\mathrm{red}, 2} \triangleleft G_{\mathrm{red}, 1}$ within the concatenated system $G_{\text {red }}$ and defined by $G_{\text {net }}=G_{\text {red, } 0} \boxplus\left(G_{\text {red,n }} \triangleleft \ldots \triangleleft G_{\text {red }, 2} \triangleleft G_{\text {red, } 1}\right)$ is a linear quantum stochastic system with parameters given by:

$$
\begin{aligned}
S_{\mathrm{net}} & =I_{m} \\
L_{\mathrm{red}} & =K x, K=\left[\begin{array}{llll}
K_{1} & K_{2} \ldots K_{n}
\end{array}\right] \\
H_{\mathrm{red}} & =(1 / 2) x^{\top} R x, R=\left[R_{j k}\right]_{j, k=1, \ldots, n} .
\end{aligned}
$$

In other words, $G_{\text {net }}$ realizes a linear quantum stochastic system with the above parameters.
Remark 3.3 The series connection $G_{\text {red,n }} \triangleleft \ldots \triangleleft G_{\text {red }, 2} \triangleleft G_{\text {red, } 1}$ is equivalent to forming and subsequently eliminating the internal edges $\left\{\left(s_{k k}, r_{(k+1)(k+1)}\right) ; k=1, \ldots\right.$, $n-1$ \}.
The proof of this corollary is given in Appendix "Appendix D: Proof of Corollary 3.1". It shows that any linear quantum system can be realized by the quantum network $G_{\text {net }}$ constructed following the prescription of the corollary. Finally,
any system $\left(S, K x,(1 / 2) x^{\top} R x\right)$ can be constructed as $\left(S, K x,(1 / 2) x^{\top} R x\right)=$ $\left(I, K x,(1 / 2) x^{\top} R x\right) \triangleleft(S, 0,0)$. The latter is the cascade of a static network realizing the unitary scattering matrix $S$ and the system $\left(I, K x,(1 / 2) x^{\top} R x\right)$.

Example 3.1 Consider a two degree-of-freedom linear quantum system $G_{\text {sys }}=$ $\left(I, K x,(1 / 2) x^{\top} R x\right)\left(x=\left(q_{1}, p_{1}, q_{2}, p_{2}\right)^{\top}\right)$ with

$$
\begin{aligned}
& K=\left[\begin{array}{ll}
K_{1} & K_{2}
\end{array}\right]=\left[\begin{array}{llll}
3 / 2 & \imath / 2 & 1 & \imath
\end{array}\right]\left(K_{j} \in \mathbb{C}^{1 \times 2}, j=1,2\right) ; \\
& R=\left[\begin{array}{ll}
R_{11} & R_{12} \\
R_{12}^{\top} & R_{22}
\end{array}\right]=\left[\begin{array}{cccc}
2 & 0.5 & 1 & 1 \\
0.5 & 3 & -1 & -1 \\
1 & -1 & 1 & 0 \\
1 & -1 & 0 & 1
\end{array}\right] \quad\left(R_{j k} \in \mathbb{R}^{2 \times 2}, j, k=1,2\right) .
\end{aligned}
$$

Let $x_{1}=\left(q_{1}, p_{1}\right)^{\top}$ and $x_{2}=\left(q_{2}, p_{2}\right)^{\top}$. Define

$$
G_{1}=\left(\operatorname{diag}\left(I_{m}, S_{12}\right),\left[\begin{array}{l}
K_{11} \\
K_{12}
\end{array}\right] x_{1},(1 / 2) x_{1}^{\top} R_{1} x_{1}\right)
$$

and

$$
G_{2}=\left(\operatorname{diag}\left(S_{21}, I_{m}\right),\left[\begin{array}{l}
K_{21} \\
K_{22}
\end{array}\right] x_{2},(1 / 2) x_{2}^{\top} R_{2} x_{2}\right)
$$

with parameters that will be determined in the following. Set $\theta_{12}=0$ and $\theta_{21}=\pi / 2$, so that $\theta_{12}+\theta_{21} \neq 0$ as prescribed in Corollary 3.1. Then, set $S_{12}=e^{\imath \theta_{12}}=1$, $S_{21}=e^{\imath \theta_{21}}=\imath, K_{11}=K_{1}=[3 / 21 / 2]$, and $K_{22}=K_{2}=\left[\begin{array}{ll}1 & \imath\end{array}\right.$. Calculate $\Delta_{12}=$ $2 \frac{S_{21}-S_{12}^{*}}{\left|1-S_{12} S_{21}\right|^{2}}=-1+\iota$ and set $\kappa_{12}=1$. By Corollary 3.1, we then set $K_{12}=\left[\begin{array}{lll}\kappa_{12} & \iota \kappa_{12}\end{array}\right]$ $=[1 \imath]$ and compute $K_{21}=[1.25-0.25 \imath 1.75+0.75 \iota]$,

$$
R_{1}=\left[\begin{array}{cc}
1 & 0.5 \\
0.5 & 2
\end{array}\right]
$$

and

$$
R_{2}=-\left[\begin{array}{cc}
0.625 & 2 \\
2 & 2.625
\end{array}\right]
$$

Therefore, all the parameters of $G_{1}$ and $G_{2}$ have now been determined. Label the ports of $G_{1}$ and $G_{2}$ according to the convention adopted in this section. Concatenate $G_{1}$ and $G_{2}$ and form the internal edges ( $s_{12}, r_{21}$ ) and ( $s_{21}, r_{12}$ ). Then, eliminate these edges to form $G_{\text {red }}$. Finally, eliminating the edge ( $s_{11}, r_{22}$ ) from $G_{\text {red }}$ (see Remark 3.3) yields $G_{\text {net }}$ as an approximate realization of $G_{\text {sys }}$. The realization is depicted in Fig. 3.20. $G_{1}$ and $G_{2}$ can be physically realized in the quantum optic domain following the constructions in Sect.3.1.3. A quantum optical circuit as a physical realization of $G_{\text {sys }}$ is shown in Fig. 3.21.


Fig. 3.20 Realization of $G_{\text {sys }}$ via a quantum feedback network. In the top figure, the internal edges $\left(s_{12}, r_{21}\right)$ and $\left(s_{21}, r_{12}\right)$ are formed and eliminated to obtain a reduced Markov model $G_{\text {red }}$. Then in the bottom figure, a series (cascade) connection is formed by the eliminating the internal edge $\left(s_{11}, r_{22}\right)$ to realize $G_{\text {sys. }}$. Figure adapted from [13] © 2010 IEEE


Fig. 3.21 A quantum optical circuit that realizes $G_{\text {sys }}$ according to the quantum feedback network in Fig. 3.20. Here $a_{j}=\frac{q_{j}+l p_{j}}{2}$ is cavity mode of the optical cavity around which the physical realization of the oscillator $G_{j}$ is based, $j=1,2$. The dashed box labeled $G_{j}$ is the part of the circuit realizing $G_{j}$, and the input and output ports of $G_{j}$ are indicated by their respective labels. Figure adapted from [24]

### 3.2.4 Synthesis of Completely Passive Systems

We now consider the synthesis of the class of completely passive systems, introduced in Sect.2.4.1, via quantum feedback networks. Recall that for completely passive systems, the Hamiltonian takes the form $(1 / 2) a^{*} \tilde{R} a$ for some complex Hermitian $\underset{\tilde{K}}{ }$ matrix $\tilde{R}$ and the coupling operator takes the form $L=\tilde{K} a$ for some complex matrix $\tilde{K}$. Let us write $(1 / 2) a^{*} \tilde{\tilde{R}} a$ and $\tilde{K} a$ in the following way:

$$
\begin{aligned}
(1 / 2) a^{*} \tilde{R} a & =(1 / 2)\left[\begin{array}{ll}
a^{*} & a^{\top}
\end{array}\right]\left[\begin{array}{cc}
(1 / 2) \tilde{R} & 0_{n \times n} \\
0_{n \times n} & (1 / 2) \tilde{R}^{\#}
\end{array}\right]\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right]-\frac{1}{4} \sum_{j=1}^{n} \tilde{R}_{j j} \\
& =(1 / 2) x^{\top} \mathfrak{R}\left\{\Sigma^{*} \tilde{R} \Sigma\right\} x-\frac{1}{4} \sum_{j=1}^{n} \tilde{R}_{j j} \\
\tilde{K} a & =\tilde{K}\left[\begin{array}{ll}
I & 0
\end{array}\right]\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right]=\tilde{K} \Sigma x
\end{aligned}
$$

Therefore, $H=(1 / 2) x^{\top} R x$ with $R=\mathfrak{R}\left\{\Sigma^{*} \tilde{R} \Sigma\right\}$, and $L=K x$ with $K=\tilde{K} \Sigma$.
From the above, it easily follows that for any completely passive system, the block diagonal elements $R_{j j}$ of $R=\left[R_{i j}\right]_{i, j=1, \ldots, n}$ must be diagonal of the form $\lambda_{j} I_{2}$ for some $\lambda_{j} \in \mathbb{R}$, the off-diagonal block elements $R_{j k}$ are real $2 \times 2$ matrices of the form $R_{j k}=\left[\begin{array}{cc}\alpha_{j k} & \beta_{j k} \\ -\beta_{j k} & \alpha_{j k}\end{array}\right]$ for some real numbers $\alpha_{j k}$ and $\beta_{j k}$, and the coupling matrix $K_{j}$ to $x_{j}$ is of the form $K_{j}=\left[\gamma_{j} l \gamma_{j}\right]$ for some complex number $\gamma_{j}$. It is reasonable to expect that a completely passive system can be realized using only purely passive components. The next theorem states that this is exactly the case.

Theorem 3.5 Let $G_{\text {sys }}=(S, L, H)$ be completely passive. Then the systems $\left\{G_{j}\right.$; $j=1, \ldots, n\}$ constructed according to Corollary 3.1 are all also completely passive.

Proof By the complete passivity of $G_{\text {sys }}$, we immediately see that $K_{j j}=K_{j}$ is already of the form required for complete passivity of $G_{j}$, and the matrix $R_{j k}-$ $\Im\left\{K_{j}^{\top} K_{k}^{\#}\right\}$ is a $2 \times 2$ real matrix of the form $\left[\begin{array}{cc}\alpha_{j k}^{\prime} & \beta_{j k}^{\prime} \\ -\beta_{j k}^{\prime} & \alpha_{j k}^{\prime}\end{array}\right]$ for some $\alpha_{j k}^{\prime}, \beta_{j k}^{\prime} \in \mathbb{R}$, whenever $j \neq k$. Let $\kappa_{j k}, S_{j k}$, and $S_{k j}$ be chosen according to Corollary 3.1. Set $K_{j k}$ according to the first equality of (3.14). Then, some straightforward algebra shows that $K_{k j}$ given by the second equality of (3.14) is of the form $K_{k j}=\left[\gamma_{k j}^{\prime} l \gamma_{k j}^{\prime}\right]$ for some $\gamma_{k j}^{\prime} \in \mathbb{C}$, just like $K_{j k}$. The same holds true if one chooses the alternative of setting $K_{k j}$ according to the first equality of (3.15) and computing $K_{j k}$ according to the second equality of (3.15). Finally, given this special form of $K_{j k}$, it is easily inspected that $\operatorname{sym}\left(\Im\left\{\frac{1}{1-S_{j k} S_{k j}} K_{j k}^{*} K_{j k}\right\}\right)$ is a diagonal matrix of the form $\lambda_{j k} I_{2}$ for some $\lambda_{j k} \in \mathbb{R}$ for all $j, k, j \neq k$ (recall that $\operatorname{sym}(A)=(1 / 2)\left(A+A^{\top}\right)$ ), and since $R_{j j}$ is also diagonal of this form (again from the passivity of $G_{\text {sys }}$ ), we have that $R_{j}=R_{j j}-2 \sum_{k=1, k \neq j}^{n} \operatorname{sym}\left(\Im\left\{\frac{1}{1-S_{j k} S_{k j}} K_{j k}^{*} K_{j k}\right\}\right)$ is again of the same form, for
all $j$. Therefore, it now follows that each subsystem $G_{j}$ of Sect. 3.2.3 with parameters determined according to Corollary 3.1 is completely passive.

We conclude the discussion with an example synthesis of a completely passive system.

Example 3.2 Consider a completely passive two degree-of-freedom linear quantum system $G_{\text {sys }}=\left(I, K x,(1 / 2) x^{\top} R x\right)\left(x=\left(q_{1}, p_{1}, q_{2}, p_{2}\right)^{\top}\right)$ with

$$
\begin{aligned}
& K=\left[\begin{array}{ll}
K_{1} & K_{2}
\end{array}\right]=[-3+\imath-3 l-11 \imath]\left(K_{j} \in \mathbb{C}^{1 \times 2}, j=1,2\right) ; \\
& R=\left[\begin{array}{ll}
R_{11} & R_{12} \\
R_{12}^{\top} & R_{22}
\end{array}\right]=\left[\begin{array}{cccc}
2 & 0 & 1 & 4 \\
0 & 2 & -4 & 1 \\
1 & -4 & 1 & 0 \\
4 & 1 & 0 & 1
\end{array}\right]\left(R_{j k} \in \mathbb{R}^{2 \times 2}, j, k=1,2\right) .
\end{aligned}
$$

Setting $\quad \kappa_{12}=1, \quad S_{12}=1, \quad S_{21}=l, \quad$ and $\quad K_{12}=\left[\kappa_{12} \imath \kappa_{12}\right]=\left[\begin{array}{ll}1 & l\end{array}\right], \quad$ from Corollary 3.1 we obtain $K_{11}=K_{1}, K_{22}=K_{2}, K_{21}=[0.5-0.5 \imath 0.5+0.5 \imath], R_{1}=$ $0_{2 \times 2}$, and $R_{2}=0.5 I_{2}$. A passive optical circuit that realizes $G_{\text {sys }}$ is illustrated in Fig. 3.22.


Fig. 3.22 A quantum optical circuit that realizes the passive system $G_{\text {sys }}$ of this example. The circuit consists of only passive optical components: mirrors and phase shifters. Here, $\theta_{11}=\pi-$ $\arctan (1 / 3)$ and $\theta_{21}=-\frac{\pi}{4}$, and the values of all other parameters of devices in this circuit can be determined according to Sect. 3.1. Figure adapted from [24]

### 3.3 Transfer Function Realization

In Sect.3.1, we have considered a strict type of realization problem for linear quantum systems. It is concerned with synthesizing a linear quantum system described by a given triplet of parameters, $\left\{S, L=K x, H=(1 / 2) x^{\top} R x\right\}$. Strict realizability is relevant to the situation where the dynamics of $x(t)$ is tied to an implementation of a quantum information processing algorithm and has to be realized as given. However, in some linear quantum control problems, including robust disturbance attenuation [14] and LQG synthesis [15] (to be discussed in Chap. 5), the internal dynamics are unimportant. In such problems, what is important is the transfer function of the system as determined by the system matrices $(A, B, C, D)$. Thus, there is freedom to modify the internal dynamics without modifying the transfer function since the latter is invariant under the similarity transformation $(A, B, C, D) \mapsto\left(V A V^{-1}, V B, C V^{-1}, D\right)$ for any invertible matrix $V$. However, for linear quantum systems, the transformation matrix $V$ is restricted to be a real symplectic matrix. That is, $V$ satisfies the condition $V \mathbb{J}_{n} V^{\top}=\mathbb{J}_{n}$. This is to guarantee that the transformed variable $Z(t)=V X(t)$ satisfies the CCR for quantum oscillators: $Z(t) Z(t)^{\top}-\left(Z(t) Z(t)^{\top}\right)^{\top}=2 l \mathbb{J}_{n}$, so that the transformed system is again a physical linear quantum system. Recall that the set of all symplectic matrices of a fixed dimension form a group. In particular, $V^{-1}$ is again symplectic. A similarity transformation with a symplectic matrix $V$ in linear quantum systems corresponds to replacing $G=\left(S, K x,(1 / 2) x^{\top} R x\right)$ with $G^{\prime}=\left(S, K V^{-1} x,(1 / 2) x^{\top} V^{-T} R V^{-1} x\right)$. This motivates the following definition:

Definition 3.1 Let $G=\left(S, K x,(1 / 2) x^{\top} R x\right)$ and $G^{\prime}=\left(S^{\prime}, K^{\prime} x,(1 / 2) x^{\top} R^{\prime} x\right)$ be two linear quantum systems. Then, $G^{\prime}$ is said to be transfer function equivalent to $G$ (or a transfer function realization of $G$ ) if $S^{\prime}=S$ and there exists a symplectic matrix $V$ such that $R^{\prime}=V^{-\top} R V^{-1}, K^{\prime}=K V^{-1}$ (or, equivalently, $R=V^{\top} R^{\prime} V$ and $K=K^{\prime} V$ ). $G$ is then said to be transfer function realizable by $G^{\prime}$, and vice versa.

Remark 3.4 Two transfer function equivalent systems $G$ and $G^{\prime}$ need not generate the same input-output dynamics $(\mathcal{A}(t), \mathcal{Y}(t))$ for all $t \geq 0$. This is because they start at a nonzero initial condition $x(0)=\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{n}, p_{n}\right)^{\top}$ but have different parameters $(S, K, R)$. Therefore, their transient dynamics may not be the same. However, if the $A$ matrix of $G$ is Hurwitz, the input-output dynamics of $G$ and $G^{\prime}$ converge asymptotically as $t \rightarrow \infty$.

### 3.3.1 Pure Cascade Realization of the Transfer Function of Linear Quantum Systems

Compared to the strict realization, transfer function realization allows the additional freedom of performing a symplectic similarity transformation on the internal vector $x(t)$. Thus, a question that we may ask is, what kind of simplification can we
obtain in a transfer function realization of a given system? In particular, are there systems whose transfer functions can be realized by only a cascade of one degree-of-freedom linear quantum systems, without requiring any direct Hamiltonian interactions between them or approximate realizations thereof? An affirmative answer is given here for the latter question, following the treatment in [16]. Moreover, it will be shown that the class of completely passive systems is such a class of systems and their cascade realization will be explicitly given.

### 3.3.2 Conditions for Realizability by a Pure Cascade Connection

We begin by introducing the following terminology: A square matrix $F$ is said to be lower $2 \times 2$ block triangular if it has a lower block triangular form when partitioned into $2 \times 2$ blocks:

$$
F=\left[\begin{array}{ccccc}
F_{11} & 0_{2 \times 2} & 0_{2 \times 2} & \ldots & 0_{2 \times 2} \\
F_{21} & F_{22} & 0_{2 \times 2} & \ldots & 0_{2 \times 2} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
F_{n 1} & F_{n 2} & \ldots & \ldots & F_{n n}
\end{array}\right]
$$

where $F_{j k}, j \leq k$, is of dimension $2 \times 2$. We first have the following:
Lemma 3.2 The cascade connection $G_{n} \triangleleft G_{n-1} \triangleleft \cdots \triangleleft G_{1}$ ofone degree-of-freedom linear quantum systems $G_{i}=\left(S_{i}, K_{i} x_{i},(1 / 2) x_{i}^{\top} R_{i} x_{i}\right)(i=1, \ldots, n)$ realizes a linear quantum system $G=\left(S, K x,(1 / 2) x^{\top} R x\right) \quad$ with $\quad S=S_{n \leftarrow 1}, K=$ $\left[S_{n \longleftarrow 2} K_{1} S_{n \leftrightarrow 3} K_{2} \ldots K_{n}\right], \quad R=\left[R_{i j}\right]_{i, j=1, \ldots, n}$, where $R_{j j}=R_{j}, \quad R_{k j}=\Im\left\{K_{k}^{*}\right.$ $\left.S_{k \leftarrow j+1} K_{j}\right\}$ whenever $k<j$ and $R_{j k}=R_{k j}^{\top}$ whenever $j>k$. In particular, $R+$ $\Im\left\{K^{*} K\right\}$ is lower $2 \times 2$ block triangular.

Proof The proof proceeds along the lines of the proof of Theorem 3.1. By the series product formula from Sect.3.1.1, for the cascade of two one degree-of-freedom linear quantum systems $G_{1}=\left(S_{1}, K_{1} x_{1},(1 / 2) x_{1}^{\top} R_{1} x_{1}\right)$ and $G_{2}=\left(S_{2}, K_{2} x_{2},(1 / 2) x_{2}^{\top}\right.$ $R_{2} x_{2}$ ), we get the oscillator $G_{(2)}=G_{2} \triangleleft G_{1}=\left(S_{2} S_{1}, S_{2} K_{1} x_{1}+K_{2} x_{2},(1 / 2) x_{1}^{\top}\right.$ $\left.R_{1} x_{1}+(1 / 2) x_{2}^{\top} R_{2} x_{2}+x_{2}^{\top} \Im\left\{K_{2}^{*} S_{2} K_{1}\right\} x_{1}\right)$. Letting $x_{(2)}=\left(x_{1}^{\top}, x_{2}^{\top}\right)^{\top}$, the latter may be compactly written as: $G_{(2)}=\left(S_{(2)}, K_{(2)} x_{(2)},(1 / 2) x_{(2)}^{\top} R_{(2)} x_{(2)}^{\top}\right)$ with $S_{(2)}=$ $S_{2 \leftrightarrow 1}=S_{2} S_{1}, K_{(2)}=\left[\begin{array}{ll}S_{2} K_{1} & \left.K_{2}\right] \text {, and }\end{array}\right.$

$$
R_{(2)}=\left[\begin{array}{cc}
R_{1} & \Im\left\{K_{2}^{*} S_{2 世 2} K_{1}\right\}^{\top} \\
\Im\left\{K_{2}^{*} S_{2 世 2} K_{1}\right\} & R_{2}
\end{array}\right] .
$$

Repeating the computation for $G_{(k)}=G_{k} \triangleleft G_{(k-1)}$ iteratively for $k=3, \ldots, n-1$ and writing $x_{(k)}=\left(x_{1}^{\top}, x_{2}^{\top}, \ldots, x_{k}^{\top}\right)^{\top}$ and

$$
G_{(k)}=\left(S_{(k)}, K_{(k)} x_{(k)},(1 / 2) x_{(k)}^{\top} R_{(k)} x_{(k)}\right)
$$

at each iteration $k$, we arrive at the desired result with $G=G_{(n)}, S=S_{(n)}, K=K_{(n)}$ and $R=R_{(n)}$ as stated in the lemma.

To see that $R+\Im\left\{K^{*} K\right\}$ is lower $2 \times 2$ block triangular, we note that $K^{*} K$ may be expressed as follows:

$$
K^{*} K=\left[\begin{array}{ccccc}
K_{1}^{*} K_{1} & K_{1}^{*} S_{2}^{*} K_{2} & K_{1}^{*} S_{3 世 2}^{*} K_{2} & \ldots & K_{1}^{*} S_{n 世 2}^{*} K_{n} \\
K_{2}^{*} S_{2} K_{1} & K_{2}^{*} K_{2} & K_{2}^{*} S_{3}^{*} K_{3} & \cdots & K_{2}^{*} S_{n<3}^{*} K_{n} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
K_{n}^{*} S_{n<2} K_{1} & K_{n}^{*} S_{n \longleftarrow 3} K_{2} & \cdots & K_{n}^{*} S_{n} K_{n-1} & K_{n}^{*} K_{n}
\end{array}\right] .
$$

Note that since $K^{*} K$ is by definition a Hermitian matrix, the $2 \times 2$ block elements above the diagonal blocks are the Hermitian transpose of the corresponding elements below the diagonal blocks. It follows therefore that the imaginary part of the block $\left(K^{*} K\right)_{j k}$ at block row $j$ and block column $k$ must satisfy the relation: $\mathfrak{\Im}\left\{\left(K^{*} K\right)_{j k}\right\}=$ $-\Im\left\{\left(K^{*} K\right)_{k j}\right\}^{\top}$.However, from the expression for $R$ derived above and its symmetry, we already have that if $k>j$ :

$$
R_{j k}=R_{k j}^{\top}=\Im\left\{K_{k}^{*} S_{k \leftarrow j+1} K_{j}\right\}^{\top}=\Im\left\{\left(K^{*} K\right)_{k j}\right\}^{\top}
$$

Therefore, the off-diagonal upper block elements of $R$ cancel those of $\Im\left\{K^{*} K\right\}$ when they are summed, and we conclude that the matrix $R+\Im\left\{K^{*} K\right\}$ is lower $2 \times 2$ block triangular.
Recall again the partitioning of $R$ as $R=\left[R_{j k}\right]_{j, k=1, \ldots, n}$ with $R_{j k} \in \mathbb{R}^{2 \times 2}$ and of $K$ as $K=\left[\begin{array}{llll}K_{1} & K_{2} & \ldots & K_{n}\end{array}\right]$ with $K_{k} \in \mathbb{C}^{m \times 2}$. We may now state the following result:
Theorem 3.6 A linear quantum system $G=\left(S, K x,(1 / 2) x^{\top} R x\right)$ with $n$ degrees of freedom is realizable by a pure cascade of $n$ one degree-of-freedom linear quantum systems (without a direct interaction Hamiltonian) if and only if there exists a permutation matrix $P$ such that

$$
P x=\left(q_{\pi(1)}, p_{\pi(1)}, q_{\pi(2)}, p_{\pi(2)}, \ldots, q_{\pi(n)}, p_{\pi(n)}\right)^{\top}
$$

with $\pi$ some permutation map of $\{1,2, \ldots, n\}$ to itself, such that the matrix $P A P^{\top}=$ $2 P \mathbb{J}_{n}\left(R+\Im\left\{K^{*} K\right\}\right) P^{\top}$ is lower $2 \times 2$ block triangular. If this condition is satisfied then $G$ can be explicitly constructed as the cascade connection $G_{n} \triangleleft G_{n-1} \triangleleft \ldots \triangleleft$ $G_{1}$ with $G_{1}=\left(S, K_{1}^{\prime} x_{1}^{\prime},(1 / 2)\left(x_{1}^{\prime}\right)^{\top} R_{11}^{\prime} x_{1}^{\prime}\right)$, and $G_{k}=\left(I, K_{k}^{\prime} x_{k}^{\prime},(1 / 2)\left(x_{k}^{\prime}\right)^{\top} R_{k \underline{k}}^{\prime} x_{k}^{\prime}\right)$ for $k=2, \ldots, n$, where $x_{k}^{\prime}=\left(q_{\pi(k)}, p_{\pi(k)}\right)^{\top}, R^{\prime}=P R P^{\top}=\left[R_{i j}^{\prime}\right], K^{\prime}=K P^{\top}=$ $\left[K_{1}^{\prime} K_{2}^{\prime} \ldots K_{n}^{\prime}\right]$, with $R_{i j}^{\prime} \in \mathbb{R}^{2 \times 2}$ and $K_{j}^{\prime} \in \mathbb{C}^{m \times 2}$.
Proof The proof of the only if part is a consequence of Lemma 3.2, as follows. If $G$ can be realized by a pure cascade connection of $n$ one degree-of-freedom linear quantum systems, there must exist a permutation map $\pi$ and an associated permutation matrix $P$ as given in the statement of the theorem such that
$G=\left(S, K^{\prime} x^{\prime},(1 / 2)\left(x^{\prime}\right)^{\top} R^{\prime} x^{\prime}\right)$ and $A^{\prime}=P A P^{\top}$ is lower $2 \times 2$ block triangular, where $x^{\prime}=P x$.

Conversely, the if part of the proof can be shown by explicitly constructing a pure cascade connection of $n$ one degree oscillators that realizes $G$. Suppose there is permutation matrix $P$ such that $A^{\prime}=P A P^{\top}$ is lower $2 \times 2$ block triangular. Let $G=\left(S, K^{\prime} x^{\prime},(1 / 2)\left(x^{\prime}\right)^{\top} R^{\prime} x^{\prime}\right)$ be as defined in the theorem. Then, the matrix $(1 / 2) \mathbb{J}_{n}^{-1} A^{\prime}=-(1 / 2) \mathbb{J}_{n} A^{\prime}=R^{\prime}+\Im\left\{\left(K^{\prime}\right)^{*} K^{\prime}\right\}$ is also lower $2 \times 2$ block triangular. As we already saw in the proof of Lemma 3.2, this structure implies that $R_{j k}^{\prime}=\mathfrak{\Im}\left\{\left(K_{j}^{\prime}\right)^{*} K_{k}^{\prime}\right\}$ whenever $k>j$ and $R_{k j}^{\prime}=\mathfrak{\Im}\left\{\left(K_{j}^{\prime}\right)^{*} K_{k}^{\prime}\right\}^{\top}$ if $k<j$. Now, using the notation of Lemma 3.2, let us define the one degree-of-freedom linear quantum systems $G_{k}$ for $k=1, \ldots, n$ as $G_{1}=\left(S, K_{1}^{\prime} x_{1}^{\prime},(1 / 2)\left(x_{1}^{\prime}\right)^{\top} R_{k k}^{\prime} x_{k}^{\prime}\right)$, and $G_{k}=\left(I, K_{k}^{\prime} x_{k}^{\prime},(1 / 2)\left(x_{k}^{\prime}\right)^{\top} R_{k k}^{\prime} x_{k}^{\prime}\right)$ for $k>1$. It follows from Lemma 3.2 that $G_{n} \triangleleft G_{n-1} \triangleleft \cdots \triangleleft G_{1}=\left(S, K^{\prime} x^{\prime},(1 / 2)\left(x^{\prime}\right)^{\top} R^{\prime} x^{\prime}\right)$. That is, this cascade connection realizes $G$.
The following corollary is a direct consequence of Theorem 3.6 on the transfer function realization of a linear quantum system:

Corollary 3.2 A linear quantum system $G=\left(S, K x,(1 / 2) x^{\top} R x\right)$ is transfer function realizable by a pure cascade connection of one degree-of-freedom linear quantum systems if and only if there is a symplectic transformation matrix $V$ such that the linear quantum system

$$
G^{\prime}=\left(S, K V^{-1} x,(1 / 2) x^{\top} V^{-\top} R V^{-1} x\right)
$$

has an A matrix which is lower $2 \times 2$ block triangular.
Proof By Definition 3.1, $G$ is transfer function realizable by a pure cascade connection if and only if there exists a symplectic matrix $V$ such that $G^{\prime}=$ ( $S, K V^{-1} x,(1 / 2)$
$\left.x^{\top} V^{-\top} R V^{-1} x\right)$ is realizable by a pure cascade connection. But from Theorem 3.6, noting that the matrix $P$ in the theorem can be absorbed into $V$, this is true if and only if the $A$ matrix associated with $G^{\prime}$ (i.e., $A=2 \mathbb{J}_{n}\left(R^{\prime}+\Im\left\{K^{*} K^{\prime}\right\}\right)$, with $R^{\prime}=V^{-\top} R V^{-1}$ and $K^{\prime}=K V^{-1}$ ) is lower $2 \times 2$ block triangular.

### 3.3.3 Transfer Function Realization of Completely Passive Linear Quantum Systems

We will now show that any completely passive linear quantum system is transfer function realizable by a cascade connection. Moreover, each component in the cascade will also be completely passive. The first result in this direction was obtained by Petersen [17, 18] who constructively showed that a "generic" subclass of such systems, which satisfy assumptions on the distinctness of the eigenvalues and the invertibility of certain matrices, is transfer function realizable by pure cascading. It
will be shown in this section, following [16], that the result in fact holds true for all completely passive systems.

Recall from Sect.2.4.1 that we can express $(1 / 2) a^{*} \tilde{R} a$ and $\tilde{K} a$ in the form

$$
(1 / 2) a^{*} \tilde{R} a=(1 / 2) x^{\top} \mathfrak{R}\left\{\Sigma^{*} \tilde{R} \Sigma\right\} x-\frac{1}{4} \sum_{j=1}^{n} \tilde{R}_{j j}
$$

and $\tilde{K} a=\tilde{K} \Sigma x$. Therefore, we may set $R=\mathfrak{R}\left\{\Sigma^{*} \tilde{R} \Sigma\right\}$ and $K=\tilde{K} \Sigma$. Also recall that the $2 \times 2$ block diagonal elements $\left\{R_{j j} ; j=1, \ldots, n\right\}$ are of the form $R_{j j}=$ $\lambda_{j} I_{2}$ for some $\lambda_{j} \in \mathbb{R}$ for all $j$. We shall now establish some properties of $A$ and then prove that there exists a unitary symplectic matrix that transforms it into a lower $2 \times 2$ block triangular matrix.
Lemma $3.3\left[\Sigma^{\top} \Sigma^{*}\right]^{\top} A\left[\Sigma^{*} \Sigma^{\top}\right]=\operatorname{diag}\left(M, M^{\#}\right)$, where

$$
M=(1 / 2) \Sigma \mathbb{J}_{n} \Sigma^{*}\left(\tilde{R}-\iota \tilde{K}^{*} \tilde{K}\right)
$$

Proof For the proof, we exploit the identities (2.23) as well as the following easily verified identities: $\Sigma \mathbb{J}_{n} \Sigma^{\top}=0=\Sigma^{\#} \mathbb{J}_{n} \Sigma^{*}$. Using these identities, we have the following:

$$
\begin{aligned}
& {\left[\Sigma^{\top} \Sigma^{*}\right]^{\top} A\left[\Sigma^{*} \Sigma^{\top}\right]} \\
& =2\left[\Sigma^{\top} \Sigma^{*}\right]^{\top} \mathbb{J}_{n}\left(R+\Im\left\{K^{*} K\right\}\right)\left[\Sigma^{*} \Sigma^{\top}\right] \\
& =2\left[\Sigma^{\top} \Sigma^{*}\right]^{\top} \mathbb{J}_{n}\left(\Re\left\{\Sigma^{*} \tilde{R} \Sigma\right\}+\Im\left\{\Sigma^{*} \tilde{K}^{*} \tilde{K} \Sigma\right\}\right)\left[\Sigma^{*} \Sigma^{\top}\right] \\
& =2\left[\Sigma^{\top} \Sigma^{*}\right]^{\top} \mathbb{J}_{n}\left((1 / 2)\left(\Sigma^{*} \tilde{R} \Sigma+\Sigma^{T} \tilde{R}^{\#} \Sigma^{\#}\right)\right. \\
& \left.\quad-\frac{l}{2}\left(\Sigma^{*} \tilde{K}^{*} \tilde{K} \Sigma-\Sigma^{\top} \tilde{K}^{\top} \tilde{K}^{\#} \Sigma^{\#}\right)\right)\left[\Sigma^{*} \Sigma^{\top}\right] \\
& =2\left[\Sigma^{\top} \Sigma^{*}\right]^{\top} \mathbb{J}_{n}\left[(1 / 4) \Sigma^{*} \tilde{R}-\frac{l}{4} \Sigma^{*} \tilde{K}^{*} \tilde{K}(1 / 4) \Sigma^{\top} \tilde{R}^{\#}+\frac{l}{4} \Sigma^{\top} \tilde{K}^{\top} \tilde{K}^{\#}\right] \\
& = \\
& \\
& \quad \operatorname{diag}\left((1 / 2) \Sigma \mathbb{J}_{n} \Sigma^{*} \tilde{R}-\frac{l}{2} \Sigma \mathbb{J}_{n} \Sigma^{*} \tilde{K}^{*} \tilde{K}, \Sigma^{\#} \mathbb{J}_{n} \Sigma^{\top} \tilde{R}^{\#}+\frac{l}{2} \Sigma^{\#} \mathbb{J}_{n} \Sigma^{\top} \tilde{K}^{\top} \tilde{K}^{\#}\right)
\end{aligned}
$$

Then, we have the following theorem:
Theorem 3.7 Let $U$ be the complex unitary matrix in a Schur decomposition of the matrix $M$ of Lemma 3.3: $M=U^{*} \hat{M} U$, where $\hat{M}$ is a lower triangular matrix. Then, the matrix

$$
V=2\left[\Sigma^{*} \Sigma^{\top}\right] \operatorname{diag}\left(U, U^{\#}\right)\left[\Sigma^{\top} \Sigma^{*}\right]^{\top}
$$

is a real, unitary, and symplectic matrix that transforms A into a lower $2 \times 2$ block triangular matrix: $V A V^{*}=\hat{A}$, where $\hat{A}$ is a real lower $2 \times 2$ block triangular matrix.

Therefore, every completely passive linear quantum system has a transfer function realization by pure cascading and such a realization is obtained by applying the construction of Theorem 3.6 to $G^{\prime}=\left(S, K V^{\top} x,(1 / 2) x^{\top} V R V^{\top} x\right)$. Moreover, each one degree-of-freedom linear quantum system in the cascade will also be completely passive.

Proof The existence of $U$ is guaranteed by the well-known result that every complex matrix $M$ has a Schur decomposition of the form $M=U^{*} \hat{M} U$ with $\hat{M}$ lower triangular. Note then that we also have $\hat{M}^{\#}=U^{\#} M^{\#} U^{\top}$. Let $V$ be as defined in the theorem. Then by Lemma 3.3, the following is true:

$$
\begin{aligned}
V A V^{*} & =4\left[\Sigma^{*} \Sigma^{\top}\right] \operatorname{diag}\left(\hat{M}, \hat{M}^{\#}\right)\left[\Sigma^{\top} \Sigma^{*}\right]^{\top} \\
& =4\left(\Sigma^{*} \hat{M} \Sigma+\Sigma^{\top} \hat{M}^{\#} \Sigma^{\#}\right) \\
& =8 \Re\left\{\Sigma^{*} \hat{M} \Sigma\right\}
\end{aligned}
$$

Now, since $\hat{M}$ is a lower triangular matrix, it follows by inspection (using the special structure of $\Sigma$ ) that $\hat{A}=8 \Re\left\{\Sigma^{*} \hat{M} \Sigma\right\}$ is lower $2 \times 2$ block triangular, as claimed. That $V$ is real follows from the fact that we may write $V=2\left(\Sigma^{*} U \Sigma+\Sigma^{\top} U^{\#} \Sigma^{\#}\right)=$ $4 \mathfrak{R}\left\{\Sigma^{*} U \Sigma\right\}$. That it is unitary follows from the observation that $\sqrt{2}\left[\Sigma^{*} \Sigma^{\top}\right]$ and $\sqrt{2}\left[\begin{array}{c}\Sigma \\ \Sigma^{\#}\end{array}\right]$ are unitary (as a consequence of (2.23)) and that $\operatorname{diag}\left(U, U^{\#}\right)$ is also unitary. To see that $V$ is also symplectic define $b=U a$ and $z=V x$. By the unitarity of $U$, we have that $b$ and $b^{\#}$ satisfy the same the commutation relations as $a$ and $a^{\#}$ (i.e., $b$ is again an annihilation operator). Then, we have

$$
\begin{aligned}
z=V x=V 2\left[\Sigma^{*} \Sigma^{\top}\right]\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right] & =2\left[\Sigma^{*} \Sigma^{\top}\right] \operatorname{diag}\left(U, U^{\#}\right)\left[\begin{array}{c}
a \\
a^{\#}
\end{array}\right] \\
& =\left[\Sigma^{*} \Sigma^{\top}\right]\left[\begin{array}{c}
b \\
b^{\#}
\end{array}\right]
\end{aligned}
$$

Now, this implies that $z$ consists of the canonical position and momentum operators associated with the modes in $b$ and satisfies the same CCR as $x$. But since $z=V x$ and $V$ is real, preservation of the CCR implies that $V$ is necessarily a symplectic matrix (see, e.g., [19, Sect. III]).

Using the fact $V^{-1}=V^{\top}=V^{*}$ established above, it follows from Theorem 3.6 that the completely passive quantum system $G$ is transfer function equivalent to $G^{\prime}=\left(S, K V^{\top} x,(1 / 2) x^{\top} V R V^{T} x\right)$ whose $A$ matrix is lower $2 \times 2$ block triangular. Let $K^{\prime}=K V^{\top}=\left[K_{1}^{\prime} K_{2}^{\prime} \ldots K_{n}^{\prime}\right]$ and $R^{\prime}=V R V^{\top}=\left[R_{j k}^{\prime}\right]_{j, k=1, \ldots, n}$. By Theorem 3.6, we have $G^{\prime}=G_{n} \triangleleft G_{n-1} \triangleleft \ldots \triangleleft G_{1}$ with $G_{k}=\left(S_{k}, K_{k}^{\prime} x_{k},(1 / 2) x_{k}^{\top}\right.$ $\left.R_{k k}^{\prime} x_{k}\right), S_{1}=S$ and $S_{k}=I$ for $k>1$. We now show that each $G_{k}$ is passive. Recall that $K=\tilde{K} \Sigma$ and write $\tilde{K}=\left[\tilde{K}_{1} \ldots \tilde{K}_{n}\right]$ with $\tilde{K}_{k} \in \mathbb{C}^{m \times 1}$. Using (2.23), we have that $K^{\prime} x=K V^{*} x=\tilde{K} U^{*} a$. By expanding both sides of the equality $K^{\prime} x=\tilde{K} U^{*} a$ and collecting and equating terms of the same index, it follows that $K_{k}^{\prime} x_{k}=\left(\tilde{K} U^{*}\right)_{k} a_{k}$, where $\left(\tilde{K} U^{*}\right)_{k}$ is the $k$-th $\mathbb{C}^{m \times 1}$ block component of $\tilde{K} U^{*}$.

On the other hand, since $G$ is completely passive we have that $R_{k k}=\lambda_{k} I_{2}$ for some $\lambda_{k} \in \mathbb{R}$, and recalling that $R=\mathfrak{R}\left\{\Sigma^{*} \tilde{R} \Sigma\right\}$, it follows by inspection (after some algebraic manipulations using (2.23)) that $R_{k k}^{\prime}=\lambda_{k}^{\prime} I_{2}$ for some $\lambda_{k}^{\prime} \in \mathbb{R}$. Thus, $x_{k}^{\top} R_{k k}^{\prime} x_{k}=\lambda_{k}^{\prime} a_{k}^{*} a_{k}+c$ for some constant $c$ and we conclude that each $G_{k}$ is also completely passive.

We conclude the exposition with an example of a cascade realization for a completely passive linear quantum system.

Example 3.3 Let $G=\left(I, \tilde{K} a,(1 / 2) a^{*} \tilde{R} a+\frac{5}{4}\right)$ be a completely passive system with $\tilde{R}=\left[\begin{array}{cc}2 & 1+\imath \\ 1-l & 3\end{array}\right]$ and $\tilde{K}=\left[\begin{array}{cc}1+0.5 l & -2+\iota \\ -5-2 l & 3-4 l\end{array}\right]$. Therefore for this system,

$$
K=\left[\begin{array}{cccc}
0.5+0.25 l & -0.25+0.5 l & -1+0.5 l & -0.5-l \\
-2.5-l & 1-2.5 \imath & 1.5-2 l & 2+1.5 l
\end{array}\right]
$$

and

$$
R=\left[\begin{array}{cc}
0.5 I_{2} & 0.25\left(I_{2}-J\right) \\
0.25\left(I_{2}+J\right) & 0.75 I_{2}
\end{array}\right]
$$

From Lemma 3.3 and Theorem 3.7, we find that

$$
U=\left[\begin{array}{cc}
-0.6933+0.0039_{l} & 0.2244-0.6849_{l} \\
0.7204+0.0209_{l} & 0.2312-0.6536 l
\end{array}\right]
$$

and

$$
\hat{M}=\left[\begin{array}{cc}
-14.8390-0.7912 \imath & 0 \\
0.6344-0.2225 \imath & -0.2235-0.4588 \imath
\end{array}\right]
$$

Moreover, from the formula for $V$ stated in Theorem 3.7, we have

$$
V=\left[\begin{array}{cccc}
-0.6933 & 0.0039 & 0.2244 & 0.6849 \\
-0.0039 & -0.6933 & -0.6849 & 0.2244 \\
0.7204 & -0.0209 & 0.2312 & 0.6536 \\
0.0209 & 0.7204 & -0.6536 & 0.2312
\end{array}\right]
$$

Let $K^{\prime}=K V^{-1}=\left[\begin{array}{lll}K_{1}^{\prime} & K_{2}^{\prime}\end{array}\right]$, then

$$
K^{\prime}=\left[\begin{array}{cccc}
-0.9144-0.7441 \imath & 0.7441-0.9144 \iota & -0.1926-0.3684 \imath & 0.3684-0.1926 \imath \\
3.4433+1.2621 \imath & -1.2621+3.4433 \imath & -0.1679-0.1501 \imath & 0.1501-0.1679
\end{array}\right]
$$

and

$$
R^{\prime}=V R V^{-1}=\left[\begin{array}{cc}
R_{11}^{\prime} & R_{12}^{\prime} \\
\left(R_{12}^{\prime}\right)^{\top} & R_{22}^{\prime}
\end{array}\right]=\left[\begin{array}{cccc}
0.7912 & 0 & 0.1113 & 0.3172 \\
0 & 0.7912 & -0.3172 & 0.1113 \\
0.1113 & -0.3172 & 0.4588 & 0 \\
0.3172 & 0.1113 & 0 & 0.4588
\end{array}\right]
$$

Therefore, $G$ is transfer function realizable by $G^{\prime}=\left(I, K^{\prime} x,(1 / 2) x^{\top} R^{\prime} x\right)$ as a consequence of Theorem 3.7. It is straightforwardly verified that $R^{\prime}+\Im\left\{K^{\prime *} K\right\}$ is lower $2 \times 2$ block triangular,

$$
R^{\prime}+\Im\left\{K^{* *} K^{\prime}\right\}=\left[\begin{array}{cccc}
0.7912 & 14.8390 & 0 & 0 \\
-14.8390 & 0.7912 & 0 & 0 \\
0.2225 & -0.6344 & 0.4588 & 0.2235 \\
0.6344 & -0.2225 & -0.2235 & 0.4588
\end{array}\right],
$$

from which it follows that $G^{\prime}$ can be realized by a pure cascade of one degree-offreedom linear quantum systems. Applying Theorem 3.6 yields $G^{\prime}=G_{2} \triangleleft G_{1}$ with $G_{1}=\left(I, K_{1}^{\prime} x_{1},(1 / 2) x_{1}^{\top} R_{11}^{\prime} x_{1}\right)$ and $G_{2}=\left(I, K_{2}^{\prime} x_{2},(1 / 2) x_{2}^{\top} R_{22}^{\prime} x_{2}\right)$ and inspection then shows that $G_{1}$ and $G_{2}$ are both completely passive. Figure 3.23 depicts a quantum optical realization of $G^{\prime}$.


Fig. 3.23 Realization of $G^{\prime}$ as the cascade connection of $G_{1}$ and $G_{2} . G_{1}$ and $G_{2}$ are each realized by an optical cavity and a phase shifter. Here, $\theta_{11}=-2.4585, \theta_{12}=0.3513, \theta_{21}=-2.0525$, and $\theta_{22}=-2.4121$, and the partially transmitting mirror $M_{j k}$ in the optical cavity $G_{j}, j, k=$ 1,2 , have the coupling coefficients $\gamma_{11}=1.3898, \gamma_{12}=13.4492, \gamma_{21}=0.1728$ and $\gamma_{22}=0.0507$, respectively. The resonance frequencies of the optical cavities of $G_{1}$ and $G_{2}$ have a detuning of $0.7912-0.4588=0.3324$, with $G_{1}$ having the higher resonance frequency. Figure adapted from [16] © 2010 IEEE

### 3.3.4 Further Reading

A surprising recent result on the transfer realization of linear quantum systems is that it turns out that generic linear quantum systems have a cascade realization, thus including generic active systems (those that require an external source of quanta to operate) [20]. This is a result of practical importance as it allows the transfer function of generic linear quantum systems to be realized by a cascade connection of one degree-of-freedom linear quantum systems. Thus, the transfer function realization problem for generic linear quantum systems can be reduced to that of realizing one degree-of-freedom linear quantum systems. Some approaches for the latter realization have been elaborated upon in this chapter.

While the Schur decomposition played a critical role in proving these results for the completely passive case, in the generic case it was shown that there is a symplectic Schur decomposition which decomposes a generic real square matrix $A$ of even dimension into the product $A=V J V^{-1}$, with $V$ symplectic and $J$ lower $2 \times 2$ block triangular. This Schur decomposition was based on an algorithm for symplectic QR decomposition, and necessary and sufficient conditions for a generic real square matrix $A$ with even dimension to possess the latter decomposition were obtained. Using techniques from differential topology, it was shown that these conditions are satisfied generically by real square matrices of a fixed even dimension, say $2 n \times 2 n$, in the sense that it is valid for matrices in an open and dense subset of $\mathbb{R}^{2 n \times 2 n}$.

In general, the realization of linear quantum systems can be complex with many degrees of freedom. To reduce the dimension of the transfer function realization of linear quantum systems, model reduction of such systems has been considered, with the goal of reducing the number of internal degrees of freedom required in the realization. Methods that have been proposed include an adaptation of the well-known balanced truncation paradigm to linear quantum systems [21, 22] and tangential interpolatory projection methods [23]. The physical realizability condition for linear quantum systems places a stringent restriction on the feasibility of performing model reduction. In particular, it is found that generic linear quantum systems do not possess a balanced realization. However, it has been shown that completely passive linear quantum systems always possess a balanced realization and they are a special class of systems for which model reduction can often be successfully applied, either by balanced truncation or by tangential interpolatory projection.

## Appendices

## Appendix A: Adiabatic Elimination of Coupled Cavity Modes

In this section, we shall derive formulas for two coupled cavity modes in which one of the cavity has very fast dynamics compared to the other and can be adiabatically
eliminated, leaving only the dynamics of the slow cavity mode. The cavities are each coupled to separate bosonic fields and are interacting with one another in a classically pumped nonlinear crystal. A mathematically rigorous theory for the type of adiabatic elimination/singular perturbation that we are interested in here was developed in [12].

The two cavity modes will be denoted by $a$ and $b$, each defined on two distinct copies of the Hilbert space $\ell^{2}$ of square-integrable sequences $\left(\mathbb{Z}_{+}\right.$denotes the set of all nonnegative integers). Thus, the composite Hilbert space for the two cavity modes is $\mathcal{H}=\ell^{2}\left(\mathbb{Z}_{+}\right) \otimes l^{2}\left(\mathbb{Z}_{+}\right)$. The interaction in a nonlinear crystal is given, in some rotating frame, by an interaction Hamiltonian $H_{a b}$ of the form $H_{a b}=\alpha a^{*} b+$ $\beta a^{*} b^{*}+\alpha^{*} a b^{*}+\beta^{*} a b$, for some complex constants $\alpha$ and $\beta$. The mode $a$ is coupled to a bosonic field $\mathcal{A}_{1}$, while $b$ is coupled to the bosonic field $\mathcal{A}_{2}$, both fields in the vacuum state. The fields $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ live the boson Fock space $\mathcal{F}_{2}=\mathcal{F}_{1} \otimes \mathcal{F}_{1}$. We take $a$ to be the slow mode to be retained and $b$ to be the fast mode to be eliminated.

We consider a sequence of linear quantum systems $G_{k}=\left(I, \tilde{L}^{(k)}, H_{a b}^{(k)}\right)$ with $\tilde{L}^{(k)}=\left(\sqrt{\gamma_{1}} a, k \sqrt{\gamma_{2}} b\right)^{\top} \quad$ and $\quad H_{a b}^{(k)}=\Delta_{1} a^{*} a+k^{2} \Delta_{2} b^{*} b+k\left(\alpha a^{*} b+\beta a^{*} b^{*}+\right.$ $\alpha^{*} a b^{*}+\beta^{*} a b$ ) each evolving according to the unitary $U_{k}$ satisfying the left Hudson-Parthasarathy (H-P) QSDE (as opposed to the conventional right H-P QSDE in (2.2)):

$$
\begin{aligned}
d U_{k}(t)= & U_{k}(t)\left(\tilde{L}^{(k) *}\left(d \mathcal{A}_{1}(t), d \mathcal{A}_{2}(t)\right)^{\top}-\tilde{L}^{(k) \top}\left(d \mathcal{A}_{1}(t), d \mathcal{A}_{2}(t)\right)^{*}\right. \\
& \left.+\left(\imath H_{a b}^{(k)}-(1 / 2) \tilde{L}^{(k) *} \tilde{L}^{(k)}\right) d t\right),
\end{aligned}
$$

Here, we are using the left QSDE following the convention used in [12] (see Remark 3 therein) so that the Heisenberg picture dynamics of an operator $x$ is given by $x(t)=U_{k}(t) x U_{k}(t)^{*}$. We shall use the results of [12] to show, in a similar treatment to Sect. 3.2 therein, that in the limit as $k \rightarrow \infty$ :

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \sup _{0 \leq t \leq T}\left\|U_{k}(t)^{*} \phi-U(t)^{*} \phi\right\|=0 \quad \forall \phi \in \mathcal{H}_{0} \otimes \mathcal{F}_{2} \tag{3.16}
\end{equation*}
$$

for any fixed time $T>0$, where $\mathcal{H}_{0}$ is an appropriate Hilbert subspace of $\mathcal{H}$ (to be precisely specified in the next paragraph) for a limiting unitary $U(t)$ (again as a left H-P QSDE) satisfying:

$$
\begin{align*}
d U(t)= & U(t)\left(\left(\frac{\imath 2 \Delta_{2}+\gamma_{2}}{\imath 2 \Delta_{2}-\gamma_{2}}-1\right) d \Lambda_{22}+\sqrt{\gamma_{1}} a^{*} d \mathcal{A}_{1}(t)-\sqrt{\gamma_{1}} a d \mathcal{A}_{1}(t)^{*}\right. \\
& -\imath \sqrt{\gamma_{2}}\left(\imath \Delta_{2}-\frac{\gamma_{2}}{2}\right)^{-1}\left(\alpha a^{*}+\beta^{*} a\right) d \mathcal{A}_{2}(t)+ \\
& \imath \frac{2 \sqrt{\gamma_{2}}}{l 2 \Delta_{2}-\gamma_{2}}\left(\alpha^{*} a+\beta a^{*}\right) d \mathcal{A}_{2}(t)^{*}+\left(\imath \Delta_{1}-\frac{\gamma_{1}}{2}\right) a^{*} a d t+ \\
& \left.\left(\iota \Delta_{2}-\frac{\gamma_{2}}{2}\right)^{-1}\left(\alpha a^{*}+\beta^{*} a\right)\left(\alpha^{*} a+\beta a^{*}\right) d t\right) \tag{3.17}
\end{align*}
$$

on $\mathcal{H}_{0} \otimes \mathcal{F}$. Note that (3.17) is a left $\mathrm{H}-\mathrm{P}$ QSDE corresponding to the right form in Sect. 2.1.4 by noting that we may write:

$$
\begin{aligned}
& \left(l \Delta_{1}-\frac{\gamma_{1}}{2}\right) a^{*} a+\left(\imath \Delta_{2}-\frac{\gamma_{2}}{2}\right)^{-1}\left(\alpha a^{*}+\beta^{*} a\right)\left(\alpha^{*} a+\beta a^{*}\right) \\
& ={ }^{\prime}\left(\Delta_{1} a^{*} a-\frac{\Delta_{2}}{\Delta_{2}^{2}+\left(\frac{\gamma_{2}}{2}\right)^{2}}\left(\alpha a^{*}+\beta^{*} a\right)\left(\alpha^{*} a+\beta a^{*}\right)\right)-\frac{1}{2}\left(\tilde{L}_{1}^{*} \tilde{L}_{1}+\tilde{L}_{2}^{*} \tilde{L}_{2}\right)
\end{aligned}
$$

with $\tilde{L}_{1}=\sqrt{\gamma_{1}} a$ and $\tilde{L}_{2}=\imath \sqrt{\gamma_{2}}\left(-l \Delta_{2}-\frac{\gamma_{2}}{2}\right)^{-1}\left(\alpha^{*} a+\beta a^{*}\right)$. As such it satisfies the $\mathrm{H}-\mathrm{P}$ Condition 1 of [12].

Let $\phi_{0}, \phi_{1}, \ldots$ be the standard orthogonal bases of $\ell^{2}$, i.e., $\phi_{l}$ is an infinite sequence (indexed starting from 0 ) of complex numbers with all zeros except a 1 in the $l$ th place. First, let us specify that $\mathcal{H}_{0}=\ell^{2} \otimes \mathbb{C} \phi_{0}$, and this is the subspace of $\mathcal{H}$ where the slow dynamics of the system will evolve. Next, we define a dense domain $\mathcal{D}=\operatorname{span}\left\{\phi_{j} \otimes \phi_{l} ; j, l=0,1,2, \ldots\right\}$ of $\mathcal{H}$. The strategy is to show that [12, Assumptions 2-3] are satisfied from which the desired result will follow from [12, Theorem 3].

From the definition of $H_{a b}^{(k)}, \tilde{L}^{(k)}$ and $U_{k}$ given above, we can define the operators $Y, A, B, G_{1}, G_{2}$, and $W_{j l}(j, l=1,2)$ in [12, Assumption 1] as: $Y=\left(i \Delta_{2}-\frac{\gamma_{2}}{2}\right) b^{*} b, A=i\left(\alpha a^{*} b+\alpha^{*} a b^{*}+\beta a^{*} b^{*}+\beta^{*} a b\right), B=\left(i \Delta_{1}-\frac{\gamma_{1}}{2}\right) a^{*} a$, $G_{1}=\sqrt{\gamma_{1}} a^{*}, G_{2}=0, F_{1}=0, F_{2}=\sqrt{\gamma_{2}} b^{*}, W_{j l}=\delta_{j l}$. Then, we can define the operators $K^{(k)}, L_{j}^{(k)}$ in this assumption as:

$$
K^{(k)}=k^{2} Y+k A+B ; L_{j}^{(k)}=k F_{j}+G_{j}(j=1,2)
$$

Let $P_{0}$ be the projection operator to $\mathcal{H}_{0}$. Let us now address Assumption 2. From our definition of $\mathcal{H}_{0}$, it is clear that we have that (a) $P_{0} \mathcal{D} \subset \mathcal{D}$. Any element of $P_{0} \mathcal{D}$ is of the form $f \otimes \phi_{0}$ for some $f \in \operatorname{span}\left\{\phi_{l} ; l=0,1,2, \ldots\right\}$; therefore, since $Y=\left(l \Delta_{2}-\frac{\gamma_{2}}{2}\right) b^{*} b$ and $b \phi_{0}=0$, we find that (b) $Y P_{0} d=0$ for all $d \in \mathcal{D}$. Define the operator $\tilde{\tilde{Y}}$ on $\mathcal{D}$ by $\tilde{Y} f \otimes \phi_{0}=0$ and $\tilde{Y} f \otimes \phi_{l}=l^{-1}\left(l_{2}-\frac{\gamma_{2}}{2}\right)^{-1} f \otimes \phi_{l}$ for $l=1,2, \ldots(\tilde{Y}$ can then be defined to all of $\mathcal{D}$ by linear extension). From the definition of $Y$ and $\tilde{Y}$, it is easily inspected that (c1) $Y \tilde{Y} f=\tilde{Y} Y f=P_{1} f$ for all $f \in \mathcal{D}$, where $P_{1}=I-P_{0}$ (i.e., the projection onto the subspace of $\mathcal{H}$ complementary to $\mathcal{H}_{0}$ ). Moreover, because of the simple form of $\tilde{Y}$, it is also readily inspected that (c2) $\tilde{Y}$ has an adjoint $\tilde{Y}^{*}$ with a dense domain that contains $\mathcal{D}$. Since $F_{1}=0$, we have that (d1) $F_{1}^{*} P_{0}=0$ on $\mathcal{D}$, while since $F_{2}^{*} f \otimes \phi_{0}=\sqrt{\gamma_{2}} b f \otimes \phi_{0}=0 \forall f \in \ell^{2}$, we also have (d2) $F_{2}^{*} P_{0}=0$ on $\mathcal{D}$. Finally, from the expression for $A$ and the orthogonality of the bases $\phi_{0}, \phi_{1}, \ldots$, a little algebra reveals that (e) $P_{0} A P_{0} d=0$ for all $d \in \mathcal{D}$. From (a), (b), (c1-c2), (d1-d2), and (e), we have now verified that Assumption 2 is satisfied.

Finally, we verify that the limiting operator coefficients $K, L_{1}, L_{2}, M_{1}, M_{2}$, $N_{j k}(i, j=1,2)$ (as operators on $\mathcal{H}_{0}$ ) of Assumption 3 coincide with the corresponding coefficients of (3.17). These operator coefficients are defined as $K=P_{0}(B-$
$A \tilde{Y} A) P_{0}, \quad L_{j}=P_{0}\left(G_{j}-A \tilde{Y} F_{j}\right) P_{0}, \quad M_{j}=-\sum_{r=1}^{2} P_{0} W_{j r}\left(G_{r}^{*}-F_{r}^{*} \tilde{Y} A\right) P_{0}$ and $N_{j l}=\sum_{r=1}^{2} P_{0} W_{j r}\left(F_{r}^{*} \tilde{Y} F_{l}+\delta_{r l}\right) P_{0}$. From these definitions and some straightforward algebra, we find that for all $f \in \operatorname{span}\left\{\phi_{l} ; l=0,1,2, \ldots\right\}$ :
$K f \otimes \phi_{0}=\left(\left(\imath \Delta_{1}-\frac{\gamma_{1}}{2}\right) a^{*} a+\left(\imath \Delta_{2}-\frac{\gamma_{2}}{2}\right)^{-1}\left(\alpha a^{*}+\beta^{*} a\right)\left(\alpha^{*} a+\beta a^{*}\right)\right) f \otimes \phi_{0}$,
$L_{1} f \otimes \phi_{0}=\sqrt{\gamma_{1}} a^{*} f \otimes \phi_{0}$,
$L_{2} f \otimes \phi_{0}=-l \sqrt{\gamma_{2}}\left(i \Delta_{2}-\frac{\gamma_{2}}{2}\right)^{-1}\left(\alpha a^{*}+\beta^{*} a\right) f \otimes \phi_{0}$,
$M_{1} f \otimes \phi_{0}=-\sqrt{\gamma_{1}} a f \otimes \phi_{0}$,
$M_{2} f \otimes \phi_{0}=\sqrt{\gamma_{2}}\left(l \Delta_{2}-\frac{\gamma_{2}}{2}\right)^{-1}\left(\alpha^{*} a+\beta a^{*}\right) f \otimes \phi_{0}$,
and

$$
\begin{aligned}
& N_{11} f \otimes \phi_{0}=f \otimes \phi_{0}, N_{12} f \otimes \phi_{0}=0, N_{21} f \otimes \phi_{0}=0, \\
& N_{22} f \otimes \phi_{0}=\frac{\gamma_{2}+\imath 2 \Delta_{2}}{-\gamma_{2}+\imath 2 \Delta_{2}} f \otimes \phi_{0} .
\end{aligned}
$$

Therefore, we see that $U(t)$ may be written as:
$d U(t)=U(t)\left(\sum_{j, l=1}^{2}\left(N_{j l}-\delta_{j l}\right) d \Lambda_{j l}+\sum_{j=1}^{2} M_{j} d \mathcal{A}_{j}^{*}(t)+\sum_{j=1}^{2} L_{j} d \mathcal{A}_{j}(t)+K d t\right)$.
Since we have already verified that (3.17) is bona fide left QSDE equation, it now follows that Assumption 3 of [12] is satisfied. Now (3.16) follows from [12, Theorem 3] and the proof is complete.

Moreover, we can observe from the derivation above that the coupling of $a$ to $\mathcal{A}_{2}(t)$ after adiabatic elimination will not change if $a$ is also coupled to other cavities modes $b_{3}, \ldots, b_{m}$ via an interaction Hamiltonian of the form $\sum_{i=j}^{m}\left(\alpha_{j 1} a b_{j}^{*}+\right.$ $\alpha_{j 1}^{*} a^{*} b_{j}+\alpha_{j 2} a^{*} b_{j}^{*}+\alpha_{j 2}^{*} a b_{j}$ ), and each additional mode may also be linearly coupled to distinct bosonic fields $\mathcal{A}_{3}, \ldots, \mathcal{A}_{m}$, respectively, as long as these other modes are not interacting with $b$ and with one another (this amounts to just introducing additional operators $F_{j}, G_{j}, j \geq 3$, etc.). Moreover, under these conditions, one can also adiabatically eliminate any of the additional modes and the only effect will be the presence of additional sum terms in $U(t)$ that do not involve $b, \mathcal{A}_{1}(t)$ and $\mathcal{A}_{2}(t)$.

## Appendix B: Proof of Theorem 3.4

For this proof, it will be convenient to interchange some rows and columns of the model matrix $M$ to form another model matrix $\tilde{M}$ to avoid complicated bookkeeping
and thus reduce unnecessary clutter. Hereby, "rows" and "columns" we mean, respectively, block rows and block columns of $M$ formed with respect to its specified partitioning. This interchange is as follows.

First, we permute rows of $M$ such that the first $2 n-1$ rows from top to bottom are the rows labeled (while column labels are kept fixed as they are) $s_{00}, s_{12}, s_{21}, s_{13}$, $s_{31}, \ldots, s_{1 n}, s_{n 1}$, the next $2(n-2)$ rows, respectively, are the rows labeled $s_{23}, s_{32}$, $s_{24}, s_{42}, \ldots, s_{2 n}, s_{n 2}$, and so on in the same pattern until we get to the last $n$ rows that are, respectively, those rows labeled $s_{11}, s_{22}, \ldots, s_{n n}$. Call the intermediate matrix resulting from this row permutation $\hat{M}$. Then fixing the row labels of $\hat{M}$, we permute its columns such that the first $2 n-1$ columns from left to right are, respectively, the columns of $\hat{M}$ labeled $r_{00}, r_{12}, r_{21}, r_{13}, r_{31}, \ldots, r_{1 n}, r_{n 1}$, the next $2(n-2)$ columns are, respectively, the columns labeled $r_{23}, r_{32}, r_{24}, r_{42}, \ldots, r_{2 n}, r_{n 2}$, and so on in the same pattern until the final $n$ columns that are, respectively, the columns labeled $r_{11}$, $r_{22}, \ldots, r_{n n}$. The resulting matrix after this permutation of columns is $\tilde{M}$.

It is important to note here that since the same permutation is applied to the rows and columns, $M$ and $\tilde{M}$ are model matrix representations of the same physical system. That is to say that if $M$ is the model matrix of $G=(S, L, H)$, then $\tilde{M}$ is the model matrix of $\tilde{G}=\left(P S P^{\top}, P L, H\right)$ for some suitable constant real permutation matrix $P$, while it is clear that $G$ and $\tilde{G}$ are representations of the same physical system. Thus with the same internal connections made, a reduced model matrix for $\tilde{M}$ is also a reduced model matrix for $M$, up to a possible relabeling of uneliminated ports.

Let $\tilde{L}=P L$ and $\tilde{S}=P S P^{\top}$. Then, $\tilde{L}$ can be partitioned as $\tilde{L}=\left(\tilde{L}_{\mathrm{i}}^{\top}, \tilde{L}_{\mathrm{e}}^{\top}\right)^{\top}$, where $\tilde{L}_{\mathrm{i}}$ is the first $n(n-1)+1$ rows of $\tilde{L}$, while $\tilde{L}_{\mathrm{e}}$ is the last $n$ rows of $\tilde{L}$. They are of the form:

$$
\begin{aligned}
\tilde{L}_{\mathrm{i}}= & \left(L_{12}^{\top}, L_{21}^{\top}, L_{13}^{\top}, L_{31}^{\top}, \ldots, L_{1 n}^{\top}, L_{n 1}^{\top}, L_{23}^{\top}, L_{32}^{\top}, L_{24}^{\top}, L_{42}^{\top}, \ldots, L_{2 n}^{\top}, L_{n 2}^{\top}, \ldots,\right. \\
& \left.L_{(n-2)(n-1)}^{\top}, L_{(n-1)(n-2)}^{\top}, L_{(n-2) n}^{\top}, L_{n(n-2)}^{\top}, L_{(n-1) n}^{\top}, L_{n(n-1)}^{\top}\right)^{\top}, \\
\tilde{L}_{\mathrm{e}}= & \left(L_{11}^{\top}, L_{22}^{\top}, \ldots, L_{n n}^{\top}\right)^{\top} .
\end{aligned}
$$

Similarly, $\tilde{S}$ can be partitioned as $\tilde{S}=\left[\begin{array}{ll}\tilde{S}_{\mathrm{ii}} & \tilde{S}_{\mathrm{ie}} \\ \tilde{S}_{\mathrm{ei}} & \tilde{S}_{\mathrm{ee}}\end{array}\right]$, with $\tilde{S}_{\mathrm{ii}}$ and $\tilde{S}_{\mathrm{ee}}$ being block diagonal:

$$
\begin{aligned}
\tilde{S}_{\mathrm{ii}}= & \operatorname{diag}\left(S_{12}, S_{21}, S_{13}, S_{31}, \ldots, S_{1 n}, S_{n 1}, S_{23}, S_{32}, S_{24}, S_{42}, \ldots, S_{2 n}, S_{n 2}, \ldots,\right. \\
& \left.S_{(n-2)(n-1)}, S_{(n-1)(n-2)}, S_{(n-2) n}, S_{n(n-2)}, S_{(n-1) n}, S_{n(n-1)}\right) \\
\tilde{S}_{\mathrm{ee}}= & \operatorname{diag}\left(S_{11}, S_{22}, \ldots, S_{n n}\right)
\end{aligned}
$$

and $\tilde{S}_{\text {ei }}$ and $\tilde{S}_{\text {ie }}$ both being zero matrices. Then, $\tilde{M}$ has a partitioning of the form (3.13) by identifying $S_{\mathrm{ii}}, S_{\mathrm{ie}}, S_{\mathrm{ei}}, S_{\mathrm{ee}}, L_{\mathrm{i}}$ and $L_{\mathrm{e}}$ with $\tilde{S}_{\mathrm{ii}}, \tilde{S}_{\mathrm{ie}}, \tilde{S}_{\mathrm{ei}}, \tilde{S}_{\mathrm{ee}}$ and $\tilde{L}_{\mathrm{i}}$, and $\tilde{L}_{\mathrm{e}}$, respectively. The reduced model matrix resulting from the subsequent simultaneous elimination of all internal edges $\left(s_{j k}, r_{k j}\right) j, k=1, \ldots, n, j \neq k$, can be conveniently determined by using the adjacency matrix $\eta$ defined by:

$$
\begin{aligned}
\eta= & \operatorname{diag}\left(\left[\begin{array}{cc}
0 & I_{c_{12}} \\
I_{c_{21}} & 0
\end{array}\right],\left[\begin{array}{cc}
0 & I_{c_{13}} \\
I_{c_{31}} & 0
\end{array}\right], \ldots,\right. \\
& {\left[\begin{array}{cc}
0 & I_{c_{1 n}} \\
I_{c_{n 1}} & 0
\end{array}\right],\left[\begin{array}{cc}
0 & I_{c_{23}} \\
I_{c_{32}} & 0
\end{array}\right],\left[\begin{array}{cc}
0 & I_{c_{24}} \\
I_{c_{42}} & 0
\end{array}\right], } \\
& \left.\ldots,\left[\begin{array}{cc}
0 & I_{c_{2 n}} \\
I_{c_{n 2}} & 0
\end{array}\right], \ldots,\left[\begin{array}{cc}
0 & I_{c_{(n-1) n}} \\
I_{c_{(n-1) n}} & 0
\end{array}\right]\right) .
\end{aligned}
$$

(Recall that $c_{j k}=c_{k j}$ ). Hence, according to Theorem 3.3, the reduced model matrix $\tilde{M}_{\text {red }}$ obtained after elimination of the internal edges $\left\{\left(s_{j k}, r_{k j}\right) ; j, k=1, \ldots, n, j \neq\right.$ $k\}$ has parameters given by (recalling that $\tilde{S}_{\text {ei }}$ and $\tilde{S}_{\text {ie }}$ are zero matrices):

$$
\begin{aligned}
\tilde{S}_{\mathrm{red}} & =\tilde{S}_{\mathrm{ee}}+\tilde{S}_{\mathrm{ei}}\left(\eta-\tilde{S}_{\mathrm{ii}}\right)^{-1} \tilde{S}_{\mathrm{ie}}=\tilde{S}_{\mathrm{ee}} \\
\tilde{L}_{\mathrm{red}} & =\tilde{L}_{\mathrm{e}}+\tilde{S}_{\mathrm{ei}}\left(\eta-\tilde{S}_{\mathrm{ii}}\right)^{-1} \tilde{L}_{\mathrm{i}}=\tilde{L}_{\mathrm{e}} \\
\tilde{H}_{\mathrm{red}} & =\sum_{k=1}^{n} H_{k}+\sum_{j=\mathrm{i}, \mathrm{e}} \Im\left\{\tilde{L}_{j}^{*} \tilde{S}_{\mathrm{ji}}\left(\eta-\tilde{S}_{\mathrm{ii}}\right)^{-1} \tilde{L}_{\mathrm{i}}\right\} \\
& =\sum_{k=1}^{n} H_{k}+\Im\left\{\tilde{L}_{\mathrm{i}}^{*} \tilde{S}_{\mathrm{ii}}\left(\eta-\tilde{S}_{\mathrm{ii}}\right)^{-1} \tilde{L}_{\mathrm{i}}\right\} \\
& =\sum_{k=1}^{n} H_{k}+\Im\left\{\tilde{L}_{\mathrm{i}}^{*} \eta\left(\eta-\tilde{S}_{\mathrm{ii}}\right)^{-1} \tilde{L}_{\mathrm{i}}\right\} \\
& =\sum_{k=1}^{n} H_{k}+\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} \Im\left\{\left[L_{j k}^{*} L_{k j}^{*}\right]\left[\begin{array}{cc}
I & -S_{j k} \\
-S_{k j} & I
\end{array}\right]^{-1}\left[\begin{array}{c}
L_{j k} \\
L_{k j}
\end{array}\right]\right\}
\end{aligned}
$$

Since $M$ and $\tilde{M}$ are model matrix representations of the same physical system and the external fields have the same ordering and labeling in both representations, the reduced model matrix of $M_{\text {red }}$ and $\tilde{M}_{\text {red }}$ of $M$ and $\tilde{M}$, respectively, after elimination of internal edges ( $s_{j k}, r_{k j}$ ), coincide. Hence, also the linear quantum stochastic systems $G_{\text {red }}$ and $\tilde{G}_{\text {red }}$ associated with $M$ and $\tilde{M}$, respectively, coincide. This completes the proof.

## Appendix C: Proof of Lemma 3.1

We begin by noting that

$$
\mathfrak{\Im}\left\{\frac{S_{12}}{1-S_{12} S_{21}} K_{1}^{*} K_{2}+\frac{S_{21}}{1-S_{12} S_{21}} K_{1}^{\top} K_{2}^{\#}\right\}=\frac{1}{2 l}\left[-K_{1}^{*} \Delta^{*} K_{1}^{\top} \Delta\right]\left[\begin{array}{c}
K_{2} \\
K_{2}^{\#}
\end{array}\right],
$$

with $\Delta=\frac{S_{21}}{1-S_{21} S_{12}}-\frac{S_{12}^{*}}{1-S_{21}^{*} S_{12}^{*}}=2 \frac{S_{21}-S_{12}^{*}}{\left|1-S_{21} S_{12}\right|^{2}}$ (exploiting the fact that $S_{12} S_{12}^{*}=1=$ $S_{21} S_{21}^{*}$ ). Now, set $K_{1}=[\kappa \iota \kappa]$ for an arbitrary nonzero real constant $\kappa$, and note that $S_{21} S_{12} \neq 1$ implies that $\Delta \neq 0$ and:

$$
\begin{aligned}
{\left[-K_{1}^{*} \Delta^{*} K_{1}^{\top} \Delta\right]^{-1} } & =\left[\begin{array}{cc}
-\kappa \Delta^{*} & \kappa \Delta \\
l \kappa \Delta^{*} & l \kappa \Delta
\end{array}\right]^{-1} \\
& =-\frac{1}{2 l \kappa^{2}|\Delta|^{2}}\left[\begin{array}{cc}
l \kappa \Delta & -\kappa \Delta \\
-l \kappa \Delta^{*} & -\kappa \Delta^{*}
\end{array}\right]
\end{aligned}
$$

and therefore for any real matrix $V, 2 l\left[-K_{1}^{*} \Delta^{*} K_{1}^{\top} \Delta\right]^{-1} V=\left[\begin{array}{c}Z \\ Z^{\#}\end{array}\right]$ for some complex row vector $Z$. Therefore, given any $R$, we see that we may solve the equation

$$
\left[-K_{1}^{*} \Delta^{*} K_{1}^{\top} \Delta\right]\left[\begin{array}{l}
K_{2} \\
K_{2}^{\#}
\end{array}\right]=2 \imath R
$$

for $K_{2}$ and this solution is as given in the statement of the corollary.
Alternatively, we could also have started by setting $K_{2}=[\kappa \iota \kappa]$ and analogously solving for $K_{1}$ for a given $R$. It is then an easy exercise that the solution for $K_{1}$ in this case is as stated in the corollary.

## Appendix D: Proof of Corollary 3.1

With $c_{j k}, S_{j k}, R_{j k}$, and $K_{j k}, j, k=1, \ldots, n$, as defined in the statement of the corollary, from Theorem 3.4 and Lemma 3.1 we have that $S_{\text {red }}=I_{n m}, L_{\text {red }}=$ $\left(L_{11}^{\top}, L_{22}^{\top}, \ldots, L_{n n}^{\top}\right)^{\top}$ with $L_{j j}=K_{j} x_{j}$, and

$$
H_{\mathrm{red}}=\sum_{j=1}^{n} H_{j}+\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} \mathfrak{\Im}\left\{\left[\begin{array}{ll}
L_{j k}^{*} & L_{k j}^{*}
\end{array}\right]\left[\begin{array}{cc}
1 & -S_{j k} \\
-S_{k j} & 1
\end{array}\right]^{-1}\left[\begin{array}{l}
L_{j k} \\
L_{k j}
\end{array}\right]\right\} .
$$

Expanding, we have:

$$
\begin{aligned}
H_{\mathrm{red}}= & (1 / 2) \sum_{j=1}^{n} x_{j}^{\top} R_{j} x_{j}+\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} \mathfrak{\Im}\left\{\frac{1}{1-S_{j k} S_{k j}}\right. \\
& \left.\times\left(L_{j k}^{*} L_{j k}+S_{j k} L_{j k}^{*} L_{k j}+S_{k j} L_{k j}^{*} L_{j k}+L_{k j}^{*} L_{k j}\right)\right\} \\
= & (1 / 2) \sum_{j=1}^{n} x_{j}^{\top}\left(R_{j}+2 \operatorname{sym}\left(\sum_{k=1, k \neq j}^{n} \Im\left\{\frac{K_{j k}^{*} K_{j k}}{1-S_{j k} S_{k j}}\right\}\right)\right) x_{j}
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} x_{j}^{\top} \Im\left\{\frac{S_{j k}}{1-S_{j k} S_{k j}} K_{j k}^{*} K_{k j}+\frac{S_{k j}}{1-S_{j k} S_{k j}} K_{j k}^{\top} K_{k j}^{\#}\right\} x_{k} \\
= & (1 / 2) \sum_{j=1}^{n} x_{j}^{\top} R_{j j} x_{j}+\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} x_{j}^{\top}\left(R_{j k}-\Im\left\{K_{j}^{\top} K_{k}^{\#}\right\}\right) x_{k} \\
= & (1 / 2) x^{\top} R x-\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} x_{j}^{\top} \Im\left\{K_{j}^{\top} K_{k}^{\#}\right\} x_{k},
\end{aligned}
$$

where $\operatorname{sym}(A)=(1 / 2)\left(A+A^{\top}\right)$, and $R=\left[R_{j k}\right]_{j, k=1, \ldots, n}$ and $R_{k j}=R_{j k}^{\top}$. From this, it is clear that using the concatenation product we can decompose $G_{\mathrm{red}}$ as $G_{\mathrm{red}}=$ $\left(0,0, H_{\mathrm{red}}\right) \boxplus \boxplus_{j=1}^{n}\left(I_{m}, L_{j j}, 0\right)$. Let $G_{\mathrm{red}, 0}=\left(0,0, H_{\mathrm{red}}\right)$ and $G_{\mathrm{red}, j}=\left(I_{m}, L_{j j}, 0\right)$, $j=1, \ldots, n$. Now, using the series product rule, we easily compute that

$$
\begin{aligned}
G_{\text {net }}= & G_{\text {red }, 0} \boxplus\left(G_{\text {red }, n} \triangleleft \ldots \triangleleft G_{\text {red }, 2} \triangleleft G_{\text {red }, 1}\right) \\
= & \left(0,0,(1 / 2) x^{\top} R x-\sum_{j=1}^{n-1} \sum_{k=j+1}^{n} x_{j}^{\top} \Im\left\{K_{j}^{\top} K_{k}^{\#}\right\} x_{k}\right) \boxplus \\
& \left(I_{m},\left[K_{1} K_{2} \ldots K_{n}\right] x, \sum_{j=1}^{n-1} \sum_{k=j+1}^{n} x_{j}^{\top} \Im\left\{K_{j}^{\top} K_{k}^{\#}\right\} x_{k}\right) \\
= & \left(I_{m},\left[K_{1} K_{2} \ldots K_{n}\right] x,(1 / 2) x^{\top} R x\right) .
\end{aligned}
$$

Therefore, $G_{\text {net }}$ realizes a linear quantum stochastic system with parameters $S_{\text {net }}$, $L_{\text {net }}$ and $H_{\text {net }}$, as claimed.
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# Chapter 4 <br> Quantum Filtering for Linear Dynamical Quantum Systems 


#### Abstract

This chapter introduces quantum filtering theory as a quantum analogue of stochastic filtering theory. When applied to linear quantum systems, this leads to a quantum version of the Kalman filter. Concepts from quantum probability theory that are relevant to quantum filtering theory are introduced, including a suitable notion of quantum conditional expectations. The chapter also briefly introduces robust observers for linear quantum systems to deal with modeling uncertainties for the purpose of estimation.


As discussed in Sect. 1.2.2, for classical linear stochastic systems with partial observation, we can construct a dynamical estimate called the Kalman filter, which generates an optimal estimator for the system's state vector in the least mean square sense. In order to emphasize the importance of the Kalman filter, we highlight the fact that it can be used for constructing LQG controllers based on the separation principle, as illustrated in Sect. 1.2.2. This chapter discusses the quantum analogue of the Kalman filtering theory for linear dynamical quantum systems, as well as a more general setting of the quantum filtering theory developed by Belavkin (see Chap. 1).

This chapter is structured as follows. First, we begin with a general overview of a version of quantum conditional expectations, which gives a least mean square estimate as in the classical case. Then, we use the quantum conditional expectation to derive a special case of the quantum filtering equation. The Schrödinger picture representation of this equation will be given, which is called the stochastic master equation or the quantum trajectory equation in the physics literature. Next, the general theory is applied to the special linear setup where the state is limited to coherent states, and the quantum version of the Kalman filter is given. Finally, we consider a practical aspect of estimation for linear quantum systems. Quantum filtering is a model-based approach for estimation; as a consequence, the optimal estimate can be constructed only under the assumption that the system dynamics (more precisely the system's ( $A, B, C, D$ ) matrices) are perfectly known. Of course in any realistic situation, the model is only an approximation. Hence, we need a robust filter that can estimate the

[^8]system's variable, even when the model is imperfect. A quantum version of robust filters will be discussed.

### 4.1 Quantum Conditional Expectations

### 4.1.1 Quantum Probability Space

In the framework of quantum filtering, we will only consider a restricted notion of quantum conditional expectations, as linear projective mappings from the space of observables to an algebra of commutative observables. Hence, we first need to specify such an algebra of observables and the notion of a state on this algebra. For the purpose of illustration and to emphasize the basic underlying idea, in the following we discuss only the case of finite-dimensional systems, wherein the dimension of the Hilbert space is finite-dimensional and an observable can be represented by a complex matrix. Quantum harmonic oscillators are thus, strictly speaking, excluded because they are defined on an infinite-dimensional Hilbert space. Nonetheless, the notions and results below have an infinite-dimensional analogue, which readers can find in, e.g., [1] and the references cited therein.

The content we describe here partly follows [2]. First recall that a quantum mechanical random variable is represented by a linear self-adjoint operator on a Hilbert space. This axiom means that quantum random variables in general do not commute with one another, and thus, the conventional classical probability space $(\Omega, \mathcal{F}, \mathbf{P})$ needs to be replaced by a quantum probability space, which is composed of a $*$-algebra and a state defined as follows.

Definition 4.1 ( $*$-algebra) Let $\mathcal{H}$ be a finite-dimensional complex Hilbert space. A $*$-algebra $\mathcal{A}$ is a set of linear operators $\mathcal{H} \rightarrow \mathcal{H}$ such that $I, \alpha A+\beta B, A B, A^{*} \in$ $\mathcal{A}$ for any $A, B \in \mathcal{A}$ and $\alpha, \beta \in \mathbb{C}$. $\mathcal{A}$ is called commutative if $[A, B]=0$ for any $A, B \in \mathcal{A}$.

In the above definition, the adjoint $A^{*}$ is defined as the unique operator satisfying $\left\langle A^{*} x, y\right\rangle=\langle x, A y\rangle, \forall x, y \in \mathcal{H}$. The $*$-algebra introduced above corresponds to a $\sigma$-algebra $\mathcal{F}$ in a classical probability space. The next is the quantum version of the expectation $\mathbf{E}$, which is referred to as a "state"; this notion has a one-to-one correspondence with the standard notion of a state in quantum mechanics, which is represented by a ket vector or a density matrix.

Definition 4.2 (State) A state on $\mathcal{A}$ is a linear map $\mathbb{P}: \mathcal{A} \rightarrow \mathbb{C}$ that is positive: $\mathbb{P}\left(A^{*} A\right) \geq 0, \forall A \in \mathcal{A}$, and normalized $\mathbb{P}(I)=1$.

In the finite-dimensional context, the state can be given explicitly as follows. Let $\left(e_{1}, \ldots, e_{d}\right)$ be an orthonormal basis of the $d$-dimensional Hilbert space $\mathcal{H}$. Also recall that the trace can be defined as $\operatorname{Tr}(A)=\sum_{i=1}^{d}\left\langle e_{i}, A e_{i}\right\rangle$ for all $A \in \mathcal{A}$; note that $\operatorname{Tr}(A)$ does not depend on the choice of basis. Then, the state $\mathbb{P}$ can be expressed in terms of the trace and an associated matrix. That is, there exists a unique matrix $\rho$ that satisfies

$$
\begin{equation*}
\mathbb{P}(A)=\operatorname{Tr}(\rho A), \quad \rho=\rho^{*} \geq 0, \quad \operatorname{Tr}(\rho)=1 \tag{4.1}
\end{equation*}
$$

$\rho$ is called the density matrix; due to the equivalence between $\rho$ and $\mathbb{P}$, we sometimes also refer to $\rho$ as the state. Note that, from the latter two conditions in (4.1), $\mathbb{P}\left(A^{*} A\right) \geq 0 \forall A \in \mathcal{A}$ and $\mathbb{P}(I)=1$ are satisfied. Also especially when $\rho$ is a pure state, meaning that $\rho$ is a rank-one projection matrix $\rho=|b\rangle\langle b|,|b\rangle \in \mathcal{H}$, then $\mathbb{P}(A)$ can be represented as

$$
\begin{equation*}
\mathbb{P}(A)=\operatorname{Tr}(|b\rangle\langle b| A)=\langle b| A|b\rangle . \tag{4.2}
\end{equation*}
$$

Now a quantum probability space can be defined as follows.
Definition 4.3 (Quantum probability space) Let $\mathcal{A}$ be a $*$-algebra of operators on a finite-dimensional complex Hilbert space $\mathcal{H}$ and $\mathbb{P}$ be a state on $\mathcal{A}$. Then, $(\mathcal{A}, \mathbb{P})$ is called a (finite-dimensional) quantum probability space.

For a quantum probability space $(\mathcal{A}, \mathbb{P})$, if $A \in \mathcal{A}$ is self-adjoint, then we call $A$ a quantum random variable or an observable; this is the definition of observables in the scenario of quantum probability theory. Now, let us consider a commutative *-algebra $\mathcal{A}$, in which all quantum random variables in $\mathcal{A}$ commute with each other as in the classical case. In this case, $(\mathcal{A}, \mathbb{P})$ is called a commutative quantum probability space. Now, we can state the well-known Spectral Theorem (Theorem 4.1 below), emphasizing that a commutative quantum probability space is equivalent to a classical one. This is based on the following notion:

Definition 4.4 ( $*$-isomorphism) Let $\Omega$ be a set and let $\mathcal{F}$ be a $\sigma$-algebra on $\Omega$. A $*$-isomorphism between a commutative $*$-algebra $\mathcal{C}$ and the set of bounded $\mathcal{F}$-measurable functions $\ell^{\infty}(\mathcal{F})$ on $\Omega$ is a linear bijection $\iota: \mathcal{C} \rightarrow \ell^{\infty}(\mathcal{F})$ such that $\iota\left(A^{*}\right)(i)=\iota(A)(i)^{*}$ and $\iota(A B)(i)=\iota(A)(i) \iota(B)(i)$ for all $A, B \in \mathcal{C}$ and $i \in \Omega$.

Theorem 4.1 (Spectral Theorem) Let $(\mathcal{C}, \mathbb{P})$ be a finite-dimensional commutative quantum probability space. Then, there exists a classical probability space ( $\Omega, \mathcal{F}, \mathbf{P}$ ) and $a *$-isomorphism $\iota: \mathcal{C} \rightarrow \ell^{\infty}(\mathcal{F})$ such that $\mathbb{P}(A)=\mathbf{E}_{\mathbf{P}}[\iota(A)], \forall A \in \mathcal{C}$.

Proof The theorem can be proven by construction. First, let $\mathcal{H}=\mathbb{C}^{n}$ and $\Omega=$ $\{1, \ldots, n\}$. Since $[A, B]=0$ and $\left[A, A^{*}\right]=0 \forall A, B \in \mathcal{C}$, all the elements in $\mathcal{C}$ can be diagonalized simultaneously. Hence, we can set $A=\operatorname{diag}\left\{a_{1}, \ldots, a_{n}\right\}$ and define a classical random variable $\iota(A): \Omega \rightarrow \mathbb{C}$ by $\iota(A)(i)=a_{i}$. Let $P$ be a projection in $\mathcal{C}$, i.e., $P=P^{*}=P^{2}$, then $\iota(P)$ is the indicator function of a subset $S_{P}$ of $\Omega$. We define $\mathcal{F}$ as the set of subsets $S_{P}$ of $\Omega$ where $P$ runs through the projections in $\mathcal{C}$. Furthermore, we define a probability measure $\mathbf{P}$ on $\mathcal{F}$ by $\mathbf{P}\left(S_{P}\right)=\mathbb{P}(P), \forall P \in \mathcal{C}$. As a result, we have constructed a classical probability space $(\Omega, \mathcal{F}, \mathbf{P})$. It is then easy to verify $\mathbf{E}_{\mathbf{P}}[\iota(A)]=\mathbb{P}(A)$.

Thanks to the above spectral theorem, a single observable $A$ can always be represented as a classical random variable $\iota(A)$ on a classical probability space $(\Omega, \mathcal{F}, \mathbf{P})$,
where the measure $\mathbf{P}$ is determined from the state. Then, a measurement on $A$ generates one of the values that $\iota(A)$ can take, with probability according to $\mathbf{P}$. Here, we pose a very important remark; if two observables do not commute with each other, then these observables cannot be represented as classical random variables on the same probability space. Such observables are called incompatible, meaning that they cannot be measured simultaneously in a single realization of an experiment.

Example 4.1 Let us now see an example, a quantum two-level system, like a single atom with two distinguishable two energy levels. The Hilbert space is $\mathcal{H}=\mathbb{C}^{2}$. The quantum probability space of a two-level system is composed of the $*$-algebra of $2 \times 2$ complex matrices $\mathcal{M}$ and a state $\psi$ on $\mathcal{M}$. The state $\psi$ can be represented as $\psi(A)=\operatorname{Tr}(\rho A), \forall A \in \mathcal{M}$ for some matrix $\rho$ satisfying $\rho=\rho^{*} \geq 0$ and $\operatorname{Tr}(\rho)=1$. Let us then study a commutative $*$-subalgebra $\mathcal{D}=\left\{D=\operatorname{diag}\left(d_{1}, d_{2}\right): d_{1}, d_{2} \in\right.$ $\mathbb{R}\} \subset \mathcal{M}$. From Theorem 4.1, there always exists a classical probability space that is in one-to-one correspondence with $(\mathcal{D}, \psi)$. Such a classical space is composed of the sample space $\Omega=\{1,2\}$, the set of events $\mathcal{F}=\{\emptyset,\{1\},\{2\}, \Omega\}$, and the probability measure constructed as follows. Let $d_{1}$ and $d_{2}$ be eigenvalues of an observable $D$ in $\mathcal{D}$ and define a classical random variable $\iota(D)$ on $(\Omega, \mathcal{F})$ as $\iota(D)(1)=d_{1}$ and $\iota(D)(2)=d_{2}$. Now, $D \in \mathcal{D}$ has a spectral decomposition $D=\sum d_{i} P_{i}$ with the projection matrices $P_{1}=\operatorname{diag}(1,0)$ and $P_{2}=\operatorname{diag}(0,1)$. Hence, according to the proof of Theorem 4.1, a probability distribution for $\iota(D)$ can be defined through $\mathbf{P}(\{1\})=\psi\left(P_{1}\right)=\operatorname{Tr}\left(\rho P_{1}\right)=\rho_{11}$ and $\mathbf{P}(\{2\})=\rho_{22}$.

Lastly, let us define the composite quantum probability space of two quantum probability spaces $\left(\mathcal{A}_{1}, \mathbb{P}_{1}\right)$ and $\left(\mathcal{A}_{2}, \mathbb{P}_{2}\right)$, which are defined on the finite-dimensional Hilbert spaces $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, respectively. First, for two vectors $\left|a_{1}\right\rangle \in \mathcal{H}_{1}$ and $\left|a_{2}\right\rangle \in \mathcal{H}_{2}$, we define the tensor (Kronecker) product $\left|a_{1}\right\rangle \otimes\left|a_{2}\right\rangle$. Then, the Hilbert space $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ can be introduced by defining an inner product $\left\langle a_{1} \otimes a_{2}, b_{1} \otimes b_{2}\right\rangle:=$ $\left\langle a_{1}, b_{1}\right\rangle\left\langle a_{2}, b_{2}\right\rangle$. Now, the composite quantum probability space $\left(\mathcal{A}_{1} \otimes \mathcal{A}_{2}, \mathbb{P}_{1} \otimes \mathbb{P}_{2}\right)$ can be defined on $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ as follows. First, an arbitrary element of $\mathcal{A}_{1} \otimes \mathcal{A}_{2}$ is represented as a linear combination of product-type elements of the form $A_{1} \otimes A_{2} \in$ $\mathcal{A}_{1} \otimes \mathcal{A}_{2}$. Second, the state $\mathbb{P}_{1} \otimes \mathbb{P}_{2}$ is introduced through the relation $\left(\mathbb{P}_{1} \otimes\right.$ $\left.\mathbb{P}_{2}\right)\left(A_{1} \otimes A_{2}\right)=\mathbb{P}_{1}\left(A_{1}\right) \mathbb{P}_{2}\left(A_{2}\right)$ and its linear extension to all of $\mathcal{A}_{1} \otimes \mathcal{A}_{2}$.

### 4.1.2 Conditional Expectations

Let us consider a quantum probability space $(\mathcal{A}, \mathbb{P})$ and two commuting self-adjoint elements $A$ and $B$ on $\mathcal{A}$. From the Spectral Theorem (Theorem 4.1), $A$ and $B$ can be represented as classical random variables $\iota(A)$ and $\iota(B)$ on a single classical probability space $(\Omega, \mathcal{F}, \mathbf{P})$. This allows us to specify the classical conditional expectation $\mathbf{E}_{\mathbf{P}}[\iota(A) \mid \iota(B)]$. Then, the quantum conditional expectation $\mathbb{P}(A \mid B)$ can be defined as

$$
\mathbb{P}(A \mid B)=\iota^{-1}\left(\mathbf{E}_{\mathbf{P}}[\iota(A) \mid \iota(B)]\right)
$$

Next, we aim to extend the above discussion to the case where the variable $A$ can be conditioned on a commutative $*$-subalgebra $\mathcal{C}$ of $\mathcal{A}$, rather than a single variable $B$. In fact, as long as $A$ commutes with every element in $\mathcal{C}$, Theorem 4.1 is applicable to the commutative $*$-algebra generated from $A$ and $\mathcal{C}$. In this case, we can define

$$
\begin{equation*}
\mathbb{P}(A \mid \mathcal{C})=\iota^{-1}\left(\mathbf{E}_{\mathbf{P}}[\iota(A) \mid \sigma(\iota(\mathcal{C}))]\right), \tag{4.3}
\end{equation*}
$$

where $\sigma(\iota(\mathcal{C}))$ denotes the $\sigma$-algebra generated from $\iota(K), K \in \mathcal{C}$. Moreover, this argument means that the quantum conditional expectation onto $\mathcal{C}$ can be defined for every self-adjoint element in the commutant of $\mathcal{C}$ : for a commutative $*$-subalgebra $\mathcal{C}$, the commutant of $\mathcal{C}$ is given by

$$
\mathcal{C}^{\prime}:=\{A \in \mathcal{A}:[A, C]=0, \forall C \in \mathcal{C}\} .
$$

Then, we have the formal definition of the conditional expectation as shown below (note that the general treatment of quantum conditional expectations based on operator algebras can be found in, e.g., [3]).

Definition 4.5 (Quantum conditional expectation) Let $(\mathcal{A}, \mathbb{P})$ be a quantum probability space, and let $\mathcal{C}$ be a commutative $*$-subalgebra of $\mathcal{A}$. Then, the map $\mathbb{P}(\cdot \mid \mathcal{C}): \mathcal{C}^{\prime} \rightarrow \mathcal{C}$ is called (a version of ) the quantum conditional expectation from $\mathcal{C}^{\prime}$ to $\mathcal{C}$ if $\mathbb{P}(\mathbb{P}(A \mid \mathcal{C}) K)=\mathbb{P}(A K), \forall A \in \mathcal{C}^{\prime}, \forall K \in \mathcal{C}$.

Note that an arbitrary element $A$ in the commutant can be uniquely expressed as $A=A_{1}+{ }_{\imath} A_{2}$ with $A_{1}$ and $A_{2}$ self-adjoint. Hence, the conditional expectation of $A$ onto $\mathcal{C}$ can be defined as simply a linear extension of (4.3). Finally, we provide some basic properties of both the classical and quantum conditional expectations as follows: (i) $\mathbb{P}(A \mid \mathcal{C})$ is unique with probability one, (ii) $\mathbb{P}(\mathbb{P}(A \mid \mathcal{C}))=$ $\mathbb{P}(A)$, (iii) $\mathbb{P}(C A \mid \mathcal{C})=C \mathbb{P}(A \mid \mathcal{C})$ if $C \in \mathcal{C}$ and $A \in \mathcal{C}^{\prime}$ (module property), and (iv) $\mathbb{P}(\mathbb{P}(A \mid \mathcal{B}) \mid \mathcal{C})=\mathbb{P}(A \mid \mathcal{C})$ if $\mathcal{C} \subset \mathcal{B}$ (tower property). Note from the tower property that $\mathbb{P}(\cdot \mid \mathcal{C})$ is a projection. A particularly important fact deduced from the above properties is that, as in the classical case, $\mathbb{P}(A \mid \mathcal{C})$ is a least mean square estimate of $A$ given $\mathcal{C}$ in the sense that

$$
\begin{align*}
\|A-\mathbb{P}(A \mid \mathcal{C})\|_{\mathbb{P}} & \leq\|A-\mathbb{P}(A \mid \mathcal{C})\|_{\mathbb{P}}+\|\mathbb{P}(A \mid \mathcal{C})-B\|_{\mathbb{P}} \\
& =\|A-B\|_{\mathbb{P}}, \quad \forall B \in \mathcal{C}, \tag{4.4}
\end{align*}
$$

where we have defined $\|X\|_{\mathbb{P}}^{2}:=\mathbb{P}\left(X^{*} X\right)$.

### 4.2 Quantum Filtering Theory

In this section, in the setting of the quantum probability theory elaborated in the previous section, we illustrate a dynamical estimation method for open quantum systems via quantum filtering.

### 4.2.1 Quantum Filtering: The Idea

We begin by describing the idea of quantum filtering in a simple setup where the system is only coupled to a single probe field, which is in the vacuum state. The case of multiple probe fields is discussed in the following subsection.

The system dynamics considered here is generated by the following special class of Hudson-Parthasarathy QSDEs (2.2):

$$
\begin{equation*}
d U(t)=\left(\left(-\imath H-\frac{1}{2} L^{*} L\right) d t+L d \mathcal{A}(t)^{*}-L^{*} d \mathcal{A}(t)\right) U(t), \quad U(0)=I \tag{4.5}
\end{equation*}
$$

where again $H$ is the system Hamiltonian and $L$ represents the coupling to the probe field with annihilation process $\mathcal{A}(t)$. For simplicity, we further assume that the internal scattering process is identity: $S=I$. Also recall that the operator $\mathcal{A}(t)$ satisfies the quantum Ito rule $d \mathcal{A}(t) d \mathcal{A}(t)^{*}=d t$ and all other products between $d \mathcal{A}(t), d \mathcal{A}(t)^{*}$, and $d t$ being zero. Now, let us see the time evolution of an observable $X$, i.e., $j_{t}(X):=U(t)^{*} X U(t)$. Using the quantum Itō calculus, we end up with

$$
\begin{equation*}
d j_{t}(X)=j_{t}(\mathcal{L} X) d t+j_{t}\left(\left[L^{*}, X\right]\right) d \mathcal{A}(t)+j_{t}([X, L]) d \mathcal{A}(t)^{*} \tag{4.6}
\end{equation*}
$$

where

$$
\mathcal{L} X:=\imath[H, X]+L^{*} X L-\frac{1}{2} L^{*} L X-\frac{1}{2} X L^{*} L .
$$

The quantum Langevin equation (1.18) derived for an oscillator is a special class of (4.6), though 1.18 is represented in the Stratonovich form with white noise operators. Note also that the quantum probability space of interest is generated by $j_{t}(X)$ with fixed $X$ and $\mathbb{P}$, the latter now being the composite of the initial state of the system and the vacuum state of the field.

Next, let us discuss the measurement process. Here, we assume that the real part of the output field operator is measured by a homodyne detector. This means that we measure the output field operator $y_{\mathrm{m}}(t):=\mathcal{Y}(t)+\mathcal{Y}(t)^{*}=U(t)^{*}(\mathcal{A}(t)+$ $\left.\mathcal{A}(t)^{*}\right) U(t)$. Again by using the quantum Itō rule, the time evolution of $y_{\mathrm{m}}(t)$ can be obtained as

$$
\begin{equation*}
d y_{\mathrm{m}}(t)=j_{t}\left(L+L^{*}\right) d t+d \mathcal{A}(t)+d \mathcal{A}(t)^{*} \tag{4.7}
\end{equation*}
$$

Recall from Sect. 2.1.4 that the output observable $y_{\mathrm{m}}(t)$ has the self-non-demolition property:

$$
\begin{equation*}
\left[y_{\mathrm{m}}(s), y_{\mathrm{m}}(t)\right]=0, \quad \forall s, t \tag{4.8}
\end{equation*}
$$

This means that we find a commutative $*$-algebra (the von Neumann algebra) generated by $y_{\mathrm{m}}(s)$, denoted by $\mathscr{Y}_{\mathrm{m}, t}=\mathrm{vN}\left\{y_{\mathrm{m}}(s), 0 \leq s \leq t\right\}$. Therefore, there exists a *-isomorphism $\iota$ defined in Definition 4.4 such that $\mathscr{Y}_{\mathrm{m}, t}$ is equivalent to a classical stochastic process representing the observations. Moreover, from Sect. 2.1.4 we also


Fig. 4.1 Setup of quantum filtering
have that $y_{\mathrm{m}}(t)$ satisfies the quantum non-demolition (QND) condition,

$$
\begin{equation*}
\left[y_{\mathrm{m}}(s), j_{t}(X)\right]=0, \quad \forall s \leq t, \tag{4.9}
\end{equation*}
$$

for all system observables $X$.
Our goal is to construct the best estimate of the system observable $j_{t}(X)$ based on the observations $\mathscr{Y}_{\mathrm{m}, t}$; see Fig. 4.1 for the setup. In particular, if the criterion is given by the least mean-square error, $\mathbb{P}\left[\left(j_{t}(X)-Z\right)^{2}\right]$ with $Z$ an element of $\mathscr{Y}_{\mathrm{m}, t}$, we can have an explicit solution; that is, because now $\mathscr{Y}_{\mathrm{m}, t}$ is a commutative algebra and $j_{t}(X)$ lives in the commutant of $\mathscr{Y}_{\mathrm{m}, t}$, from (4.4) we find that the mean-square error is minimized when $Z$ is given by the quantum conditional expectation:

$$
\pi_{t}(X)=\underset{Z \in \mathscr{Y}_{\mathrm{m}, t}}{\arg \operatorname{Pin}} \mathbb{P}\left[\left(j_{t}(X)-Z\right)^{2}\right]=\mathbb{P}\left(j_{t}(X) \mid \mathscr{Y}_{\mathrm{m}, t}\right)
$$

Consequently, the optimal filter for the system dynamics (4.6) is given by the time evolution of $\pi_{t}(X)$ as follows:

$$
\begin{align*}
& d \pi_{t}(X)=\pi_{t}(\mathcal{L} X) d t \\
& \quad+\left(\pi_{t}\left(X L+L^{*} X\right)-\pi_{t}(X) \pi_{t}\left(L+L^{*}\right)\right)\left(d y_{\mathrm{m}}(t)-\pi_{t}\left(L+L^{*}\right) d t\right) \tag{4.10}
\end{align*}
$$

This is called the quantum filtering or Belavkin equation. A brief explanation about how to derive (4.10) is given at the end of this subsection. Note that (4.10) is an equation on $\mathscr{Y}_{\mathrm{m}, t}$, hence it is essentially a classical stochastic differential equation on the equivalent classical $\sigma$-algebra. In particular, as in the classical case, the last term $d \nu(t):=d y_{\mathrm{m}}(t)-\pi_{t}\left(L+L^{*}\right) d t$ is a classical Wiener increment and is called the innovations process or simply the innovation. As in the classical case, it is zero-mean;

$$
\begin{aligned}
& \mathbb{P}(\nu(t))=\mathbb{P}\left(\int_{0}^{t} d y_{\mathrm{m}}(s)\right)-\mathbb{P}\left(\int_{0}^{t} \pi_{s}\left(L+L^{*}\right) d s\right) \\
& =\mathbb{P}\left[\int_{0}^{t} j_{s}\left(L+L^{*}\right) d s+d \mathcal{A}(s)+d \mathcal{A}(s)^{*}\right]-\mathbb{P}\left[\int_{0}^{t} \mathbb{P}\left(j_{s}\left(L+L^{*}\right) \mid \mathscr{Y}_{\mathrm{m}, s}\right) d s\right] \\
& \quad=\mathbb{P}\left(\int_{0}^{t} j_{s}\left(L+L^{*}\right) d s\right)-\mathbb{P}\left(\int_{0}^{t} j_{s}\left(L+L^{*}\right) d s\right)=0,
\end{aligned}
$$

where the tower property mentioned in Sect.4.1.2 is used. Moreover, it is a $\mathscr{Y}_{\mathrm{m}, t^{-}}$ martingale. This means that $\mathbb{P}\left(\nu(t) \mid \mathscr{Y}_{\mathrm{m}, s}\right)=\nu(s)$ for any $t \geq s \geq 0$. Equivalently, following the definition of quantum conditional expectation adopted here, $\mathbb{P}[(\nu(t)-$ $\nu(s)) Z]=0$ for any $Z \in \mathscr{Y}_{\mathrm{m}, s}$. The martingale property follows straightforwardly from the definition of $\nu(t)$ as follows:

$$
\begin{aligned}
& \mathbb{P}[(\nu(t)-\nu(s)) Z]=\mathbb{P}\left[\left(y_{\mathrm{m}}(t)-y_{\mathrm{m}}(s)+\int_{s}^{t} \pi_{\tau}\left(L+L^{*}\right) d \tau\right) Z\right] \\
& \quad=\mathbb{P}\left[(\mathcal{A}(t)-\mathcal{A}(s)) Z+\int_{s}^{t}\left(j_{\tau}\left(L+L^{*}\right)-\pi_{\tau}\left(L+L^{*}\right)\right) Z d \tau\right] \\
& \quad=\mathbb{P}[(\mathcal{A}(t)-\mathcal{A}(s)) Z]=\mathbb{P}[\mathcal{A}(t)-\mathcal{A}(s)] \mathbb{P}(Z)=0,
\end{aligned}
$$

where we have used the fact that

$$
\mathbb{P}\left(\pi_{\tau}\left(L+L^{*}\right) Z\right)=\mathbb{P}\left(j_{\tau}\left(L+L^{*}\right) Z\right)
$$

for every $\tau \in[s, t]$ and for every $Z \in \mathscr{Y}_{\mathrm{m}, t}$ in going from the second to third line. Also note that all elements of $\mathscr{Y}_{\mathrm{m}, s}$ act non-trivially only on $\left.\mathfrak{h} \otimes \mathcal{F}_{1}(s]\right)$, where $\mathfrak{h}$ denotes the Hilbert space of the system and, from Chap. $\left.2, \mathcal{F}_{1}(s]\right)$ is the factor of the Fock space of multipliticy one up to time $s$, while $\mathcal{A}(t)-\mathcal{A}(s)$ acts non-trivially only on $\mathcal{F}_{1}([s, t])$ (in particular commuting with any element of $\left.\mathscr{Y}_{\mathrm{m}, s}\right)$. The martingale property implies that the increment $\nu(t)-\nu(s)$ is independent of any element of $\mathscr{Y}_{\mathrm{m}, s}$ for any $t>s$. That is, roughly speaking, the increment $\nu(t)-\nu(s)$ is independent of any function of $\left\{y_{\mathrm{m}}(\tau), 0 \leq \tau \leq s\right\}$.

There are several approaches to deriving the quantum filtering equation (4.10), including the reference probability approach $[1,4,5]$ and the martingale method [1]. Here, we will take the simplest route using a technique employed in [6]. We begin with the ansatz that the quantum filter is of the form

$$
\begin{equation*}
d \pi_{t}(X)=\mathbb{H}_{1} d t+\mathbb{H}_{2} d y_{\mathrm{m}}(t) \tag{4.11}
\end{equation*}
$$

where $\mathbb{H}_{1}$ and $\mathbb{H}_{2}$ are functions of $\mathscr{Y}_{\mathrm{m}, t}$. The goal is to derive explicit forms of $\mathbb{H}_{1}$ and $\mathbb{H}_{2}$. Now, we introduce

$$
\bar{h}(t)=\exp \left(\int_{0}^{t} h(s) d y_{\mathrm{m}}(s)-\frac{1}{2} \int_{0}^{t} h(s)^{2} d s\right)
$$

where $h(t) \in \mathscr{Y}_{\mathrm{m}, t}$ and thus $\bar{h}(t) \in \mathscr{Y}_{\mathrm{m}, t}$ as well. Using the Itō rule we find that $d \bar{h}(t)=\bar{h}(t) h(t) d y_{\mathrm{m}}(t)$. To determine $\mathbb{H}_{1}$ and $\mathbb{H}_{2}$, we calculate $d \mathbb{P}\left(\bar{h}(t) j_{t}(X)\right)$ in two ways as follows. First, from (4.6) we have that

$$
\begin{aligned}
& d \mathbb{P}\left(\bar{h}(t) j_{t}(X)\right)=\mathbb{P}\left(d \bar{h}(t) j_{t}(X)+\bar{h}(t) d j_{t}(X)+d \bar{h}(t) d j_{t}(X)\right) \\
&= \mathbb{P}\left(\bar{h}(t) h(t) j_{t}\left(L+L^{*}\right) d t \cdot j_{t}(X)+\bar{h}(t) j_{t}(\mathcal{L} X) d t\right. \\
&\left.\quad \quad+\bar{h}(t) h(t) d \mathcal{A}(t) \cdot j_{t}([X, L]) d \mathcal{A}(t)^{*}\right) \\
&= \mathbb{P}\left(\bar{h}(t) h(t) j_{t}\left(L X+L^{*} X\right)+\bar{h}(t) j_{t}(\mathcal{L} X)+\bar{h}(t) h(t) j_{t}([X, L])\right) d t \\
&= \mathbb{P}\left(\bar{h}(t) h(t) j_{t}\left(X L+L^{*} X\right)+\bar{h}(t) j_{t}(\mathcal{L} X)\right) d t,
\end{aligned}
$$

where $\mathbb{P}[d \mathcal{A}(t)]=\mathbb{P}\left[d \mathcal{A}(t)^{*}\right]=0$ and the quantum Itō rule $d \mathcal{A}(t) d \mathcal{A}(t)^{*}=d t$ are used. Now, from the tower property of the quantum conditional expectation, the above equation can be further calculated as

$$
\begin{aligned}
\frac{d}{d t} & \mathbb{P}\left(\bar{h}(t) j_{t}(X)\right)=\mathbb{P}\left[\mathbb{P}\left(\bar{h}(t) h(t) j_{t}\left(X L+L^{*} X\right)+\bar{h}(t) j_{t}(\mathcal{L} X) \mid \mathscr{Y}_{\mathrm{m}, t}\right)\right] \\
& =\mathbb{P}\left[\bar{h}(t) h(t) \mathbb{P}\left(j_{t}\left(X L+L^{*} X\right) \mid \mathscr{Y}_{\mathrm{m}, t}\right)+\bar{h}(t) \mathbb{P}\left(j_{t}(\mathcal{L} X) \mid \mathscr{Y}_{\mathrm{m}, t}\right)\right] \\
& =\mathbb{P}\left(\bar{h}(t) h(t) \pi_{t}\left(X L+L^{*} X\right)+\bar{h}(t) \pi_{t}(\mathcal{L} X)\right) .
\end{aligned}
$$

In the second way, we first apply the tower property and have

$$
\begin{aligned}
& d \mathbb{P}\left(\bar{h}(t) j_{t}(X)\right)=d \mathbb{P}\left[\mathbb{P}\left(\bar{h}(t) j_{t}(X) \mid \mathscr{Y}_{\mathrm{m}, t}\right)\right]=d \mathbb{P}\left(\bar{h}(t) \mathbb{P}\left(j_{t}(X) \mid \mathscr{Y}_{\mathrm{m}, t}\right)\right) \\
& \quad=d \mathbb{P}\left(\bar{h}(t) \pi_{t}(X)\right)=\mathbb{P}\left(d \bar{h}(t) \pi_{t}(X)+\bar{h}(t) d \pi_{t}(X)+d \bar{h}(t) d \pi_{t}(X)\right) \\
& \quad=\mathbb{P}\left[\bar{h}(t) h(t)\left(\pi_{t}\left(L+L^{*}\right) \pi_{t}(X)+\mathbb{H}_{2}\right)+\bar{h}(t)\left(\mathbb{H}_{1}+\mathbb{H}_{2} \pi_{t}\left(L+L^{*}\right)\right)\right] d t .
\end{aligned}
$$

Comparing the above two equations and noting that $h(t)$ can be chosen arbitrarily in $\mathscr{Y}_{\mathrm{m}, t}$, we end up with

$$
\pi_{t}\left(L+L^{*}\right) \pi_{t}(X)+\mathbb{H}_{2}=\pi_{t}\left(X L+L^{*} X\right), \quad \mathbb{H}_{1}+\mathbb{H}_{2} \pi_{t}\left(L+L^{*}\right)=\pi_{t}(\mathcal{L} X)
$$

which from (4.11) leads to (4.10) by some straightforward rearrangement and regrouping of terms.

### 4.2.2 Quantum Filter: Multiple-Input Multiple-Output Case

Now, we consider a general quantum system coupled to $m$ bosonic fields $\mathcal{A}=$ $\left(\mathcal{A}_{1}, \ldots, \mathcal{A}_{m}\right)^{\top}$ in the vacuum state, with Hamiltonian $H$ and coupling operators $L=\left(L_{1}, \ldots, L_{m}\right)^{\top}$, and scattering matrix $S \in \mathbb{C}^{m \times m}$. (Note that this setup is not the most general, as explained later.) When the system is driven by coherent fields,
then, as elaborated in Chap. 2, the Hudson-Parthasarathy QSDE is given by

$$
\begin{align*}
d U(t)=[\operatorname{Tr}( & \left.(S-I)^{\top} d \Lambda(t)\right)+d \mathcal{A}(t)^{*} L(t)-L(t)^{*} S d \mathcal{A}(t) \\
& \left.-\left(ı H(t)+\frac{1}{2} L(t)^{*} L(t)\right) d t\right] U(t), \tag{4.12}
\end{align*}
$$

with initial condition $U(0)=I$. Here we have

$$
L(t)=L+S f(t), \quad H(t)=H+\Im\left\{L^{*} S f(t)\right\}
$$

where $f(t)$ is the time-dependent amplitude of the coherent input fields, taking a value in $\mathbb{C}^{m}$ (see Sect.2.7.5). Recall that the time evolution of a bounded operator $X$ in the Heisenberg picture, i.e., $X(t)=j_{t}(X)=U(t)^{*} X U(t)$, is given by

$$
\begin{aligned}
d j_{t}(X)=j_{t} & \left(\iota[H(t), X]+L(t)^{*} X L(t)-\frac{1}{2} L(t)^{*} L(t) X-\frac{1}{2} X L(t)^{*} L(t)\right) d t \\
& +d \mathcal{A}(t)^{*} j_{t}\left(S^{*}[X, L(t)]\right)+j_{t}\left(\left[L(t)^{*}, X\right] S\right) d \mathcal{A}(t)
\end{aligned}
$$

with initial condition $j_{0}(X)=X$ [5]. Also, the field output defined by $\mathcal{Y}(t)=$ $U(t)^{*} \mathcal{A}(t) U(t)$ obeys the following equation:

$$
\begin{equation*}
d \mathcal{Y}(t)=j_{t}(L(t)) d t+S d \mathcal{A}(t) \tag{4.13}
\end{equation*}
$$

Next, we describe the measurement process. In the previous section, we consider the measurement of the real part of $\mathcal{Y}(t)$, which leads to the measurement output equation (4.7), but there are in fact infinitely many choices. For instance, we could also measure the imaginary part of $\mathcal{Y}(t)$. Those output fields can be represented in the quadrature form as

$$
y(t)=2\left(\mathfrak{R}\left\{\mathcal{Y}_{1}(t)\right\}, \mathfrak{J}\left\{\mathcal{Y}_{1}(t)\right\}, \ldots, \mathfrak{R}\left\{\mathcal{Y}_{m}(t)\right\}, \mathfrak{J}\left\{\mathcal{Y}_{m}(t)\right\}\right)^{\top}
$$

as defined in Sect.2.3.2. We consider a measurement $y_{\mathrm{m}}(t)$ of the form $y_{\mathrm{m}}(t)=$ $F_{\mathrm{m}} y(t)$, with $F_{\mathrm{m}} \in \mathbb{R}^{p \times 2 m}$. We require $F_{\mathrm{m}}$ to be full row rank and such that

$$
\left[y_{\mathrm{m}}(t), y_{\mathrm{m}}(s)^{\top}\right]=y_{\mathrm{m}}(t) y_{\mathrm{m}}(s)^{\top}-\left(y_{\mathrm{m}}(s) y_{\mathrm{m}}(t)^{\top}\right)^{\top}=0, \quad \forall s, t \geq 0
$$

Let $\mathscr{Y}_{\mathrm{m}, t}=\mathrm{vN}\left\{y_{\mathrm{m}}(s), 0 \leq s \leq t\right\}$ denote the von Neumann algebra generated by $y_{\mathrm{m}, j}(s), j=1,2, \ldots, p$ and $0 \leq s \leq t$. Here $y_{\mathrm{m}, j}$ is the $j$-th element of the vector $y_{\mathrm{m}}$. As we saw above, the assumption on $F_{\mathrm{m}}$ ensures that $\mathscr{Y}_{\mathrm{m}, t}=\mathrm{vN}\left\{y_{\mathrm{m}}(s), 0 \leq s \leq t\right\}$ is a commutative von Neumann algebra. Moreover, since the output $y(t)$ satisfies $\left[y(s), j_{t}(X)\right]=0$ for all $0 \leq s \leq t$ (recall Sect.2.1.4), we also have that $\left[y_{\mathrm{m}}(s), j_{t}(X)\right]=F_{\mathrm{m}}\left[y(s), j_{t}(X)\right]=0$ for all $0 \leq s \leq t$ and for any bounded system operator $X$. Therefore, $y_{\mathrm{m}}(t)$ is isomorphic to a classical stochastic process by
an infinite dimensional version of Theorem 4.1, and the quantum conditional expectation $\pi_{t}(x)=\mathbb{P}\left(j_{t}(X) \mid \mathscr{Y}_{\mathrm{m}, t}\right)$ is well defined (recall that $\mathbb{P}$ denotes the quantum expectation with respect to the initial state of the system and field). To simplify the exposition in what will follow, we impose an additional structure on $F_{\mathrm{m}}$. Namely, we require that $p \leq m$ and $F_{\mathrm{m}}$ can be decomposed as,

$$
\begin{equation*}
F_{\mathrm{m}}=M\left[I_{p} 0_{p \times(2 m-p)}\right]\left[V V^{\#}\right] \Gamma_{m}, \tag{4.14}
\end{equation*}
$$

with $M$ some invertible real $p \times p$ matrix, $V$ some complex $m \times m$ unitary matrix, and $\Gamma_{m}$ is as defined in Sect.2.3.2. What these conditions mean is that effectively, we can write

$$
\begin{aligned}
y_{\mathrm{m}}(t) & =M\left[\begin{array}{ll}
I_{p} & 0_{p \times(2 m-p)}
\end{array}\right]\left(\tilde{\mathcal{Y}}(t)+\tilde{\mathcal{Y}}(t)^{\#}\right) \\
& =M\left[\begin{array}{ll}
I_{p} & 0_{p \times(2 m-p)}
\end{array}\right] U(t)^{*}\left(\tilde{\mathcal{A}}(t)+\tilde{\mathcal{A}}(t)^{\#}\right) U(t)
\end{aligned}
$$

for an input field annihilation process $\tilde{\mathcal{A}}(t)=V \mathcal{A}(t)$ and the corresponding output field annihilation process $\tilde{\mathcal{Y}}(t)=V \mathcal{Y}(t)$. Recall that $\mathcal{A}(t)$ has been taken to be in the vacuum state. Since $V$ is unitary, $\tilde{\mathcal{A}}(t)$ is also in the vacuum state and satisfies the same vacuum Itō products as $\mathcal{A}(t)$. Moreover, if we define $\tilde{\Lambda}(t)=V^{\#} \Lambda(t) V^{\top}$ then $\tilde{\Lambda}(t)$ satisfies the same vacuum Ito products as $\Lambda(t)$. The imposed structure simplifies the derivation of the associated quantum filtering equation, using the results of [5] extended to the multiple-input multiple-output case. However, we emphasize that the additional conditions on $F_{\mathrm{m}}$ can be relaxed and more general linear measurements performed on $y(t)$ can be analyzed, but requiring more laborious algebraic manipulations. For details, see [7].

Let

$$
\tilde{y}_{\mathrm{m}}(t)=M^{-1} y_{\mathrm{m}}(t)=\left[\begin{array}{ll}
I_{p} & 0_{p \times(2 m-p)}
\end{array}\right]\left(\tilde{\mathcal{Y}}(t)+\tilde{\mathcal{Y}}(t)^{\#}\right)
$$

be another measurement process. Since $\tilde{y}_{\mathrm{m}}$ is linearly related to $y_{\mathrm{m}}$ and $M$ is invertible, $\tilde{y}_{\mathrm{m}}$ and $y_{\mathrm{m}}$ generate the same von Neumann algebra, we have that

$$
\pi_{t}(X)=\mathbb{P}\left(j_{t}(X) \mid \operatorname{vN}\left\{y_{\mathrm{m}}(s), 0 \leq s \leq t\right\}\right)=\mathbb{P}\left(j_{t}(X) \mid \operatorname{vN}\left\{\tilde{y}_{\mathrm{m}}(s), 0 \leq s \leq t\right\}\right) .
$$

Then, define $\tilde{L}=V L$ and $\tilde{S}=V S V^{*}$, and the operators

$$
\begin{equation*}
\tilde{L}(t)=\tilde{L}+\tilde{S} f(t), \quad \tilde{H}(t)=H+\Im\left\{\tilde{L}^{*} \tilde{S} f(t)\right\} . \tag{4.15}
\end{equation*}
$$

Note that $\tilde{H}(t)=H(t)$. In terms of these operators and the processes $\tilde{\mathcal{A}}(t), \tilde{\mathcal{A}}(t)^{*}$ and $\tilde{\Lambda}(t)$ defined above, the $\operatorname{QSDE}$ (4.12) can be rewritten as:

$$
\begin{align*}
d U(t)=[ & \operatorname{Tr}\left((\tilde{S}-I)^{\top} d \tilde{\Lambda}(t)\right)+d \tilde{\mathcal{A}}(t)^{*} \tilde{L}(t)-\tilde{L}(t)^{*} \tilde{S} d \tilde{\mathcal{A}}(t) \\
& \left.-\left(\imath \tilde{H}(t)+\frac{1}{2} \tilde{L}(t)^{*} \tilde{L}(t)\right) d t\right] U(t) . \tag{4.16}
\end{align*}
$$

It then follows, by a straightforward extension of the results of [5] to multiple inputs and multiple outputs, that the quantum filtering equation is given by

$$
\begin{align*}
& d \pi_{t}(X) \\
& =\pi_{t}\left[\iota[\tilde{H}(t), X]+\sum_{j=1}^{m} \frac{1}{2}\left(\tilde{L}_{j}(t)^{*}\left[X, \tilde{L}_{j}(t)\right]+\left[\tilde{L}_{j}(t)^{*}, X\right] \tilde{L}_{j}(t)\right)\right] d t \\
& \quad+\sum_{j=1}^{p}\left(\pi_{t}\left(X \tilde{L}_{j}(t)+\tilde{L}_{j}(t)^{*} X\right)-\pi_{t}\left(\tilde{L}_{j}(t)+\tilde{L}_{j}(t)^{*}\right) \pi_{t}(X)\right) d \tilde{\nu}_{j}(t), \tag{4.17}
\end{align*}
$$

where $\tilde{\nu}_{j}(t)=\tilde{y}_{\mathrm{m}, j}(t)-\int_{0}^{t} \pi_{s}\left(\tilde{L}_{j}(s)+\tilde{L}_{j}(s)^{*}\right) d s$ is the $j$-th component of the innovations process $\tilde{\nu}(t)=\tilde{y}_{\mathrm{m}}(t)-\left[I_{p} 0\right] \int_{0}^{t} \pi_{s}\left(\tilde{L}(s)+\tilde{L}(s)^{*}\right) d s$. The process $\tilde{\nu}(t)$ is a $\mathscr{Y}_{\mathrm{m}, t}$-martingale Wiener process [5]. This can be shown by an analogous argument to the proof of the martingale property of the innovations process for a system coupled to a single-input field given in Sect.4.2.1. In particular, $\tilde{\nu}(t)$ is zero-mean and is independent of any function of $\mathscr{Y}_{\mathrm{m}, t}$.

### 4.2.3 Stochastic Master Equation

Let us return to the simple setup where the system is coupled to a single probe field and also the internal system scattering process is identity (i.e., $S=I$ ). First, we remark that the quantum filter (4.10) describes the time evolution of an observable, which is projected onto the commutative algebra; that is, (4.10) is the Heisenberg picture representation of the estimate. Here, we switch to the Schrödinger picture to see the time evolution of the conditional state as an estimate of the state. To do this, let us recall that, by defining $\iota$ to be a $*$-isomorphism from $\mathscr{Y}_{\mathrm{m}, t}$ to the $\sigma$-algebra corresponding to the classical measurement record, we have $\iota\left(\pi_{t}(X)\right)=\iota\left(\mathbb{P}\left(U(t)^{*} X U(t) \mid \mathscr{Y}_{\mathrm{m}, t}\right)\right)$; this means that $\iota\left(\pi_{t}(\cdot)\right)$ is a nonnegative, linear, and identity-preserving functional of $X$. Thus, $\iota\left(\pi_{t}(\cdot)\right)$ is a state possessing the properties of Definition 4.2 almost surely. Hence, we can connect $\iota\left(\pi_{t}(X)\right)$ with a stochastic operator $\rho(t)$ as $\iota\left(\pi_{t}(X)\right)=\operatorname{Tr}(X \rho(t))$. As described in (4.1), then $\rho(t)$ belongs to the following convex set:

$$
\begin{equation*}
\mathcal{S}:=\left\{\rho: \rho=\rho^{*} \geq 0, \quad \operatorname{Tr} \rho=1\right\} \tag{4.18}
\end{equation*}
$$

The state $\rho(t)$ is called a conditional state, because it is essentially the quantum analogue of a classical conditional probability density. Applying the relation $\iota\left(\pi_{t}(X)\right)=\operatorname{Tr}(X \rho(t))$ to (4.10), we obtain the time evolution of $\rho(t)$ as follows:

$$
\begin{gather*}
d \rho=\mathcal{L}^{*} \rho d t+\left(L \rho+\rho L^{*}-\operatorname{Tr}\left(L \rho+\rho L^{*}\right) \rho\right)\left(d y_{\mathrm{m}}(t)-\operatorname{Tr}\left(L \rho+\rho L^{*}\right) d t\right) \\
\mathcal{L}^{*} \rho:=-\imath[H, \rho]+L \rho L^{*}-\frac{1}{2} L^{*} L \rho-\frac{1}{2} \rho L^{*} L \tag{4.19}
\end{gather*}
$$

where we identify $\iota\left(y_{\mathrm{m}}(t)\right)$ with $y_{\mathrm{m}}(t)$ for simplicity. This equation is called the stochastic master equation (SME). It is the quantum version of the classical Kushner-Stratonovich equation, which is the stochastic partial differential equation describing the time evolution of a conditional probability density of a stochastic system. Note again that (4.19) is a (matrix-valued or operator-valued) classical stochastic differential equation driven by the zero-mean Wiener process $d \nu(t)=$ $d y_{\mathrm{m}}(t)-\operatorname{Tr}\left(L \rho(t)+\rho(t) L^{*}\right) d t$. We also point out that this ideal SME (4.19) preserves a pure state; that is, $\operatorname{Tr}\left(\rho(t)^{2}\right)=\operatorname{Tr}\left(\rho(0)^{2}\right)$ holds if $\rho(0)$ is a pure state.

Now, by averaging the SME and exploiting the fact that the innovation is a martingale, we obtain the dynamics of $\bar{\rho}:=\mathbf{E}(\rho)$ :

$$
\begin{equation*}
\frac{d \bar{\rho}}{d t}=\mathcal{L}^{*} \bar{\rho} d t={ }_{l}[H, \bar{\rho}]+L \bar{\rho} L^{*}-\frac{1}{2} L^{*} L \bar{\rho}-\frac{1}{2} \bar{\rho} L^{*} L . \tag{4.20}
\end{equation*}
$$

This is called the quantum master equation (ME), which describes the unconditional time evolution of the quantum system interacting with a coherent field via the coupling operator $L$. Note that (4.20) can be derived directly from the QSDE (4.6) as follows. First, the expectation of $j_{t}(X)$, i.e., $\mathbb{P}\left[j_{t}(X)\right]$, yields $d \mathbb{P}\left[j_{t}(X)\right] / d t=$ $\mathbb{P}\left[j_{t}(\mathcal{L} X)\right]$, due to $\mathbb{P}[d \mathcal{A}(t)]=\mathbb{P}\left[d \mathcal{A}(t)^{*}\right]=0$. Second, because $\mathbb{P}\left[j_{t}(X)\right]=$ $\mathbb{P}\left[U(t)^{*} X U(t)\right]$ is a nonnegative, linear, and identity-preserving functional of $X$, it can be expressed as $\mathbb{P}\left[j_{t}(X)\right]=\operatorname{Tr}(X \bar{\rho}(t))$. Combining these two relations, we end up with (4.20).

Finally, it is straightforward to generalize the SME and ME to the multi-input setup discussed in Sect. 4.2.2. That is, if the system couples $m$ bosonic input fields and the first $p$ output fields are measured by homodyne detectors, then the time evolution of the conditional state $\rho(t)$ is given by the following SME:

$$
\begin{aligned}
& d \rho=\left\{-\imath[\tilde{H}(t), \rho]+\sum_{j=1}^{m}\left(\tilde{L}_{j}(t) \rho \tilde{L}_{j}(t)^{*}-\frac{1}{2} \tilde{L}_{j}(t)^{*} \tilde{L}_{j}(t) \rho-\frac{1}{2} \rho \tilde{L}_{j}(t)^{*} \tilde{L}_{j}(t)\right)\right\} d t \\
& \quad+\sum_{j=1}^{p}\left(\tilde{L}_{j}(t) \rho+\rho \tilde{L}_{j}(t)^{*}-\operatorname{Tr}\left(\tilde{L}_{j}(t) \rho+\rho \tilde{L}_{j}(t)^{*}\right) \rho\right) \\
& \quad \times\left(d y_{\mathrm{m}, j}(t)-\operatorname{Tr}\left(\tilde{L}_{j}(t) \rho+\rho \tilde{L}_{j}(t)^{*}\right) d t\right),
\end{aligned}
$$

where $\tilde{H}(t)$ and $\tilde{L}(t)$ are defined in (4.15), and $y_{m, j}(t)$ represents the measurement record corresponding to the $j$-th output field. Also, the ensemble average of the measurement results yields the following ME:

$$
\frac{d \bar{\rho}}{d t}=-l[\tilde{H}(t), \bar{\rho}]+\sum_{j=1}^{m}\left(\tilde{L}_{j}(t) \bar{\rho} \tilde{L}_{j}(t)^{*}-\frac{1}{2} \tilde{L}_{j}(t)^{*} \tilde{L}_{j}(t) \bar{\rho}-\frac{1}{2} \bar{\rho} \tilde{L}_{j}(t)^{*} \tilde{L}_{j}(t)\right)
$$

### 4.2.4 QND Interaction and the Projection Postulate

As an important application of the quantum filter, here we study a special case where the coupling operator $L$ is Hermitian, i.e., $L=L^{*}$. For instance, the Faraday interaction for an atomic ensemble described in Sect. 1.5.5 satisfies this assumption, where $L=\sqrt{M} J_{z}$ with $M$ the coupling strength. We further assume that the system Hamiltonian is zero, $H=0$; this is because we are working in a rotating frame with respect to $H$ satisfying $[H, L]=0$. The point of this setting is that, from (4.6), the time evolution of the observable $L$ is given by

$$
d j_{t}(L)=j_{t}\left(L^{*} L L-\frac{1}{2} L L^{*} L-\frac{1}{2} L^{*} L L\right) d t+j_{t}\left(\left[L^{*}, L\right]\right) d \mathcal{A}+j_{t}([L, L]) d \mathcal{A}^{*}=0
$$

That is, the system observable $L$ does not change in time, i.e., $j_{t}(L)=j_{0}(L)=L$; in other words, this special interaction does not disturb the physical property of $L$, hence it is called a quantum non-demolition (QND) interaction. On the other hand, when the amplitude quadrature of $\mathcal{Y}(t)$ is measured by a homodyne detector, then the measurement output equation is given by
$d y_{\mathrm{m}}=j_{t}\left(L+L^{*}\right) d t+d \mathcal{A}+d \mathcal{A}^{*}=2 j_{t}(L) d t+d \mathcal{A}+d \mathcal{A}^{*}=2 L d t+d \mathcal{A}+d \mathcal{A}^{*}$.
Therefore, by measuring this quadrature component of the output probe field, we can extract the information about $L$ without disturbing this observable.

The statistics of the information we obtain can be explicitly evaluated by examining the corresponding filtering equation,

$$
d \pi_{t}(X)=\pi_{t}\left(L X L-\frac{1}{2} L^{2} X-\frac{1}{2} X L^{2}\right) d t+\left[\pi_{t}(X L+L X)-2 \pi_{t}(X) \pi_{t}(L)\right] d \nu
$$

It is then immediate to see that

$$
\begin{equation*}
d \pi_{t}(L)=2\left[\pi_{t}\left(L^{2}\right)-\pi_{t}(L)^{2}\right] d \nu=2\left\langle\left(L-\langle L\rangle_{c}\right)^{2}\right\rangle_{c} d \nu \tag{4.21}
\end{equation*}
$$

where $\langle\cdot\rangle_{c}:=\pi_{t}(\cdot)$. That is, the conditional expectation is a pure diffusion process weighted by the conditional variance $\left\langle\Delta L^{2}\right\rangle_{c}=\left\langle\left(L-\langle L\rangle_{c}\right)^{2}\right\rangle_{c}$, thus $\mathbb{P}\left[d \pi_{t}(L)\right]=0$ and so $\mathbb{P}\left[\pi_{t}(L)\right]=\mathbb{P}\left[\pi_{0}(L)\right]=\mathbb{P}(L)$, which is consistent with the claim above that the QND interaction does not disturb $L$. Moreover, this conditional variance obeys

$$
\begin{align*}
& d\left\langle\Delta L^{2}\right\rangle_{c}=d\left[\pi_{t}\left(L^{2}\right)-\pi_{t}(L)^{2}\right] \\
& \quad=2\left[\pi_{t}\left(L^{3}\right)-\pi_{t}\left(L^{2}\right) \pi_{t}(L)\right] d \nu-2 \pi_{t}(L) d \pi_{t}(L)-\left[d \pi_{t}(L)\right]^{2} \\
& \quad=2\left[\pi_{t}\left(L^{3}\right)-3 \pi_{t}\left(L^{2}\right) \pi_{t}(L)+2 \pi_{t}(L)^{3}\right] d \nu-4\left\langle\Delta L^{2}\right\rangle_{c}^{2} d t \\
& \quad=2\left\langle\Delta L^{3}\right\rangle_{c} d \nu-4\left\langle\Delta L^{2}\right\rangle_{c}^{2} d t, \tag{4.22}
\end{align*}
$$

where we have used the Itō rule $d \nu^{2}=d t$. This leads to the following important relation:

$$
\frac{d}{d t} \mathbb{P}\left[\left\langle\Delta L^{2}\right\rangle_{c}\right]=-4 \mathbb{P}\left[\left\langle\Delta L^{2}\right\rangle_{c}^{2}\right]
$$

In general, it is known from classical stochastic stability theory that, if $d \mathbf{E}(x) / d t \leq 0$ for a nonnegative random variable $x(t)$ contained in a finite set, then $\lim _{t \rightarrow \infty} d \mathbf{E}(x) /$ $d t=0$ holds almost surely. Hence, in our case, we have $\mathbb{P}\left[\left\langle\Delta L^{2}\right\rangle_{c}^{2}\right] \rightarrow 0$ almost surely as $t \rightarrow \infty$. This means that the conditional state converges to one of the eigenvectors of $L$, which is referred to as quantum state reduction. In particular for the finite-dimensional case (i.e., the case where $L$ is a Hermitian matrix), very importantly, the probability of this event can be exactly calculated as follows. Let $L=\sum_{k} \ell_{k}\left|\ell_{k}\right\rangle\left\langle\ell_{k}\right|$ be the spectral decomposition of $L$, with $\ell_{k}$ the $k$ th eigenvalue and $\left|\ell_{k}\right\rangle$ the corresponding eigenvector. Then, as in the above calculation, we have $d \pi_{t}\left(\left|\ell_{k}\right\rangle\left\langle\ell_{k}\right|\right)=2 \pi_{t}\left(\left|\ell_{k}\right\rangle\left\langle\ell_{k}\right|\right)\left[\ell_{k}-\pi_{t}(L)\right] d \nu$, leading to $\mathbb{P}\left[\pi_{\infty}\left(\left|\ell_{k}\right\rangle\left\langle\ell_{k}\right|\right)\right]=$ $\mathbb{P}\left[\pi_{0}\left(\left|\ell_{k}\right\rangle\left\langle\ell_{k}\right|\right)\right]=\left\langle\ell_{k}\right| \rho(0)\left|\ell_{k}\right\rangle$. Now, we know from the above result that the conditional state converges into one of the eigenvectors of $L$, and thus, the left-hand side of this equation is exactly the probability for the state $\rho(0)$ to converge to $\left|\ell_{k}\right\rangle\left\langle\ell_{k}\right|$. As a result, we have

$$
\mathbf{P}\left(\left\{\rho(0) \rightarrow\left|\ell_{k}\right\rangle\left\langle\ell_{k}\right|\right\}\right)=\left\langle\ell_{k}\right| \rho(0)\left|\ell_{k}\right\rangle .
$$

This is the renowned Born's projection postulate: continuous measurement with QND interaction realizes the Born's projection postulate.

### 4.3 Quantum Kalman Filter for Gaussian Linear Quantum Systems

Following the theme of this monograph, we will now focus on linear dynamical quantum systems. First, a simple example is provided to show the idea behind quantum Kalman filtering and how it is used. Then, based on that intuition, a general Kalman filter dynamics is given for a class of linear measurements applied to the system.

### 4.3.1 Example in Quantum Optics

The quantum Kalman filter provides the best estimate of observables of a linear Gaussian quantum system (i.e., a linear quantum system where all the noise and the initial state is Gaussian). A very nice structure of the Kalman filter is that it enables an exact computation of the estimate, while in the general case such an exact computation is not possible because infinitely many conditional moments need to be computed. In fact, thanks to the linear and Gaussian nature of the system,
the conditional mean and variance are enough to compute the quantum Kalman filtering equation. Here, we focus on a special example taken from quantum optics and illustrate how the Kalman filter can be used.

The example we consider here is a degenerate parametric amplifier (DPA) discussed in Sect.1.5.3. This system is characterized by Hamiltonian $H=l \epsilon\left(a^{* 2}-\right.$ $\left.a^{2}\right) / 2$ (in a rotating frame) and coupling operator $L=\sqrt{\gamma} a$. Here, we ignore the optical loss. The QSDE of this system is given by

$$
d j_{t}(a)=-\frac{\gamma}{2} j_{t}(a) d t+\frac{\epsilon}{2} j_{t}\left(a^{*}\right) d t-\sqrt{\gamma} d \mathcal{A}(t), \quad d \mathcal{Y}(t)=\sqrt{\gamma} j_{t}(a) d t+d \mathcal{A}(t)
$$

which is also given by (1.37) with $\kappa=0$ in the white noise form. Here, we consider the measurement of the amplitude quadrature of the output field $\mathcal{Y}(t)$ by a homodyne detector, which generates the measurement output $y_{\mathrm{m}}(t)$ satisfying

$$
d y_{\mathrm{m}}(t)=\sqrt{\gamma} j_{t}\left(a+a^{*}\right) d t+d \mathcal{A}(t)+d \mathcal{A}(t)^{*}
$$

As described before, this is identified as a classical stochastic signal $\iota\left(y_{\mathrm{m}}(t)\right)$ and is processed by the quantum filter, which yields the best estimate of both the quadratures $j_{t}(q)=j_{t}\left(a+a^{*}\right)$ and $j_{t}(p)=j_{t}\left(-l\left(a-a^{*}\right)\right)$. The entire setup is depicted in Fig.4.2. Note that in the scenario of quantum optics, we usually do not intend to estimate the internal cavity modes, but rather we are interested in the external output field and its squeezing level. But this simple example can be used to model several important systems such as an opto-mechanical oscillator, in which case estimating those internal degrees of freedom (such as the position and momentum) is important. Also from this example, we will see the necessity of feedback control to produce an unconditional squeezed state, which will be discussed in Sect. 6.6.2.

The filtering equation of $j_{t}(q)$ and $j_{t}(p)$ can be derived directly by substituting $X=q$ and $X=p$ to (4.10). Let us begin by deriving the equation for $\pi_{t}(q)$. First, it can be seen immediately that $\pi_{t}(\mathcal{L} q)=(\epsilon-\gamma) \pi_{t}(q) / 2$ and $\pi_{t}\left(L+L^{*}\right)=\sqrt{\gamma} \pi_{t}(q)$. The remaining part (coefficient of the innovation part) can be calculated as follows;


Fig. 4.2 Schematic of the quantum filter for an DPA. The homodyne detector placed at the output of the DPA measures the amplitude quadrature of the output field $\mathcal{Y}(t)$ and generates the measurement output $y_{\mathrm{m}}(t)$, which is used for producing the estimate $\pi_{t}(x)=\left(\pi_{t}(q), \pi_{t}(p)\right)^{\top}$

$$
\begin{aligned}
\pi_{t}(q L & \left.+L^{*} q\right)-\pi_{t}(q) \pi_{t}\left(L+L^{*}\right)=\frac{\sqrt{\gamma}}{2} \pi_{t}\left(2 q^{2}+\iota[q, p]\right)-\pi_{t}(q) \cdot \sqrt{\gamma} \pi_{t}(q) \\
& =\sqrt{\gamma} \pi_{t}\left(\Delta q^{2}\right)-\sqrt{\gamma}
\end{aligned}
$$

where $\Delta q=q-\pi_{t}(q)$. Hence the filtering equation for $q$ is

$$
\begin{equation*}
d \pi_{t}(q)=\frac{\epsilon-\gamma}{2} \pi_{t}(q) d t+\sqrt{\gamma}\left(\pi_{t}\left(\Delta q^{2}\right)-1\right)\left(d y_{\mathrm{m}}-\sqrt{\gamma} \pi_{t}(q) d t\right) \tag{4.23}
\end{equation*}
$$

This implies that we need to have an equation to compute $\pi_{t}\left(\Delta q^{2}\right)$. To obtain this equation, here we show only the critical part: the coefficient of the innovation part of the filtering equation for $q^{2}$ can be calculated to be

$$
\pi_{t}\left(q^{2} L+L^{*} q^{2}\right)-\pi_{t}\left(q^{2}\right) \pi_{t}\left(L+L^{*}\right)=\sqrt{\kappa}\left(\pi_{t}\left(q^{3}\right)-\pi_{t}\left(q^{2}\right) \pi_{t}(q)-2 \pi_{t}(q)\right)
$$

suggesting that the third-order moment may be necessary. However, with the assumption that the initial state is a quantum Gaussian state such as a coherent or squeezed state, the third moment is actually zero, i.e., $\pi_{t}\left(\Delta q^{3}\right)=0$ (further discussions in relation to this will be given in Sect.4.3.2), which leads to $\pi_{t}\left(q^{3}\right)-3 \pi_{t}\left(q^{2}\right) \pi_{t}(q)+$ $2 \pi_{t}(q)^{3}=0$. Using this relation, we end up with the equation of $\pi_{t}\left(\Delta q^{2}\right)$ as follows:

$$
\begin{equation*}
d \pi_{t}\left(\Delta q^{2}\right)=\frac{\epsilon+\gamma}{2} \pi_{t}\left(\Delta q^{2}\right) d t-\gamma \pi_{t}\left(\Delta q^{2}\right)^{2} d t \tag{4.24}
\end{equation*}
$$

That is, this is an ordinary differential equation in the variable $\pi_{t}\left(\Delta q^{2}\right)$, hence it can be solved numerically if not explicitly. The filtering equation of $p$ can also be derived in the same way:

$$
\begin{equation*}
d \pi_{t}(p)=-\frac{\epsilon+\gamma}{2} \pi_{t}(p) d t+\sqrt{\gamma} \pi_{t}\left(\frac{\Delta q \Delta p+\Delta p \Delta q}{2}\right)\left(d y_{\mathrm{m}}-\sqrt{\gamma} \pi_{t}(q) d t\right) . \tag{4.25}
\end{equation*}
$$

Also the conditional variance of $p$ obeys

$$
\begin{equation*}
d \pi_{t}\left(\Delta p^{2}\right)=-\frac{\epsilon+\gamma}{2} \pi_{t}\left(\Delta p^{2}\right) d t+\gamma d t . \tag{4.26}
\end{equation*}
$$

The above set of Eqs. (4.23)-(4.26), can be summarized as follows:

$$
\begin{align*}
d \pi_{t}(x) & =A \pi_{t}(x) d t+(P(t)-I) C^{\top}\left(d y_{\mathrm{m}}(t)-C \pi_{t}(x) d t\right),  \tag{4.27}\\
\frac{d P(t)}{d t} & =A P(t)+P(t) A^{\top}+\gamma I-(P(t)-I) C^{\top} C(P(t)-I), \tag{4.28}
\end{align*}
$$

where

$$
\pi_{t}(x)=\left[\begin{array}{c}
\pi_{t}(q) \\
\pi_{t}(p)
\end{array}\right], \quad A=\left[\begin{array}{cc}
(\epsilon-\gamma) / 2 & 0 \\
0 & -(\epsilon+\gamma) / 2
\end{array}\right], \quad C=\left[\begin{array}{ll}
\gamma & 0
\end{array}\right]
$$

and $P(t)$ is the estimation error symmetrized covariance matrix defined by

$$
P(t)=\left[\begin{array}{cc}
\pi_{t}\left(\Delta q^{2}\right) & \pi_{t}(\Delta q \Delta p+\Delta p \Delta q) / 2 \\
\pi_{t}(\Delta q \Delta p+\Delta p \Delta q) / 2 & \pi_{t}\left(\Delta p^{2}\right)
\end{array}\right]
$$

The set of Eqs. (4.27) and (4.28) is called the quantum Kalman filtering equations (for the DPA). A notable feature of these equations is that (4.28) is a deterministic differential equation, implying that the estimation error does not depend on the observation record; (4.28) is called the Ricatti differential equation, and this deterministic property holds more generally, as will be outlined in the next subsection.

Now, let us examine our filtering equation under the assumption that the initial state is set to a pure coherent state with mean $\langle x\rangle=(2,2)^{\top}$ and covariance matrix $\left\langle\Delta x \Delta x^{\top}+\left(\Delta x \Delta x^{\top}\right)^{\top}\right\rangle / 2=I$ with $\Delta x=x-\langle x\rangle$. We set $\pi_{0}(x)=\langle x\rangle$ and $P(0)=I$ in the filtering equation. The time evolution of the filtering equation (4.27) and (4.28) is illustrated in Fig.4.3. From this, we observe several interesting properties of the estimate for the DPA system, which are summarized as follows.

- $\pi_{t}(q)$ changes probabilistically, while $\pi_{t}(p)$ obeys a deterministic time evolution and converges to zero. This is because the off-diagonal elements of $P(t)$ is always zero due to $P(0)=I$. This fact implies that we do not obtain any information about $p$ from the observation; in fact, the dynamics of $\pi_{t}(p)$ is now $d \pi_{t}(p) / d t=$ $(-\epsilon-\gamma) \pi_{t}(p) / 2$, and this is exactly the same as the unconditional time evolution of $p$, i.e., $\mathbb{P}(p)$, which is generated from the master equation (4.20).


Fig. 4.3 The time evolution of $\pi_{t}(q)$ (left) and $\pi_{t}(p)(r i g h t)$. The estimation errors $\pi_{t}\left(\Delta q^{2}\right)$ and $\pi_{t}\left(\Delta p^{2}\right)$ are depicted in blue along with the trajectories of $\pi_{t}(q)$ and $\pi_{t}(p)$, respectively. The squeezing strength is chosen as $\epsilon=-0.6 \gamma$, which guarantees the stability of the system (i.e., $A$ is Hurwitz) (color figure online)


Fig. 4.4 Phase-space picture of the a conditional and $\mathbf{b}$ unconditional states of the DPA. The conditional state fluctuates along the $\pi_{t}(q)$ axis. The ensemble average of this fluctuation yields the unconditional state, which is squeezed but not pure

- In this case, the steady-state solution of (4.28) can be explicitly obtained as

$$
\pi_{\infty}\left(\Delta q^{2}\right)=\frac{\epsilon+\gamma}{\gamma}, \quad \pi_{\infty}\left(\Delta p^{2}\right)=\frac{\gamma}{\epsilon+\gamma} .
$$

Hence $\pi_{\infty}\left(\Delta q^{2}\right) \pi_{\infty}\left(\Delta p^{2}\right)=1$ holds. Thus, if $\epsilon \neq 0$, the conditional state is a pure squeezed state; in fact as discussed in Sect.4.2.3, the equivalent SME preserves the purity of the conditional state. In particular, in the simulation, we chose $\epsilon=-0.6 \gamma$, in which case $\pi_{\infty}\left(\Delta q^{2}\right)=2 / 5$ and $\pi_{\infty}\left(\Delta q^{2}\right)=5 / 2$, hence it is a $q$-squeezed state.

From the second observation above, the conditional state (when $t \gg 1$ ) can be illustrated in the $\left(\pi_{t}(q), \pi_{t}(p)\right)$ phase space. As shown in Fig.4.4a, it is a pure squeezed state fluctuating along the $\pi_{t}(q)$ axis. However, due to this probabilistic nature, the ensemble average of this conditional squeezed state is not a pure state anymore, as illustrated in Fig.4.4b. In fact, the unconditional variance of $q$ at the steady state can be calculated as $\mathbb{P}\left(\Delta q^{2}\right)=\left\langle\pi_{\infty}\left(\Delta q^{2}\right)\right\rangle=\gamma /(\gamma-\epsilon)$; hence together with the fact $\mathbb{P}\left(\Delta p^{2}\right)=\pi_{\infty}\left(\Delta p^{2}\right)=\gamma /(\epsilon+\gamma)$ we have that $\mathbb{P}\left(\Delta q^{2}\right) \mathbb{P}\left(\Delta p^{2}\right)=$ $\gamma^{2} /\left(\gamma^{2}-\epsilon^{2}\right)>1$; hence it is not a pure squeezed state. Therefore, to obtain a pure squeezed state in a deterministic way, we need to compensate the fluctuation along the $\pi_{t}(q)$ axis, and this can be carried out by feedback. This topic will be discussed in Sect. 6.6.2.

### 4.3.2 Quantum Filtering: Multiple-Input and Multiple-Output Case

We now turn to the case of linear quantum systems with multiple inputs and outputs, with coherent input fields, with dynamics given by

$$
\begin{align*}
& d x(t)=A x(t) d t+B(f(t) d t+d w(t)) ; x(0)=x \\
& d y(t)=C x(t) d t+D(f(t) d t+d w(t)) \tag{4.29}
\end{align*}
$$

where the matrices $(A, B, C, D)$ are given by (2.6), (2.7), (2.8), and (2.7), respectively, and $f(t)$ is a $\mathbb{R}^{2 m}$-valued vector of the phase and amplitude quadratures of the coherent input fields.

We follow the setting of Sect.4.2.1 and restrict the treatment as before to the case where the measurement process $y_{\mathrm{m}}(t)$ is of the form

$$
\begin{equation*}
d y_{\mathrm{m}}(t)=F_{\mathrm{m}} d y(t)=C_{\mathrm{m}} x(t) d t+D_{\mathrm{m}}(f(t) d t+d w(t)) \tag{4.30}
\end{equation*}
$$

where $C_{\mathrm{m}}=F_{\mathrm{m}} C, D_{\mathrm{m}}=F_{\mathrm{m}} D$, and $F_{\mathrm{m}}$ is as given by (4.14). Now, with $x=$ $\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{n}, p_{n}\right)^{\top}$ as before, let

$$
\pi_{t}(x)=\left(\pi_{t}\left(q_{1}\right), \pi_{t}\left(p_{1}\right), \pi_{t}\left(q_{2}\right), \pi_{t}\left(p_{2}\right), \ldots, \pi_{t}\left(q_{n}\right), \pi_{t}\left(p_{n}\right)\right)^{\top}
$$

We now also restrict ourselves to the case where the state of the oscillators to be jointly Gaussian, while the input fields, being coherent states, are already Gaussian. This will be required in the following to obtain the general form of the quantum Kalman filtering equation for linear Gaussian quantum systems with multiple inputs and outputs. The linear evolution of $x(t)$ and the Gaussian state of the system imply that $x(t)$ is a Gaussian observable in sense that,

$$
\begin{aligned}
\mathbb{P}\left(e^{i \lambda^{\top} x(t)}\right) & =\mathbb{P}\left(e^{i \lambda^{\top}\left(\Phi(t) x+\int_{0}^{t} \Phi(t-\tau) B(f(\tau) d \tau+d w(\tau))\right)}\right) \\
& =\left\langle e^{i \lambda^{\top}\left(\Phi(t) x+\int_{0}^{t} \Phi(t-\tau) B f(\tau) d \tau\right)}\right\rangle\left\langle e^{l \lambda^{\top} \int_{0}^{t} \Phi(t-\tau) B d w(\tau)}\right\rangle \\
& =e^{\imath \lambda^{\top}\left(\Phi(t)\langle x\rangle+\int_{0}^{t} \Phi(t-\tau) B f(\tau) d \tau\right)-\left(1^{1} / 2 \lambda^{\top} R(t) \lambda\right.},
\end{aligned}
$$

for all $\lambda \in \mathbb{R}^{n}$, where $\Phi(t)=e^{A t}$ and

$$
R(t)=\Phi(t)\left(\left\langle(x-\langle x\rangle)(x-\langle x\rangle)^{\top}\right\rangle+\int_{0}^{t} \Phi(-\tau) B B^{\top} \Phi(-\tau)^{\top} d \tau\right) \Phi(t)^{\top} .
$$

In the second line above, the first quantum expectation $\langle\cdot\rangle$ on the right is with respect to the oscillators, while the second quantum expectation is with respect to the fields. For any integer $k>0$, let $0 \leq s_{1}<s_{2}<\cdots<s_{k}$. By a similar calculation, $y_{\mathrm{m}}\left(s_{1}\right), y_{\mathrm{m}}\left(s_{2}\right), \ldots, y_{\mathrm{m}}\left(s_{k}\right)$ are jointly Gaussian observables in the sense that,

$$
\mathbb{P}\left(e^{i \operatorname{Tr}\left(\chi^{\top} y_{\mathrm{m}}\left(s_{1}, \ldots, s_{k}\right)\right)}\right)=e^{i\left(\operatorname{vec}(\chi)^{\top} \mu\left(s_{1}, \ldots, s_{k}\right)\right)-(1 / 2) \operatorname{vec}(\chi)^{\top} Q\left(s_{1}, \ldots, s_{k}\right) \operatorname{vec}(\chi)}
$$

for any $\chi \in \mathbb{R}^{p \times k}$, where $y_{\mathrm{m}}\left(s_{1}, \ldots, s_{k}\right)=\left[y_{\mathrm{m}}\left(s_{1}\right) \ldots y_{\mathrm{m}}\left(s_{k}\right)\right]$, and $\operatorname{vec}(\chi) \in \mathbb{R}^{p \times k}$ is a column vector formed by stacking the columns of $\chi$ from left to right,

$$
\mu\left(s_{1}, s_{2}, \ldots, s_{k}\right)=\left[\begin{array}{c}
\int_{0}^{s_{1}}\left(D_{\mathrm{m}} f(\tau)+C_{\mathrm{m}} \int_{0}^{\tau} \Phi\left(\tau-\tau^{\prime}\right) B f\left(\tau^{\prime}\right) d \tau^{\prime}\right) d \tau \\
\int_{0}^{s_{2}}\left(D_{\mathrm{m}} f(\tau)+C_{\mathrm{m}} \int_{0}^{\tau} \Phi\left(\tau-\tau^{\prime}\right) B f\left(\tau^{\prime}\right) d \tau^{\prime}\right) d \tau \\
\vdots \\
\int_{0}^{s_{k}}\left(D_{\mathrm{m}} f(\tau)+C_{\mathrm{m}} \int_{0}^{\tau} \Phi\left(\tau-\tau^{\prime}\right) B f\left(\tau^{\prime}\right) d \tau^{\prime}\right) d \tau
\end{array}\right],
$$

and

$$
\begin{aligned}
& Q\left(s_{1}, s_{2}, \ldots, s_{k}\right) \\
&= {\left[C _ { \mathrm { m } } \int _ { 0 } ^ { s _ { i } } \Phi ( \tau ) d \tau \left\langle(x-\langle x\rangle)(x-\langle x\rangle)^{\top} \int_{0}^{s_{j}} \Phi(\tau)^{\top} d \tau C_{\mathrm{m}}^{\top}\right.\right.} \\
&+\int_{0}^{\infty}\left(D_{\mathrm{m}} 1_{\left[0, s_{i}\right]}\left(\tau^{\prime}\right)+C_{\mathrm{m}} \int_{\tau^{\prime}}^{s_{i}} 1_{\left[0, s_{i}\right]}(\tau) \Phi\left(\tau-\tau^{\prime}\right) B d \tau\right) \\
&\left.\times\left(D_{\mathrm{m}} 1_{\left[0, s_{j}\right]}\left(\tau^{\prime}\right)+C_{\mathrm{m}} \int_{\tau^{\prime}}^{s_{j}} 1_{\left[0, s_{j}\right]}(\tau) \Phi\left(\tau-\tau^{\prime}\right) B d \tau\right)^{\top} d \tau^{\prime}\right]_{i, j=1,2, \ldots, k} .
\end{aligned}
$$

Extrapolating from the above, it is easy to see that the observables $x_{j}(t)(j=$ $1,2, \ldots, n)$ and $y_{\mathrm{m}}\left(s_{1}\right), \ldots, y_{\mathrm{m}}\left(s_{k}\right)$ are jointly Gaussian for any integer $k>1$ and any $0 \leq s_{1}<s_{2}<\cdots<s_{k} \leq t$, in the sense that any linear combination of these observables is a Gaussian observable (extending the definition above in the obvious way).

We know that $\lambda^{\top} x(t)$ commutes with any element of the von Neuman algebra $\mathscr{Y}_{\mathrm{m}, t}$ for any $\lambda \in \mathbb{R}^{n}$, and the conditional expectation $\pi_{t}\left(\lambda^{\top} x\right)=\lambda^{\top} \pi_{t}(x)$ is an element of this algebra. Thus, by the Spectral Theorem, $\lambda^{\top} \pi_{t}(x)$ and $\left\{y_{\mathrm{m}}(s) ; 0 \leq s \leq t\right\}$ can be viewed as classical random variables that can be realized on the same classical probability space. Even more than that, since $\lambda^{\top} x(t)$ and $\left\{y_{\mathrm{m}}(s) ; 0 \leq s \leq t\right\}$ are jointly Gaussian observables, as discussed in the preceding paragraph, it follows that the conditional expectation $\lambda^{\top} \pi_{t}(x)$ must be (equivalent to) a classical Gaussian random variable for any $\lambda \in \mathbb{R}^{n}$. In particular, $\left\{\pi_{t}\left(x_{j}\right) ; j=1,2, \ldots, n\right\}$ are essentially jointly Gaussian random variables.

Now, using the definitions of $\tilde{H}(t)$ and $\tilde{L}(t)$ to explicitly calculate all commutators on the right-hand side of (4.17), and taking the initial state of the system to be Gaussian, so that the conditional expectations are jointly Gaussian random variables and their third-order covariances vanish, we have

$$
\begin{align*}
& d \pi_{t}(x)= A \pi_{t}(x) d t+B f(t) d t \\
& \quad+\left[P(t) C^{\top} F_{\mathrm{m}}^{\top}+B \Sigma\right]\left(D_{\mathrm{m}} D_{\mathrm{m}}^{\top}\right)^{-1}\left[d y_{\mathrm{m}}(t)-F_{\mathrm{m}} C \pi_{t}(x) d t\right] \\
&=A \pi_{t}(x) d t+B f(t) d t+\left[P(t) C^{\top} F_{\mathrm{m}}^{\top}+B \Sigma\right]\left(D_{\mathrm{m}} D_{\mathrm{m}}^{\top}\right)^{-1} d \nu(t), \tag{4.31}
\end{align*}
$$

with initial condition $\pi_{0}(x)=\langle x\rangle$, where $\Sigma=D^{\top} F_{\mathrm{m}}^{\top}$. Also $\nu(t)$ is the innovations process $\nu(t)=y_{\mathrm{m}}(t)-F_{\mathrm{m}} \int_{0}^{t}\left(C \pi_{s}(x)+D u(s)\right) d s$, and $P(t)$ is the symmetrized covariance matrix,

$$
P(t)=\frac{1}{2} \pi_{t}\left[\left(x-\pi_{t}(x)\right)\left(x-\pi_{t}(x)\right)^{\top}+\left(\left(x-\pi_{t}(x)\right)\left(x-\pi_{t}(x)\right)^{\top}\right)^{\top}\right]
$$

satisfying the deterministic matrix Riccati differential equation

$$
\begin{align*}
\dot{P}(t) & =A P(t)+P(t) A^{\top}+B B^{\top} \\
& -\left(P(t) C^{\top} F_{\mathrm{m}}^{\top}+B \Sigma\right)\left(D_{\mathrm{m}} D_{\mathrm{m}}^{\top}\right)^{-1}\left(P(t) C^{\top} F_{\mathrm{m}}^{\top}+B \Sigma\right)^{\top}, \tag{4.32}
\end{align*}
$$

with initial condition

$$
\begin{equation*}
P(0)=\frac{1}{2}\left\langle\Delta x \Delta x^{\top}+\left(\Delta x \Delta x^{\top}\right)^{\top}\right\rangle \tag{4.33}
\end{equation*}
$$

with $\Delta x=x-\langle x\rangle$.

### 4.4 Robust Linear Quantum Observers

A central problem of the quantum filter is that, because it is a model-based estimator, the exact system parameters must be known for the optimal estimation to be carried out (in the Kalman filtering case, this means that all the matrices ( $A, B, C, D$ ) must be exactly known). In fact, a nominal filter with the wrong parameters is fragile in the sense that the estimation error can be large or even diverge. Of course, this is not a problem appearing only in the quantum case, but rather it is a long-standing problem that has been extensively investigated in classical systems and control theory. Actually, in the literature for classical systems, we find numerous treatments of robust filtering, which generates a guaranteed estimate even under system uncertainties. This section is devoted to discussing a quantum version of these classical robust filters [8].

### 4.4.1 Guaranteed-Error Robust Observer

For simplicity, let us deal with a general single-input and single-output linear quantum system with single-mode variable $x(t)=(q(t), p(t))^{\top}=\left(j_{t}(q), j_{t}(p)\right)^{\top}$. The system couples to a vacuum field, represented by the coupling operator $L=K x$ with $x=(q, p)^{\top}$. Here, we consider the case where the system Hamiltonian $H$ contains uncertainty of the following form:

$$
H=\frac{1}{2} x^{\top}(R+\Delta R(t)) x-x^{\top} \mathbb{J} F u(t), \quad \Delta R(t)^{2} \leq g I .
$$

$u(t)$ is a control input, which can be a function of the measurement result (i.e., a feedback control input). The real symmetric matrix $\Delta R(t)$ represents a time-varying
uncertainty bounded by the known constant $g>0$. The other matrices, $R, F$, and $K$, are known. By defining $\Delta A(t):=\mathbb{J} \Delta R(t)$, the dynamics of $x(t)$ is given by

$$
\begin{equation*}
d x(t)=(A+\Delta A) x(t) d t+F u(t) d t+\imath \mathbb{J}\left[K^{\top} d \mathcal{A}^{*}(t)-K^{*} d \mathcal{A}(t)\right] . \tag{4.34}
\end{equation*}
$$

Also here, we consider measuring the amplitude quadrature by homodyne detection, generating the measurement output

$$
\begin{equation*}
d y_{\mathrm{m}}(t)=\left(K+K^{*}\right) x(t) d t+d \mathcal{A}(t)+d \mathcal{A}(t)^{*} . \tag{4.35}
\end{equation*}
$$

Note that we can consider a more general case where $K$ also contains some uncertainty; see [8].

Now, motivated by the structure of the Kalman filter (4.31), we aim to design a classical linear observer of the form

$$
\begin{equation*}
d x^{\prime}(t)=A^{\prime} x^{\prime}(t) d t+F u(t) d t+B^{\prime} d y_{\mathrm{m}}(t) \tag{4.36}
\end{equation*}
$$

where $A^{\prime}$ and $B^{\prime}$ are a matrix and vector to be determined so that the variance of the estimation error is guaranteed to be within a certain bound. The vector of classical random variables, $x^{\prime}(t)=\left(q^{\prime}(t), p^{\prime}(t)\right)^{\top} \in \mathbb{R}^{2}$, represents an estimate of $x(t)$, which is not necessarily an optimal estimate of $x(t)$. (Hence, we refer to a system with dynamics (4.36) as an "observer" rather than a "filter".) Furthermore, the control input $u(t)$ is fixed to a linear function of the observer variable, i.e., $u(t)=\ell^{\top} x^{\prime}(t)$, where $\ell$ is a fixed real column vector with dimension 2 . We now offer two important remarks about the setting considered above. First, note that we are now considering a hybrid system composed of the quantum system (4.34) and the classical system (4.36). This could lead to some difficulty in making sense of the system of differential equations that describe the two systems simultaneously, especially when they are interacting and there is a measurement involved, the latter causing the state of the quantum part to collapse. This kind of hybrid system can be given a consistent interpretation by embedding the classical linear dynamics as a commutative subdynamics of an appropriate linear quantum system. Details of this technique of embedding classical dynamics into a quantum system, along with some examples, can be found in [9, Appendix, pp. 2542-2543] and, for the linear case, [10, Sect. 3], [11-13]. The second remark is regarding the feedback control input $u(t)$. It is not an essential point of the theory that will be described; the robust observer method introduced below holds even if $\ell=0$.

Now, an explicit form of $\left(A^{\prime}, B^{\prime}\right)$ that enjoys a guaranteed estimation error bound is provided in the following theorem.

Theorem 4.2 Suppose there exist positive scalars $\delta_{1}, \delta_{2}$, and $\epsilon$ such that the following two coupled Riccati equations have positive definite solutions $P_{1}>0$ and $P_{2}>0$ :

$$
\begin{align*}
& \left(A+F \ell^{\top}\right) P_{1}+P_{1}\left(A+F \ell^{\top}\right)^{\top}+\mathbb{D}+\frac{1}{\epsilon} P_{1}^{2}+\left(\epsilon g+\delta_{1}\right) I=0,  \tag{4.37}\\
& \mathbb{A} P_{2}+P_{2} \mathbb{A}^{\top}+\mathbb{D}-\left(P_{2} \mathbb{F}^{\top}+\mathbb{J}^{\top} \Im(K)^{\top}\right)\left(\mathbb{F} P_{2}+\Im(K) \mathbb{J}\right) \\
& -P_{2}\left(\ell F^{\top} P_{1}^{-1}+P_{1}^{-1} F \ell^{\top}\right) P_{2}+\left(\epsilon g+\delta_{2}\right) I=0, \tag{4.38}
\end{align*}
$$

where the matrices $\mathbb{A}, \mathbb{D}$ and the vector $\mathbb{F}$ are defined by

$$
\mathbb{A}=A+(\mathbb{D}+\epsilon g I) P_{1}^{-1}, \quad \mathbb{D}=\mathbb{J}\left(K^{*} K\right) \mathbb{J}^{\top}, \quad \mathbb{F}=K+K^{*}+\Im(K) \mathbb{J} P_{1}^{-1}
$$

Then, the observer

$$
\begin{align*}
d x^{\prime}(t) & =\left(\mathbb{A}-P_{2} \ell F^{\top} P_{1}^{-1}\right) x^{\prime}(t) d t+F u(t) d t \\
& +\left(P_{2} \mathbb{F}^{\top}+\mathbb{J}^{\top} \Im(K)^{\top}\right)\left(d y_{\mathrm{m}}(t)-\mathbb{F} x^{\prime}(t) d t\right) \tag{4.39}
\end{align*}
$$

generates the estimate $x^{\prime}(t)=\left(q^{\prime}(t), p^{\prime}(t)\right)^{\top}$ that satisfies

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\langle\left(q(t)-q^{\prime}(t)\right)^{2}+\left(p(t)-p^{\prime}(t)\right)^{2}\right\rangle \leq \operatorname{Tr}\left(P_{2}\right) \tag{4.40}
\end{equation*}
$$

for all admissible uncertainties contained in $\Delta R(t)$.
Proof We consider the augmented variable $\bar{z}(t)=\left(x(t), x(t)-x^{\prime}(t)\right)^{\top}$, where $x(t)$ and $x^{\prime}(t)$ satisfy (4.34) and (4.36), respectively. Then, $\bar{z}(t)$ obeys the following linear QSDE:

$$
d \bar{z}(t)=(\bar{A}+\Delta \bar{A}(t)) \bar{z}(t) d t+\bar{b} d \mathcal{A}(t)^{*}+\bar{b}^{*} d \mathcal{A}(t)
$$

where

$$
\begin{aligned}
& \bar{A}=\left[\begin{array}{cc}
A+F \ell^{\top} & -F \ell^{\top} \\
A-A^{\prime}-B^{\prime}\left(K+K^{*}\right) & A^{\prime}
\end{array}\right], \quad \bar{b}=\left[\begin{array}{c}
\imath \mathbb{J} K^{\top} \\
\imath \mathbb{J} K^{\top}-B^{\prime}
\end{array}\right], \\
& \Delta \bar{A}(t)=\left[\begin{array}{ll}
\Delta A(t) & 0 \\
\Delta A(t) & 0
\end{array}\right]=\left[\begin{array}{l}
\mathbb{J} \\
\mathbb{J}
\end{array}\right] \Delta R(t)\left[\begin{array}{ll}
I & 0]=: \bar{M} \Delta R(t) \bar{N} .
\end{array}\right.
\end{aligned}
$$

Now, the symmetrized covariance matrix of $\bar{z}$ is given by $\bar{V}_{n m}=\left\langle\bar{z}_{n} \bar{z}_{m}+\bar{z}_{m} \bar{z}_{n}\right\rangle / 2$, ( $n, m=1, \ldots, 4$ ). This satisfies the following generalized uncertain relation:

$$
\left\langle\bar{z}(t) \bar{z}(t)^{\top}\right\rangle=\bar{V}(t)+\frac{l}{2} \overline{\mathbb{J}} \geq 0, \quad \overline{\mathbb{J}}=\left[\begin{array}{l}
\mathbb{J} \mathbb{\mathbb { J }} \\
\mathbb{J} \mathbb{J}
\end{array}\right],
$$

and the time evolution of $\bar{V}(t)$ is calculated as

$$
\begin{align*}
\frac{d}{d t} \bar{V}(t) & =(\bar{A}+\Delta \bar{A}(t))\left\langle\bar{z}(t) \bar{z}(t)^{\top}\right\rangle+\left\langle\bar{z}(t) \bar{z}(t)^{\top}\right\rangle(\bar{A}+\Delta \bar{A}(t))^{\top}+\bar{b}^{*} \bar{b}^{\top} \\
& =(\bar{A}+\Delta \bar{A}(t))\left(\bar{V}(t)+\frac{l}{2} \overline{\mathbb{J}}\right)+\left(\bar{V}(t)+\frac{l}{2} \overline{\mathbb{J}}\right)(\bar{A}+\Delta \bar{A}(t))^{\top}+\bar{b}^{*} \bar{b}^{\top} \\
& =(\bar{A}+\Delta \bar{A}(t)) \bar{V}(t)+\bar{V}(t)(\bar{A}+\Delta \bar{A}(t))^{\top}+\overline{\mathbb{D}} \tag{4.41}
\end{align*}
$$

where $\overline{\mathbb{D}}$ is given by

$$
\overline{\mathbb{D}}=\left[\begin{array}{c|c}
\mathbb{D} \mathbb{D} \\
\mathbb{D} \mathbb{D}
\end{array}\right]-\left[\begin{array}{c|c}
0 & {\left[B^{\prime} \Im(K) \mathbb{J}\right]^{\top}} \\
\hline B^{\prime} \Im(K) \mathbb{J} \mid B^{\prime} \Im(K) \mathbb{J}+\left[B^{\prime} \Im(K) \mathbb{J}\right]^{\top}-B^{\prime} B^{\prime \top}
\end{array}\right]
$$

Our goal is to design $A^{\prime}$ and $B^{\prime}$ such that the matrix inequality

$$
\begin{equation*}
\exists \bar{X}>0 \text { s.t. }(\bar{A}+\Delta \bar{A}(t)) \bar{X}+\bar{X}(\bar{A}+\Delta \bar{A}(t))^{\top}+\overline{\mathbb{D}}<0 \tag{4.42}
\end{equation*}
$$

is satisfied for all admissible uncertainties: then, it is immediate to see that (4.41) yields $\lim _{t \rightarrow \infty} \bar{V}(t) \leq \bar{X}$. In order to obtain a sufficient condition for (4.42) that does not involve $\Delta \bar{A}(t)$, we use the following relation:

$$
\left(\frac{1}{\sqrt{\epsilon}} \bar{X} \bar{N}^{\top}-\sqrt{\epsilon} \bar{M} \Delta R(t)\right)\left(\frac{1}{\sqrt{\epsilon}} \bar{X} \bar{N}^{\top}-\sqrt{\epsilon} \bar{M} \Delta R(t)\right)^{\top} \geq 0
$$

where $\epsilon>0$ is a free parameter. Then, combining the above relation with the assumption on the uncertainty, $\Delta R(t)^{2} \leq g I$, we obtain

$$
\begin{aligned}
\Delta \bar{A}(t) \bar{X}+\bar{X} \Delta \bar{A}(t)^{\top} & =(\bar{M} \Delta R(t))(\bar{N} \bar{X})+(\bar{N} \bar{X})^{\top}(\bar{M} \Delta R(t))^{\top} \\
& \leq \frac{1}{\epsilon} \bar{X} \bar{N}^{\top} \bar{N} \bar{X}+\epsilon \bar{M}(\Delta R(t))^{2} \bar{M}^{\top} \\
& \leq \frac{1}{\epsilon} \bar{X} \bar{N}^{\top} \bar{N} \bar{X}+\epsilon g \bar{M} \bar{M}^{\top}
\end{aligned}
$$

Therefore, the condition (4.42) holds for all admissible uncertainties if there exists a positive definite matrix $\bar{X}>0$ such that the following Riccati inequality holds:

$$
\bar{\Psi}:=\bar{A} \bar{X}+\bar{X} \bar{A}^{\top}+\overline{\mathbb{D}}+\epsilon g \bar{M} \bar{M}^{\top}+\frac{1}{\epsilon} \bar{X} \bar{N}^{\top} \bar{N} \bar{X}<0 .
$$

Especially here we aim to find a solution of the form $\bar{X}=\operatorname{diag}\left(P_{1}, P_{2}\right)$ with $P_{1}$ and $P_{2}$ denoting $2 \times 2$ positive definite matrices. Then, partitioning the $4 \times 4$ matrix $\bar{\Psi}$ into $\bar{\Psi}=\left(\Psi_{i j}\right)$ with $2 \times 2$ matrices $\Psi_{i j}$, we obtain

$$
\begin{aligned}
& \Psi_{11}=\left(A+F \ell^{\top}\right) P_{1}+P_{1}\left(A+F \ell^{\top}\right)^{\top}+\mathbb{D}+\epsilon g I+P_{1}^{2} / \epsilon, \\
& \Psi_{21}=\left(A-A^{\prime}-B^{\prime} K-B^{\prime} K^{*}\right) P_{1}+\mathbb{D}+\epsilon g I-B^{\prime} \Im(K) \mathbb{J}-P_{2} \ell F^{\top}, \\
& \Psi_{22}=A^{\prime} P_{2}+P_{2} A^{\prime \top}+\mathbb{D}+\epsilon g I-B^{\prime} \Im(K) \mathbb{J}-\left[B^{\prime} \Im(K) \mathbb{J}\right]^{\top}+B^{\prime} B^{\prime \top} .
\end{aligned}
$$

Let us now assume that the Riccati equation (4.37), which is equal to $\Psi_{11}=$ $-\delta_{1} I<0$, has a solution $P_{1}>0$. Then, the equality $\Psi_{21}=0$ yields $A^{\prime}=\mathbb{A}-B^{\prime} \mathbb{F}-$ $P_{2} \ell F^{\top} P_{1}^{-1}$. Moreover, $\Psi_{22}$ is then calculated as

$$
\begin{aligned}
\Psi_{22}= & \mathbb{A} P_{2}+P_{2} \mathbb{A}^{\top}+\mathbb{D} \\
& +\left(B^{\prime}-P_{2} \mathbb{F}^{\top}-\mathbb{J}^{\top} \Im(K)^{\top}\right)\left(B^{\prime \top}-\mathbb{F} P_{2}-\Im(K) \mathbb{J}\right) \\
& -\left(P_{2} \mathbb{F}^{\top}+\mathbb{J}^{\top} \Im(K)^{\top}\right)\left(\mathbb{F} P_{2}+\Im(K) \mathbb{J}\right) \\
& -P_{2}\left(\ell F^{\top} P_{1}^{-1}+P_{1}^{-1} F \ell^{\top}\right) P_{2}+\epsilon g I .
\end{aligned}
$$

Hence, the optimal $B^{\prime}$ that minimizes the maximum eigenvalue of $\Psi_{22}$ is given by

$$
B^{\prime}=P_{2} \mathbb{F}^{\top}+\mathbb{J}^{\top} \Im(K)^{\top}
$$

Then, the existence of a solution $P_{2}>0$ in (4.38) directly implies $\Psi_{22}=-\delta_{2} I<0$. As a result, we obtain $\bar{\Psi}=\operatorname{diag}\left(-\delta_{1} I,-\delta_{2} I\right)<0$, which leads to the objective condition (4.42). Therefore, as mentioned above, we have $\lim _{t \rightarrow \infty} \bar{V}(t) \leq \bar{X}$. Then, as the third and fourth diagonal elements of the matrix $\bar{V}(t)$ are, respectively, given by $\bar{V}_{33}=\left\langle\bar{z}_{3}^{2}\right\rangle=\left\langle\left(q(t)-q^{\prime}(t)\right)^{2}\right\rangle$ and $\bar{V}_{44}=\left\langle\bar{z}_{4}^{2}\right\rangle=\left\langle\left(p(t)-p^{\prime}(t)\right)^{2}\right\rangle$, we obtain the assertion (4.40).

The quantum robust observer constructed above has the following important property, which one would expect it to have: if the uncertainties are small (or zero), the robust observer is close (or identical) to the optimal quantum Kalman filter. The formal statement of this fact is given as follows (for the proof, see [8]).
Proposition 4.1 Consider the case where the uncertainties converge to zero: i.e., $\Delta R(t) \rightarrow 0$. Then, there exist parameters $\delta_{1}, \delta_{2}$, and $\epsilon$ such that the robust observer (4.39) converges to the stationary Kalman filter associated with the system (4.34) with $\Delta A(t)=0$.

This proposition also states that we can find the parameters $\left(\delta_{1}, \delta_{2}, \epsilon\right)$ such that the robust observer (4.39) approximates the stationary Kalman filter when the uncertainties are small, because the solutions of the Riccati equations (4.37) and (4.38) are continuous with respect to the above parameters.

### 4.4.2 Example

Here, we will demonstrate that, in the presence of uncertainty, the robust observer actually outperforms the nominal Kalman filter, which is no longer optimal for
uncertain systems. The system considered here is a single particle with position $q$ and momentum $p$, which is trapped around the origin of the antiharmonic potential field $V(q)=-0.05 q^{2}$. For instance, this can be interpreted as an approximate potential for the double-well potential $V(q)=q^{4}-0.05 q^{2}$. Then, the corresponding Hamiltonian is given by $H^{\mathrm{free}}=2 p^{2}-0.05 q^{2}=x^{\top} R x$ with $R=\operatorname{diag}(-0.05,2)$. Apart from this, the system is driven by the control Hamiltonian

$$
H^{\mathrm{control}}=-u(t) q, \quad \text { i.e., } \quad F=\left[\begin{array}{l}
0  \tag{4.43}\\
1
\end{array}\right],
$$

where $u(t)$ is the control input that will be described later. In addition, the system is subjected to an uncertain Hamiltonian $\Delta H=-\sqrt{d(t)} q^{2}$, where $d(t)$ is an unknown time-varying parameter bounded by the known constant $g \geq 0$, i.e., $d(t) \in[0, g]$ for all $t$. For this system, we consider the continuous QND measurement of $q$, corresponding to $L=q$ or equivalently $K=\left[\begin{array}{ll}10\end{array}\right]$.

With the above setup, we perform a numerical comparison between the developed robust observer and the nominal Kalman filter. For the robust observer, we evaluate the guaranteed upper bound of the estimation error $\operatorname{Tr}\left(P_{2}\right)$ in (4.40). To calculate $\operatorname{Tr}\left(P_{2}\right)$, we set the parameters $\delta_{1}$ and $\delta_{2}$ to be both 0.1 and also chose $\epsilon$ that minimizes $\operatorname{Tr}\left(P_{2}\right)$. For the nominal Kalman filter, on the other hand, we evaluate the stationary mean-square error between the "true" system and the estimator for the "nominal" system corresponding to $d(t)=0$ (see Appendix C of [8]). As for the control part, here we take the feedback of the form $u(t)=\ell^{\top} x^{\prime}(t)$ in the robust observer case and $u(t)=\ell^{\top} \pi_{t}(x)$ in the nominal Kalman filter case. The control gain $\ell$ is set to that of the stationary LQG controller for the nominal system (see Chap. 5 for details of LQG control for linear quantum systems).

Let us describe the simulation results. In Table 4.1, the two estimation errors mentioned above are provided for several values of $g$. The uncertainty $d(t)$ is now set to the worst case value $d(t)=g$ for each $g$. In the first row of the table, "N/A" means that the nominal Kalman filter fails in the estimation. That is, the error dynamics between the true system and the nominal Kalman filter diverges, and it has no stationary solution. On the other hand, the second row in Table 4.1 shows that the robust observer is not very sensitive to the uncertain parameter $g$ and eventually works as a tolerant estimator.

Table 4.1 The stationary estimation error of the nominal Kalman filter, denoted by "KAL", and the guaranteed upper bound of the estimation error of the robust observer (i.e., $\operatorname{Tr}\left(P_{2}\right)$ ), denoted by "ROB". Note that the robust observer does not coincide with the nominal Kalman filter even when $g=0$, because the parameter $\delta_{2}$ is now set to a non-zero value. Reprinted with permission from [8] © (2006) by the American Physical Society

| $g$ | 0.00 | 0.20 | 0.38 | 0.60 | 0.80 | 0.97 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| KAL | 1.43 | 2.38 | 40.88 | N/A | N/A | N/A |
| ROB | 1.73 | 3.32 | 4.74 | 7.04 | 10.12 | 14.13 |

### 4.4.3 Further Reading

We have discussed a robust estimation method that guarantees the estimation error to be within a known bound. A general framework in this direction is to design an estimator or controller so that a given cost is guaranteed to be bounded by a known constant even under unknown perturbations. In particular, it is important to guarantee stability of the system under unknown perturbations, and there are actually several methods to design such robust estimators/controllers; see e.g., [14]. Another direction pursuing the robustness property is the risk-sensitive approach, which has also been studied extensively in the classical case [15, 16]; in this method, rather than minimizing a cost function $V(x) \geq 0$ with $x$ a system variable, we consider the problem minimizing $e^{V(x)}$. In fact, we find that several quantum versions of these risk-sensitive estimators or controllers have been developed [2, 8, 17, 18].
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# Chapter 5 <br> Feedback Control of Linear Dynamical Quantum Systems 


#### Abstract

This chapter introduces and treats the topic of quantum feedback control on linear quantum systems. Two distinct approaches to feedback control of quantum systems are considered: measurement-based feedback control and coherent feedback control. For measurement-based feedback control, the notions of controlled Hudson-Parthasarathy QSDEs and controlled quantum filtering equations are introduced. Three control problems are formulated and solved: measurement-based linear quadratic Gaussian control, coherent linear quadratic Gaussian control, and coherent feedback $H^{\infty}$ control. Examples are provided to illustrate each control method.


In this chapter, we shall formulate and discuss the solutions to three classes of quantum feedback control problems for linear quantum systems and illustrate physical settings where these control problems are relevant. They are the measurement-based (quantum) linear quadratic Gaussian (LQG) control problem, coherent quantum LQG problem, and coherent feedback $H^{\infty}$ control problem. The exposition in this chapter will build upon the theoretical foundations that have been developed in the previous sections, especially the use of quantum filters in the measurement-based LQG control problem.

### 5.1 Measurement-Based Quantum Feedback Control

### 5.1.1 Controlled Quantum Evolution and Quantum Filter

We first set up the theoretical framework for measurement-based (quantum) feedback control. In this type of control, continuous linear measurement is performed on the output $\mathcal{Y}(t)$ of a linear quantum system to gain information about the system that is then used to drive a classical controller. The controller processes the measurement to produce a control signal that is fed back to the system to control its evolution.

[^9]Describing a quantum system undergoing measurement and feedback is non-trivial, and to properly describe such feedback in the quantum setting requires setting up a modified Hudson-Parthasarathy QSDE that depends on the control signals, the so-called Hudson-Parthasarathy QSDE for controlled quantum Markov flows [1, 2]. We shall introduce this QSDE in this chapter and derive the solution to the measurement-based LQG control problem, following the treatment in [2].

Following Sect.4.2.2, we consider an $n$-degree of freedom linear quantum system coupled with $m$ bosonic fields, with quadratic Hamiltonian $H=(1 / 2) x^{\top} R x$, coupling operator $L=K x\left(K \in \mathbb{C}^{m \times 2 n}\right)$, and scattering matrix $S \in \mathbb{C}^{m \times m}$. We will reuse the notation introduced in Sect.4.2.2. Thus, let $y_{\mathrm{m}}(t)$ be the output of a linear measurement performed on the quantum output $y(t)$ of a linear quantum system in real quadrature form (2.5), with the same number of inputs and outputs $m$. We take the measurement $y_{\mathrm{m}}$ to be of the form $y_{\mathrm{m}}(t)=F_{\mathrm{m}} y(t)$, with $F_{\mathrm{m}} \in \mathbb{R}^{p \times 2 m}$ satisfying the conditions set out in Sect.4.2.2. We assume that we have two control signals $u_{1}(t) \in \mathbb{R}^{c_{1}}$ and $u_{2}(t) \in \mathbb{R}^{c_{2}}$ (with $c_{1}$ and $c_{2}$ non-negative integers, and the convention that $u_{j}(t)$ is dropped if $c_{j}=0$ ), which at each time $t \geq 0$ are functions of $\mathbb{R}^{p}$-valued stochastic processes on the time interval $[0, t]$. That is, at each time $t \geq 0, u_{j}(t) \triangleq u_{j}(\{d(s), 0 \leq s \leq t\})$ for some $\mathbb{R}^{p}$-valued stochastic process $d(t)$. We assume that control can be applied in two ways:

1. Adding a control Hamiltonian term of the form $H_{c}(t)=x^{\top} N_{1} u_{1}(t)$ to $H$, that depends on the $\mathbb{R}^{p_{1}}$-valued control signal $u_{1}(t)$ with $N_{1} \in \mathbb{R}^{2 n \times c_{1}}$.
2. Driving the system with coherent input fields with amplitudes given by the elements of the vector $N_{2} u_{2}(t)$, with a given $N_{2} \in \mathbb{C}^{m \times c_{2}}$ and $u(t)$ an $\mathbb{R}^{c_{2}}$-valued control signal for each $t$.

The measurement-based feedback control loop is depicted in Fig. 5.1.
Let $z(t)=F_{\mathrm{m}} w(t)$. Since $w(t)$ satisfies the same differential commutation relation as $y(t)$, we have that $\left[z(t), z(s)^{\top}\right]=0$ for all $s, t \geq 0$. Thus, $z$ is isomorphic to some classical stochastic process, and the definition $u_{j}(\{z(s), 0 \leq s \leq t\})$ makes sense. To reduce notational clutter, let us introduce the notation $z_{[0, t]}=\{z(s), 0 \leq$
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$s \leq t\}$ and write $u_{j}(\{z(s), 0 \leq s \leq t\})$ simply as $u_{j}\left(z_{[0, t]}\right)$. We can now define the controlled Hudson-Parthasarathy QSDE $U(t)$,

$$
\begin{align*}
d U(t)= & \left(\operatorname{Tr}\left((S-I)^{\top} d \Lambda(t)\right)+d \mathcal{A}^{*}(t)\left(L+S N_{2} u_{2}\left(z_{[0, t]}\right)\right)\right. \\
& -\left(S^{*} L+N_{2} u_{2}\left(z_{[0, t]}\right)\right) d \mathcal{A}(t) \\
& -\left(l\left(H+H_{c}(t)+\Im\left\{L^{*} S N_{2} u_{2}\left(z_{[0, t]}\right)\right\}\right)\right. \\
& \left.+1 / 2\left(L+N_{2} u_{2}\left(z_{[0, t]}\right)\right)^{*}\left(L+N_{2} u_{2}\left(z_{[0, t]}\right)\right) d t\right) U(t), \tag{5.1}
\end{align*}
$$

with initial condition $U(0)=I$. Since $u_{j}$ acts on a commutative process $z$, it is important to note that $U(t)^{*} u_{j}\left(z_{[0, t]}\right) U(t)=u_{j}\left(U(t)^{*} z_{[0, t]} U(t)\right)=u_{j}\left(\left(y_{\mathrm{m}}\right)_{[0, t]}\right)$ (here, following the convention above, $\left.\left(y_{\mathrm{m}}\right)_{[0, t]}=\left\{y_{\mathrm{m}}(s), 0 \leq s \leq t\right\}\right)$. That is, in the Heisenberg picture, $u_{j}$ becomes a function of the measurement $y_{\mathrm{m}}$, as it should be.

Define the time-dependent operators,

$$
L(t)=L+S N_{2} u_{2}\left(z_{[0, t]}\right) \text { and } H(t)=H+H_{c}(t)+\Im\left\{L^{*} S N_{2} u_{2}\left(z_{[0, t]}\right)\right\} .
$$

For any bounded operator $X$ of the quantum system, let $X(t)=j_{t}(X)=U(t)^{*} X U(t)$ be the time evolution of $X$ in the Heisenberg picture. Then by an application of the quantum Itō rule, we have that $j_{t}(X)$ satisfies the $\operatorname{QSDE}[2,3]$,

$$
\begin{aligned}
& d j_{t}(X) \\
& =j_{t}\left(\imath[H(t), X]+L(t)^{*} X L(t)-1 / 2\left(L(t)^{*} L(t) X+X L(t)^{*} L(t)\right)\right) d t \\
& \quad+d \mathcal{A}(t)^{*} j_{t}\left(S^{*}[X, L(t)]\right)+j_{t}\left(\left[L(t)^{*}, X\right] S\right) d \mathcal{A}(t)
\end{aligned}
$$

with initial condition $j_{0}(X)=X$. Constructing the vector $x(t)$ of the quadrature form of the linear quantum system as in Sect.2.3, we have the equations for the controlled linear quantum dynamics,

$$
\begin{equation*}
d x(t)=A x(t) d t+B_{c} u(t) d t+B d w(t) \tag{5.2}
\end{equation*}
$$

with $A$ and $B$ as given by (2.6) and (2.7), respectively,

$$
u(t)=\left[\begin{array}{l}
u_{1}\left(\left(y_{\mathrm{m}}\right)_{[0, t]}\right) \\
u_{2}\left(\left(y_{\mathrm{m}}\right)_{[0, t]}\right)
\end{array}\right],
$$

and $B_{c}=\left[\begin{array}{ll}B_{c, 1} & B_{c, 2}\end{array}\right]$ with $B_{c, 1} \in \mathbb{R}^{2 n \times c_{1}}$ and $B_{c, 2} \in \mathbb{R}^{2 n \times c_{2}}$ given by

$$
\begin{aligned}
B_{c, 1} & =2 \mathbb{J}_{n} N_{1} \\
B_{c, 2} & =-4 \mathbb{J}_{n} \mathfrak{R}\left\{\iota K^{*} S N_{2}\right\} .
\end{aligned}
$$

We also have the linear QSDE for the measurement $y_{\mathrm{m}}$,

$$
\begin{align*}
d y_{\mathrm{m}}(t) & =F_{\mathrm{m}} d y(t) \\
& =F_{\mathrm{m}}\left(C x(t) d t+D_{c} u(t) d t+D d w(t)\right) \tag{5.3}
\end{align*}
$$

with $C$ and $D$ given by (2.8) and (2.9), respectively, and

$$
D_{c}=P_{m}^{\top}\left[\begin{array}{lll}
0_{m \times c_{1}} & 2 \Re\left\{S N_{2}\right\} \\
0_{m \times c_{1}} & 2 \Im\left\{S N_{2}\right\}
\end{array}\right] .
$$

Let $V, \tilde{\mathcal{A}}(t)=V \mathcal{A}(t), \tilde{\mathcal{Y}}(t)=V \mathcal{Y}(t)=V U(t)^{*} \mathcal{A}(t) U(t)$, and $\tilde{\Lambda}(t)=V^{\#} \Lambda(t) V^{\top}$ be as in Sect.4.2.2, and

$$
\tilde{y}_{\mathrm{m}}(t)=M^{-1} y_{\mathrm{m}}(t)=\left[I_{p} 0_{p \times(2 m-p)}\right]\left(\tilde{\mathcal{Y}}(t)+\tilde{\mathcal{Y}}(t)^{\#}\right),
$$

be another measurement process. Recall the notation $\mathscr{Y}_{\mathrm{m}, t}=\mathrm{vN}\left\{y_{\mathrm{m}}(s), 0 \leq s \leq t\right\}$ from Chap. 4 for the von Neumann algebra generated by $y_{\mathrm{m}, j}(s), j=1,2, \ldots, p$ and $0 \leq s \leq t$, where $y_{\mathrm{m}, j}$ is the $j$-th element of the vector $y_{\mathrm{m}}$. We similarly let $\tilde{\mathscr{Y}}_{\mathrm{m}, t}=\mathrm{vN}\left\{\tilde{y}_{\mathrm{m}}(s), 0 \leq s \leq t\right\}$ denote the von Neumann algebra generated by the components of $\tilde{y}_{\mathrm{m}}(s), 0 \leq s \leq t$. Since $\tilde{y}_{\mathrm{m}}$ is linearly related to $y_{\mathrm{m}}$ and $M$ is invertible, they generate the same von Neumann algebra. Therefore, $\pi_{t}(X)=\mathbb{P}\left(j_{t}(X) \mid \mathscr{Y}_{\mathrm{m}, t}\right)=$ $\mathbb{P}\left(j_{t}(X) \mid \tilde{\mathscr{Y}}_{\mathrm{m}, t}\right)$. Define $\tilde{L}=V L, \tilde{N}_{2}=V N_{2}$, and $\tilde{S}=V S V^{*}$, and the operators

$$
\tilde{L}(t)=\tilde{L}+\tilde{S} \tilde{N}_{2} u_{2}\left(z_{[0, t]}\right) \text { and } \tilde{H}(t)=H+H_{c}(t)+\Im\left\{\tilde{L}^{*} \tilde{S}_{2} \tilde{N}_{2} u_{2}\left(z_{[0, t]}\right)\right\}
$$

Note that $\tilde{H}(t)=H(t)$. In terms of these operators and the processes $\tilde{\mathcal{A}}(t), \tilde{\mathcal{A}}(t)^{*}$, and $\tilde{\Lambda}(t)$, the controlled QSDE can be rewritten as:

$$
\begin{align*}
d U(t)= & \left(\operatorname{Tr}\left((\tilde{S}-I)^{\top} d \tilde{\Lambda}(t)\right)+d \tilde{\mathcal{A}}(t)^{*} \tilde{L}(t)-\tilde{L}(t)^{*} \tilde{S} d \tilde{\mathcal{A}}(t)\right. \\
& \left.-\iota\left(\tilde{H}(t)+1 / 2 \tilde{L}(t)^{*} \tilde{L}(t)\right) d t\right) U(t) \tag{5.4}
\end{align*}
$$

It then follows by a straightforward extension of the results of [2] to multiple inputs and multiple outputs that the controlled quantum filtering equation is given by

$$
\begin{align*}
& d \pi_{t}(X) \\
&= \pi_{t}\left(\imath[\tilde{H}(t), X]+\sum_{j=1}^{m} 1 / 2\left(\tilde{L}_{j}(t)^{*}\left[X, \tilde{L}_{j}(t)\right]+\left[\tilde{L}_{j}(t)^{*}, X\right] \tilde{L}_{j}(t)\right)\right) d t \\
&+\sum_{j=1}^{p}\left(\pi_{t}\left(X \tilde{L}_{j}(t)+\tilde{L}_{j}(t)^{*} X\right)-\pi_{t}\left(\tilde{L}_{j}(t)+\tilde{L}_{j}(t)^{*}\right) \pi_{t}(X)\right) d \tilde{\nu}_{j}(t), \tag{5.5}
\end{align*}
$$

where $\tilde{\nu}_{j}(t)=\tilde{y}_{\mathrm{m}, j}(t)-\int_{0}^{t} \pi_{s}\left(\tilde{L}_{j}(s)+\tilde{L}_{j}(s)^{*}\right) d s$ is the $j$-th component of the innovations process $\tilde{\nu}(t)=\tilde{y}_{\mathrm{m}}(t)-\left[\begin{array}{ll}I_{p} & 0\end{array}\right] \int_{0}^{t} \pi_{s}\left(\tilde{L}(s)+\tilde{L}(s)^{*}\right) d s$. The process $\tilde{\nu}(t)$
is a $\mathscr{Y}_{\mathrm{m}, t}$-martingale zero-mean Wiener process [2], following the same line of proof sketched earlier in Chap. 4. Thus, $\tilde{\nu}(t)-\tilde{\nu}(\tau)$ is independent of any function of $\mathscr{Y}_{\mathrm{m}, \tau}$ for any $t \geq \tau \geq 0$.

With $x=\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{n}, p_{n}\right)^{\top}$ as before, let

$$
\hat{x}(t)=\pi_{t}(x)=\left(\pi_{t}\left(q_{1}\right), \pi_{t}\left(p_{1}\right), \pi_{t}\left(q_{2}\right), \pi_{t}\left(p_{2}\right), \ldots, \pi_{t}\left(q_{n}\right), \pi_{t}\left(p_{n}\right)\right)^{\top}
$$

Then, using the definitions of $\tilde{H}(t)$ and $\tilde{L}(t)$, explicitly calculating all commutators on the right-hand side of (5.5), and taking the initial state of the system to be Gaussian (analogous to the calculations leading to (4.31) and (4.32) in Chap.4), yields:

$$
\begin{align*}
d \hat{x}(t)= & A \hat{x}(t) d t+B_{c} u(t) d t+\left(P(t) C^{\top} F_{\mathrm{m}}^{\top}+B \Sigma\right) \\
& \times\left(D_{m} D_{\mathrm{m}}^{\top}\right)^{-1}\left(d y_{\mathrm{m}}(t)-F_{\mathrm{m}}\left(C \hat{x}(t)+D_{c} u(t)\right) d t\right) \\
= & A \hat{x}(t) d t+B_{c} u(t) d t \\
& +\left(P(t) C^{\top} F_{\mathrm{m}}^{\top}+B \Sigma\right)\left(D_{m} D_{\mathrm{m}}^{\top}\right)^{-1} d \nu(t) \tag{5.6}
\end{align*}
$$

with initial condition $\hat{x}(0)=\langle x\rangle$, where $\Sigma=D^{\top} F_{\mathrm{m}}^{\top}$ and $D_{\mathrm{m}}=F_{\mathrm{m}} D, \nu(t)$ is the innovations process $\nu(t)=y_{\mathrm{m}}(t)-F_{\mathrm{m}} \int_{0}^{t}\left(C \hat{x}(t)+D_{c} u(s)\right) d s$, and $P(t)$ is the symmetrized covariance matrix,

$$
P(t)=\frac{1}{2} \pi_{t}\left((x-\hat{x}(t))(x-\hat{x}(t))^{\top}+\left((x-\hat{x}(t))(x-\hat{x}(t))^{\top}\right)^{\top}\right),
$$

satisfying the deterministic matrix Riccati differential equation

$$
\begin{align*}
\dot{P}(t)= & A P(t)+P(t) A^{\top}+B B^{\top} \\
& -\left(P(t) C^{\top} F_{\mathrm{m}}^{\top}+B \Sigma\right)\left(D_{\mathrm{m}} D_{\mathrm{m}}^{\top}\right)^{-1}\left(P(t) C^{\top} F_{\mathrm{m}}^{\top}+B \Sigma\right)^{\top}, \tag{5.7}
\end{align*}
$$

with initial condition

$$
\begin{equation*}
P(0)=\frac{1}{2} \mathbb{P}\left(\Delta x \Delta x^{\top}+\left(\Delta x \Delta x^{\top}\right)^{\top}\right), \tag{5.8}
\end{equation*}
$$

with $\Delta x=x-\langle x\rangle$.
In treatment of the measurement-based LQG control, coherent quantum LQG control, and coherent feedback $H^{\infty}$ control that will now follow, the initial state of the system will always be assumed to be a Gaussian state and the bosonic fields coupled to the quantum control system are also Gaussian.

### 5.1.2 Measurement-Based LQG Control

In the measurement-based LQG control problem, we wish to find a control law $u(t)$ of dimension $c=c_{1}+c_{2}$, with components belonging in $\mathscr{Y}_{\mathrm{m}, t}$ for each $t \geq 0$, to minimize the quadratic cost function

$$
\begin{align*}
J_{T}(u)= & \mathbb{P}\left(\int_{0}^{T}\left(C_{x} x(t)+D_{u} u(t)\right)^{\top}\left(C_{x} x(t)+D_{u} u(t)\right) d t\right. \\
& \left.+x(T)^{\top} Q x(T)\right), \tag{5.9}
\end{align*}
$$

for a fixed terminal time $T>0$, where $C_{x}, D_{u}$, and $Q$ are some prespecified constant matrices in $\mathbb{R}^{k \times 2 n}, \mathbb{R}^{k \times c}$, and $\mathbb{R}^{2 n \times 2 n}$, with $k$ some positive integer and $Q=Q^{\top} \geq 0$. Problems for linear quantum systems with quadratic costs of this type are commonly encountered for cooling and confinement; see, e.g., [4-6] and the references therein. To be concrete, take, for instance, a single quantum harmonic oscillator ( $n=1$ ), $C_{x}=\left[\begin{array}{ll}I_{2} & 0\end{array}\right]^{\top}, D_{u}=\left[\begin{array}{ll}0 & I_{c}\end{array}\right]^{\top}$ and $Q=I$, then we have that

$$
\begin{aligned}
& \mathbb{P}\left(\left(C_{x} x(t)+D_{u} u(t)\right)^{\top}\left(C_{x} x(t)+D_{u} u(t)\right)+x(T)^{\top} Q x(T)\right) \\
& \quad=\mathbb{P}\left(q(t)^{2}+p(t)^{2}+u(t)^{\top} u(t)+q(T)^{2}+p(T)^{2}\right) .
\end{aligned}
$$

For this particular cost, cooling is quantified as minimizing the cumulative kinetic energy $\int_{0}^{T} \mathbb{P}\left(p(t)^{2}\right) d t$ of the system over the interval $[0, T]$ and its mean kinetic energy $\mathbb{P}\left(p(T)^{2}\right)$ at the terminal time $T$, and confinement is quantified as minimizing the cumulative displacement of the system $\int_{0}^{T} \mathbb{P}\left(q(t)^{2}\right) d t$ away from the origin over the interval $[0, T]$ and its mean displacement from the origin $\mathbb{P}\left(q(T)^{2}\right)$ at the terminal time $T$. The remaining term $\int_{0}^{T} \mathbb{P}\left(u(t)^{\top} u(t)\right) d t$ represents a penalty on the cumulative control effort required to achieve the cooling and confinement task.

Using the properties of the quantum conditional expectation, the cost function can be expressed as:

$$
\begin{aligned}
& J_{T}(u) \\
&=\left.\mathbb{P}\left(\int_{0}^{T} \mathbb{P}\left(C_{x} x(t)+D_{u} u(t)\right)^{\top}\left(C_{x} x(t)+D_{u} u(t)\right) \mid \mathscr{Y}_{\mathrm{m}, t}\right) d t\right) \\
&+\mathbb{P}\left(\mathbb{P}\left(x(T)^{\top} Q x(T) \mid \mathscr{Y}_{\mathrm{m}, t}\right)\right) \\
&=\left.\mathbb{P}\left(\int_{0}^{T} \pi_{t}\left(C_{x} x(t)+D_{u} u(t)\right)^{\top}\left(C_{x} x(t)+D_{u} u(t)\right)\right) d t\right) \\
&+\mathbb{P}\left(\pi_{t}\left(x(T)^{\top} Q x(T)\right)\right) \\
&= \mathbb{P}\left(\int _ { 0 } ^ { T } \left(\pi_{t}\left(x(t)^{\top} C_{x} C_{x}^{\top} x(t)\right)+\pi_{t}(x)^{\top} C_{x}^{\top} D_{u} u(t)\right.\right. \\
&\left.\left.+u(t)^{\top} D_{u}^{\top} C_{x} \pi_{t}(x)+u(t)^{\top} D_{u}^{\top} D_{u} u(t)\right) d t\right) \\
&+\mathbb{P}\left(\pi_{t}\left(x(T)^{\top} Q x(T)\right)\right) .
\end{aligned}
$$

Since the innovations process $\nu(t)=y_{\mathrm{m}}(t)-F_{\mathrm{m}} \int_{0}^{t}\left(C \hat{x}(s)+D_{c} u(s)\right) d s$ is a $\mathscr{Y}_{\mathrm{m}, t}$-martingale zero-mean Wiener process, it follows that (5.6) can be viewed as essentially a controlled fully observable classical linear stochastic system with
deterministic initial condition $\hat{x}(0)=\langle x\rangle$ driven by a Wiener noise process $\nu(t)$. Moreover, we note that (5.6)-(5.8) are precisely the Kalman filtering equation that would be obtained if one ignores the quantum mechanical origin of (5.2) and viewing them as describing a classical linear stochastic state-space model with state vector $x(t)[7,8]$. The upshot of this observation is that via the quantum conditional expectation, the measurement-based LQG control problem can be mapped to an equivalent classical LQG control problem, and so the solution of the former problem is of an analogous form to the latter. That is, the measurement-based LQG control law is of the form $u_{\text {opt }}(t)=-K(t) \hat{x}(t)$, where $K(t) \in \mathbb{R}^{c \times 2 n}$ is an optimal time-dependent gain such that $u_{\text {opt }}$ solves the deterministic linear quadratic regulator (LQR) problem of minimizing the deterministic quadratic cost $[9,10]$

$$
J_{\mathrm{LQR}, T}(u)=\int_{0}^{T}\left(C_{x} x^{\prime}(t)+D_{u} u(t)\right)^{\top}\left(C_{x} x^{\prime}(t)+D_{u} u(t)\right) d t+x^{\prime}(T)^{\top} Q x^{\prime}(T)
$$

with $x^{\prime}(t)$ a classical state vector satisfying the deterministic state-space equation,

$$
\dot{x}^{\prime}(t)=A x^{\prime}(t)+B_{c} u(t) .
$$

Using this analogy, the solution to the infinite horizon measurement-based LQG problem with $T \rightarrow \infty, Q=0$, and infinite horizon cost function

$$
\begin{align*}
J_{\infty}(u)= & \limsup _{T \rightarrow \infty} \frac{1}{T} \mathbb{P}\left(\int_{0}^{T}\left(C_{x} x(t)+D_{u} u(t)\right)^{\top}\left(C_{x} x(t)+D_{u} u(t)\right) d t\right. \\
& \left.+x(T)^{\top} Q x(T)\right) \tag{5.10}
\end{align*}
$$

can also be obtained from the solution of the analogous infinite horizon classical LQG problem.

In the above, we have taken a shortcut to the solution of the measurement-based LQG problem by exploiting the linearity of the dynamics and quadratic forms of the cost function to set up an analogy with the classical LQG control problem. The problem can also be solved in a general framework for measurement-based optimal control of quantum systems. One can formulate the quadratic cost-to-go, pose the measurement-based LQG problem as a dynamic programming problem, and write down the associated Bellman equation that must be satisfied by the associated value function. As in the classical setting, for a wide range of problems a separated law holds that is a functional of the stochastic density operator $\rho(t)$ of the quantum filter, defined via the identity $\operatorname{Tr}(\rho(t) X)=\iota\left(\pi_{t}(X)\right)$ for all bounded system operators $X$. Roughly speaking, if there is a separated law satisfying the associated Bellman's equation, then this policy will be optimal. This is the case for the measurement-based LQG control problem. For the complete details, we refer the reader to [2, 11], with [11] focusing on the measurement-based quantum LQG problem. This framework
can be applied to a wide range of optimal control problems for measurement-based feedback control of quantum systems, beyond the quantum LQG control problem.

We conclude the exposition of measurement-based LQG control with a discussion of an example application to a trapped atom system, as proposed in [5].

Example 5.1 Consider the off-resonant interaction between a two-level atom and an optical cavity in which it is trapped. The interaction between the atom and the optical cavity is given by the Hamiltonian,

$$
H=H_{a}-\hbar \frac{g_{0}^{2}}{\Delta} a^{*} a \cos \left(k_{0} q_{\mathrm{at}}\right)^{2}
$$

where $a$ is the annihilation operator of the cavity mode, $\omega_{0}$ is the resonance frequency of the cavity mode, $k_{0}=\omega_{0} / c$ is the wave number of the cavity mode (here, $c$ denotes the speed of light), $\Delta$ the detuning between the cavity mode and the two-level atom (i.e., $\Delta=\omega_{a}-\omega_{0}$, where $\omega_{a}$ is the atomic transition frequency), $q_{\mathrm{at}}$ the atomic position operator, $g_{0}$ the cavity-QED coupling constant giving the strength of the interaction between the cavity mode and the atom, and $H_{a}$ is the Hamiltonian for the mechanical motion of the atom.

The work [5] is interested in estimating the position of the atom in the cavity based on continuous measurement of the phase quadrature of the output light leaking out of the cavity (i.e., $\left.-\imath \mathcal{Y}(t)+\imath \mathcal{Y}(t)^{*}\right)$ via homodyne detection. In order to do this, it is assumed that the atom is trapped in a region of a size which is small compared to the wavelength of the light, about a region halfway between a node and an antinode of the standing field inside the cavity, so that the following approximation can be made:

$$
\cos \left(k_{0} q_{\mathrm{at}}\right)^{2}=\cos \left(k_{0} q_{\mathrm{at}, 0}+k_{0} q_{\mathrm{at}}^{\prime}\right)^{2} \approx 1 / 2+k_{0} q_{\mathrm{at}}^{\prime} .
$$

Renaming $q_{\mathrm{at}}^{\prime}$ as $q_{\mathrm{at}}$, the Hamiltonian $H$ then takes the approximate form,

$$
H=H_{a}-\hbar \frac{g_{0}^{2}}{2 \Delta} a^{*} a-\hbar k_{0} \frac{g_{0}^{2}}{\Delta} a^{*} a q_{\mathrm{at}}
$$

The optical cavity is driven by a field in a coherent state $|f\rangle$ with $f$ a constant function equal to $\alpha=2 \hbar E$ for all times, where $E=\sqrt{\frac{\gamma P}{\hbar \omega_{0}}}$ and $P$ are the driving laser power. The decay rate of the cavity is taken to be $\gamma$, so that the coupling operator of the cavity to the laser is $L_{1}=\sqrt{\gamma} a$. Measurement will be performed on the output field from the cavity; however, this measurement may be lossy (photons are lost in the measurement process), and this is modeled by mixing the output from the cavity at a beam splitter with an auxiliary vacuum field to which photons will be lost. The beam splitter is assumed to have transmission rate of $\epsilon \geq 0$ and is represented by the unitary matrix

$$
S=\left[\begin{array}{cc}
\sqrt{\epsilon} & \sqrt{1-\epsilon} \\
-\sqrt{1-\epsilon} & \sqrt{\epsilon}
\end{array}\right] .
$$

If $b_{\text {in }, 1}$ is the input to the first port of the beam splitter and $b_{\text {in }, 2}$ the input to the second port, then the corresponding outputs $b_{\text {out }, 1}$ and $b_{\text {out }, 2}$, respectively, would be given by

$$
\left[\begin{array}{l}
b_{\mathrm{out}, 1} \\
b_{\mathrm{out}, 2}
\end{array}\right]=S\left[\begin{array}{l}
b_{\mathrm{in}, 1} \\
b_{\mathrm{in}, 2}
\end{array}\right]=\left[\begin{array}{cc}
\sqrt{\epsilon} & \sqrt{1-\epsilon} \\
-\sqrt{1-\epsilon} & \sqrt{\epsilon}
\end{array}\right]\left[\begin{array}{l}
b_{\mathrm{in}, 1} \\
b_{\mathrm{in}, 2}
\end{array}\right]
$$

In our case, $b_{\text {in, } 1}$ will come from the output field of the cavity, and measurements will be performed on the output $b_{\text {out }, 1}$. Overall, using the $(S, L, H)$ notation and series product operation from Chap. 3, the coherently driven atom and cavity system followed by the beam splitter is given by

$$
\begin{aligned}
G= & (S, 0,0) \triangleleft\left(I,\left[\begin{array}{c}
\sqrt{\gamma} a+\alpha \\
0
\end{array}\right], H+\Im\left\{\alpha / 2\left(a-a^{*}\right)\right\}\right) \\
= & \left(\left[\begin{array}{cc}
\sqrt{\epsilon} & \sqrt{1-\epsilon} \\
-\sqrt{1-\epsilon} & \sqrt{\epsilon}
\end{array}\right],\left[\begin{array}{c}
\sqrt{\epsilon \gamma} a+\sqrt{\epsilon} \alpha \\
-\sqrt{(1-\epsilon) \gamma} a-\sqrt{1-\epsilon} \alpha
\end{array}\right],\right. \\
& \left.H+\Im\left\{\alpha / 2\left(a-a^{*}\right)\right\}\right)
\end{aligned}
$$

The measurement will be that of the phase quadrature of the first output of the beam splitter and takes the form (using the fact that $\alpha$ is real)

$$
d y_{\mathrm{m}}(t)=\beta \sqrt{\epsilon \gamma}\left(\sqrt{\epsilon \gamma}\left(-\imath a(t)+\imath a(t)^{*}\right) d t-\imath d \mathcal{B}(t)+\imath d \mathcal{B}^{*}(t)\right)
$$

where $\beta$ is a real constant relating to the strength of the local oscillator and the reflectivity of the beam splitter in the homodyne detection setup, and $\mathcal{B}(t)=$ $\sqrt{\epsilon} \mathcal{A}_{1}(t)+\sqrt{1-\epsilon} \mathcal{A}_{2}(t)$. Here, $\mathcal{A}_{1}(t)$ is the vacuum annihilation operator for the field coupled to the cavity, and $\mathcal{A}_{2}(t)$ is the vacuum annihilation operator for the field entering the second port of the beam splitter. In the context of the theory leading to this example, we have that $p=1, V=\operatorname{diag}(-\imath, 1)$ and $M=\beta \sqrt{\epsilon \gamma}$. Let $L_{1}=\sqrt{\epsilon \gamma} a+\sqrt{\epsilon} \alpha, L_{2}=-\sqrt{(1-\epsilon) \gamma} a-\sqrt{1-\epsilon} \alpha$. The quantum filtering equation for any atomic operator $X$ is given by

$$
\begin{aligned}
d \pi_{t}(X)= & \pi_{t}\left(\imath / \hbar[H, X]+\sum_{j=1}^{2} 1 / 2\left(L_{j}^{*}\left[X, L_{j}\right]+\left[L_{j}^{*}, X\right] L_{j}\right)\right) d t \\
& +\left(\pi_{t}\left(-\imath X L_{1}+\imath L_{1}^{*} X\right)-\pi_{t}\left(-\imath L_{1}+\imath L_{1}^{*}\right) \pi_{t}(X)\right) d \nu_{1}(t) \\
= & \pi_{t}\left(\imath[H, X]+\gamma / 2\left(a^{*}[X, a]+\left[a^{*}, X\right] a\right)\right) d t \\
& +\sqrt{\epsilon \gamma}\left(\pi_{t}\left(-\imath X a+\imath a^{*} X\right)-\pi_{t}\left(-\imath a+\imath a^{*}\right) \pi_{t}(X)\right)(\beta \sqrt{\epsilon \gamma})^{-1} d \nu_{1}(t)
\end{aligned}
$$

where $\nu_{1}(t)$ is the innovations process given by,

$$
\begin{aligned}
\nu_{1}(t) & =y_{\mathrm{m}}(t)-\beta \sqrt{\epsilon \gamma} \int_{0}^{t} \pi_{s}\left(-\imath L_{1}+\imath L_{1}^{*}\right) d s \\
& =y_{\mathrm{m}}(t)-\beta \epsilon \gamma \int_{0}^{t} \pi_{s}\left(-\imath a+\imath a^{*}\right) d s
\end{aligned}
$$

In [5] the quantum filtering equation is simplified further by transforming to a "displacement picture," using the fact that without the atom the cavity state would converge to the coherent state $\left|-2 \sqrt{\frac{P}{\hbar \gamma \omega_{0}}}\right\rangle$, where the state of the optical cavity becomes close to the vacuum, and making the assumption

$$
\frac{k_{0} g_{0}^{2}\left(|-2 E / \gamma|^{2}+1\right)|\langle x\rangle|}{\Delta \gamma}=\delta \ll 1
$$

Under these assumptions, the cavity has very fast dynamics and goes to a steady state very quickly, relative to the timescale of the dynamics of the atom. The cavity can thus be adiabatically eliminated. It is shown that the quantum filtering equation can be approximated as,

$$
\begin{aligned}
d \pi_{t}(X)= & \pi_{t}\left(\imath / \hbar\left[H^{\prime}, X\right]+\kappa\left(q_{\mathrm{at}}\left[X, q_{\mathrm{at}}\right]+\left[q_{\mathrm{at}}, X\right] q_{\mathrm{at}}\right)\right) d t \\
& +\sqrt{2 \epsilon \kappa}\left(\pi_{t}\left(X q_{\mathrm{at}}+q_{\mathrm{at}} X\right)-2 \pi_{t}\left(q_{\mathrm{at}}\right) \pi_{t}(X)\right)(\beta \sqrt{\epsilon \gamma})^{-1} d \nu_{1}^{\prime}(t),
\end{aligned}
$$

with the modified innovations process $\nu_{1}^{\prime}(t)$ given by,

$$
\nu_{1}^{\prime}(t)=y_{\mathrm{m}}(t)-2 \beta \epsilon \sqrt{2 \kappa \gamma} \int_{0}^{t} \pi_{s}\left(q_{\mathrm{at}}\right) d s
$$

In the above, $H^{\prime}=H_{a}-\hbar|\alpha|^{2} q_{\mathrm{at}}$ and $\kappa=2 k_{0}^{2} g_{0}^{4}|\alpha|^{2} /\left(\gamma \Delta^{2}\right)$. If we assume that $H_{a}$ is quadratic, then the filtering equation above becomes a linear quantum Kalman filtering equation. This will be the case for a harmonically trapped atom as considered in [5], where $H_{a}=\frac{1}{2 m} p_{\mathrm{at}}^{2}+\frac{m_{\mathrm{at}} \omega^{2}}{2} q_{\mathrm{at}}^{2}$. Here, $m_{\mathrm{at}}$ is the mass of the atom and $\omega$ its oscillation frequency.

Given the reduced approximate atomic quantum filtering equation, let $x=$ $\left(q_{\mathrm{at}}, p_{\mathrm{at}}\right)^{\top}$, where $p_{\mathrm{at}}$ is the atomic momentum operator and we have the commutation relation $\left[q_{\mathrm{at}}, p_{\mathrm{at}}\right]=\imath \hbar$. Consider a control Hamiltonian of the form $H_{c}(t)=x^{\top} \mathbb{J} u_{1}(t)$, with $u_{1}$ having two components, and set $u_{2}(t)=0$. That is, the system will only be controlled through $H_{c}(t)$ alone. This corresponds to $B_{c, 1}=I_{2}$ (and of course, $B_{c, 2}=0$ ). One can consider the LQG problem of minimizing the cost function (5.10) with

$$
C_{x}=\left[\begin{array}{cc}
\sqrt{m_{\mathrm{at}}} \omega & 0 \\
0 & 1 / \sqrt{m_{\mathrm{at}}} \\
0 & 0 \\
0 & 0
\end{array}\right], D_{u}=r\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
\sqrt{m_{\mathrm{at}}} \omega & 0 \\
0 & 1 / \sqrt{m_{\mathrm{at}}}
\end{array}\right]
$$

where $r$ is a positive weighting constant. In the harmonically trapped scenario considered here, the symmetrized covariance matrix satisfies the matrix Riccati differential equation,

$$
\begin{aligned}
\dot{P} & =\left[\begin{array}{cc}
\dot{P}_{q} & \dot{P}_{q p} \\
\dot{P}_{q p} & \dot{P}_{p}
\end{array}\right] \\
& =\left[\begin{array}{cc}
2 P_{q p} / m_{\mathrm{at}}-8 \kappa \epsilon P_{q}^{2} & P_{p} / m_{\mathrm{at}}-m_{\mathrm{at}} \omega^{2} P_{q}-8 \kappa \epsilon P_{q p} P_{q} \\
P_{p} / m_{\mathrm{at}}-m_{\mathrm{at}} \omega^{2} P_{q}-8 \kappa \epsilon P_{q p} P_{q} & -2 m_{\mathrm{at}} \omega^{2} P_{q p}-8 \kappa \epsilon P_{q p}^{2}+2 \kappa \hbar^{2}
\end{array}\right],
\end{aligned}
$$

with a steady-state solution that can be analytically computed by setting the left-hand side of the above equation to zero and solving for constants $P_{q}, P_{q p}$ and $P_{p}$ (explicit expressions for these can be found in [5]). In this case, it turns out that the infinite horizon measurement-based LQG problem has an analytical solution minimizing the cost (5.10) given by $u_{\mathrm{opt}, 1}(t)=K_{\infty} \pi_{t}(x)$, with $K_{\infty}$ a constant diagonal matrix, $K_{\infty}=(1 / r) I_{2}$.

### 5.2 Coherent Feedback Quantum LQG Control

An alternative approach to quantum feedback control is to dispense of the measurement process and taking the controller to be another quantum system that is attached to the plant in a feedback interconnection, as illustrated in Fig. 5.2. This control paradigm where a quantum system is controlled by another quantum system is often referred to as coherent (quantum) feedback control. The interconnection is achieved by passing some output fields of the plant to the controller and vice versa. All the information that is being exchanged in the loop are quantum information. There are several reasons for considering coherent feedback controllers, among them:

Fig. 5.2 Coherent feedback control loop


- Being a quantum system, such a controller can match the speed of the response of the quantum plant.
- A coherent feedback controller could potentially be fabricated on the same physical platform as the quantum plant.
- Avoids issues of hardware mismatch between a quantum plant and the measurement apparatus. The former is typically "cold," operating at very low temperatures, while the latter is typically "hot," operating at room temperature.
- The quantum nature of the controller has the potential to offer a performance improvement over classical measurement-based controllers by exploiting quantum effects.

A coherent feedback version of the quantum LQG control problem was first formulated in [12] and referred to as coherent quantum LQG control. This type of control is the main content of this section.

We consider plants that are linear quantum systems described by the linear QSDE,

$$
\begin{align*}
d x(t) & =A x(t) d t+\left[\begin{array}{ll}
B & B_{w}
\end{array}\right]\left[\begin{array}{c}
d u(t) \\
d w(t)
\end{array}\right], \\
d y(t) & =C x(t) d t+D_{w} d w(t) \\
z(t) & =C_{z} x(t)+D_{z} \beta_{u}(t) \tag{5.11}
\end{align*}
$$

Here, $w(t)$ is a quantum Wiener disturbance vector, $\beta_{u}(t)$ is an adapted, self-adjoint process commuting with $x(t)$ (i.e., $\left[\beta_{u}(t), x(t)^{\top}\right]=0$ ), and $u(t)$ is a control input of the form

$$
\begin{equation*}
d u(t)=\beta_{u}(t) d t+d \tilde{u}(t) \tag{5.12}
\end{equation*}
$$

In the decomposition of $u(t), \beta_{u}(t)$ is identified as the "signal" part while $\tilde{u}(t)$ is the noise part. The vectors $w(t)$ and $\tilde{u}(t)$ are assumed to be distinct vacuum quantum noises, though this assumption is straightforward to relax. The dimensions of $x(t), u(t), w(t)$, and $y(t)$, are $2 n, 2 n_{u}, 2 n_{w}$, and $2 n_{y}$, respectively. Also, $z(t)$ has been introduced as a performance variable through which a cost function that will be optimized will be defined. We note that $z(t)$ need not correspond to a physical observable.

In coherent quantum LQG control, we take as the controller another linear quantum system with the same degree as the plant, described by the linear QSDE:

$$
\begin{align*}
d x_{K}(t) & =A_{K} x_{K}(t) d t+\left[\begin{array}{lll}
B_{K 1} & B_{K 2} & B_{K 3}
\end{array}\right]\left[\begin{array}{l}
d w_{K 1}(t) \\
d w_{K 2}(t) \\
d w_{K 3}(t)
\end{array}\right], \\
d u(t) & =C_{K} x_{K}(t) d t+d w_{K 1}(t) . \tag{5.13}
\end{align*}
$$

Here, $x_{K}$ represents the position and momentum quadratures of the quantum harmonic oscillators that form the controller, $B_{K 2}$ is a square matrix of the same dimension as $A_{K}$, and $B_{K 1}$ has the same number of columns as there are rows of $C_{K}$. The
vectors $w_{K i}, i=1,2$, are noise vectors of non-commutative Wiener processes (in vacuum states) with dimensions $2 n_{w_{K i}}$, and $y$ is an input to the controller coming from the plant (5.11). The plant and controller are interconnected in a fully quantum feedback loop by the identification $w_{K 3}(t) \equiv y(t), \beta_{u}(t) \equiv C_{K} \xi(t)$, and $\tilde{u}(t) \equiv w_{K 1}(t)$, resulting in a closed-loop system that is another linear quantum system with internal dynamics given by the QSDE,

$$
\begin{align*}
d \tilde{x}(t) & =\tilde{A} \tilde{x}(t) d t+\tilde{B} d w_{c l}(t) \\
z(t) & =\tilde{C} \tilde{x}(t) \tag{5.14}
\end{align*}
$$

where $\tilde{x}(t)=\left[x(t)^{\top} x_{K}(t)^{\top}\right]^{\top}$, and

$$
\begin{aligned}
w_{c l}(t) & =\left[\begin{array}{l}
w(t) \\
w_{K 1}(t) \\
w_{K 2}(t)
\end{array}\right] ; \tilde{A}=\left[\begin{array}{ll}
A & B C_{K} \\
B_{K 3} C & A_{K}
\end{array}\right] \\
\tilde{B} & =\left[\begin{array}{lll}
B_{w} & B & 0_{2 \times 2} \\
B_{K 3} D_{w} & B_{K 1} & B_{K 2}
\end{array}\right] ; \quad \tilde{C}=\left[\begin{array}{ll}
C_{z} & D_{z} C_{K}
\end{array}\right] .
\end{aligned}
$$

We can associate with the closed-loop system (5.14) a quadratic performance index

$$
\begin{equation*}
J_{T}(u)=\int_{0}^{T}\left\langle z(t)^{\top} z(t)\right\rangle d t \tag{5.15}
\end{equation*}
$$

Here, $\langle\cdot\rangle$ refers to quantum expectation with respect to the initial state of the composite system consisting of the plant, controller, and all quantum noises. Let us define the symmetrized covariance matrix $P(t)$ by

$$
\begin{equation*}
P(t)=1 / 2\left\langle\tilde{x}(t) \tilde{x}(t)^{\top}+\left(\tilde{x}(t) \tilde{x}(t)^{\top}\right)^{\top}\right\rangle \tag{5.16}
\end{equation*}
$$

We will now express the performance index in terms of $P(t)$ and its dynamical equation. Applying the quantum Itō rule, we have

$$
\begin{aligned}
d P(t)= & 1 / 2\left(\left\langle d \tilde{x}(t) \tilde{x}(t)^{\top}\right\rangle+\left\langle\left(d \tilde{x}(t) \tilde{x}(t)^{\top}\right)^{\top}\right\rangle+\right. \\
& \left.\left.\left\langle\tilde{x}(t) d \tilde{x}(t)^{\top}\right\rangle+\left\langle(\tilde{x}(t) d \tilde{x}(t))^{\top}\right)^{\top}\right\rangle+\left(\tilde{B} \tilde{B}^{\top}+\left(\tilde{B} \tilde{B}^{\top}\right)^{\top}\right) d t\right) \\
= & \left(\tilde{A} P(t)+P(t) \tilde{A}^{\top}+\tilde{B} \tilde{B}^{\top}\right) d t .
\end{aligned}
$$

Therefore, $P(\cdot)$ satisfies the differential equation

$$
\begin{equation*}
\dot{P}(t)=\tilde{A} P(t)+P(t) \tilde{A}^{\top}+\tilde{B} \tilde{B}^{\top} ; \quad P(0)=P_{0} \tag{5.17}
\end{equation*}
$$

From the symmetry of $\tilde{C}^{\top} \tilde{C}$ and $P$, it follows that

$$
\begin{aligned}
\left\langle z^{\top} z\right\rangle & =\left\langle\tilde{x}^{\top} \tilde{C}^{\top} \tilde{C} \tilde{x}\right\rangle \\
& =\left\langle\operatorname{Tr}\left(\tilde{x}^{\top} \tilde{C}^{\top} \tilde{C} \tilde{x}\right)\right\rangle \\
& =\frac{1}{2}\left\langle\operatorname{Tr}\left(\tilde{C}^{\top} \tilde{C}\left[\tilde{x} \tilde{x}^{\top}+\left(\tilde{x} \tilde{x}^{\top}\right)^{\top}\right]\right)\right\rangle \\
& =\operatorname{Tr}\left(\tilde{C}^{\top} \tilde{C} P\right) .
\end{aligned}
$$

Hence, we may express (5.15) as

$$
\begin{equation*}
J_{T}(u)=\int_{0}^{T} \operatorname{Tr}\left(\tilde{C}^{\top} \tilde{C} P(t)\right) d t \tag{5.18}
\end{equation*}
$$

where $P(t)$ solves (5.17). We now focus on the infinite horizon case by passing to the limit $T \uparrow \infty$. If the matrix $\tilde{A}$ is Hurwitz, standard results on Lyapunov equations give us $\lim _{t \rightarrow \infty} P(t)=P$, where $P$ is the unique symmetric positive definite solution to the Lyapunov equation:

$$
\begin{equation*}
\tilde{A} P+P \tilde{A}^{\top}+\tilde{B} \tilde{B}^{\top}=0 \tag{5.19}
\end{equation*}
$$

Following [12], we consider the infinite horizon coherent quantum LQG problem with an infinite horizon cost function given by

$$
\begin{equation*}
J_{\infty}(u)=\limsup _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T}\left\langle z(s)^{\top} z(s)\right\rangle d s \tag{5.20}
\end{equation*}
$$

From (5.19) and standard methods of analysis, we have

$$
J_{\infty}(u)=\operatorname{Tr}\left(\tilde{C}^{\top} \tilde{C} P\right)=\operatorname{Tr}\left(\tilde{C} P \tilde{C}^{\top}\right)
$$

To represent a linear quantum system, the controller is required to be physically realizable; thus, the matrices $A_{K}, B_{K 1}, B_{K 2}, B_{K 3}$, and $C_{K}$ must satisfy the physical realizability constraints (2.28)-(2.30). Since in this case (2.30) is automatically satisfied, this gives the following two constraints,

$$
\begin{align*}
& A_{K} \mathbb{J}_{n}+\mathbb{J}_{n} A_{K}^{\top}+\sum_{j=1} B_{K j} \mathbb{J}_{m_{j}} B_{K j}^{\top}=0,  \tag{5.21}\\
& \mathbb{J}_{n} C_{K}^{\top}+B_{K 1} \mathbb{J}_{m_{1}}=0 \tag{5.22}
\end{align*}
$$

where $m_{j}=n_{w_{K j}}$. The cost-bounded coherent quantum LQG problem can now be formulated.

Problem 5.1 Given a cost-bound parameter $\gamma>0$, find system matrices $A_{K}, B_{K 1}$, $B_{K 2}, B_{K 3}$, and $C_{K}$ for the controller (5.13) such that the following requirements are satisfied.

F1. There exists a symmetric matrix $P>0$ satisfying (5.19).
F2. $J_{\infty}=\operatorname{Tr}\left(\tilde{C} P \tilde{C}^{\top}\right)<\gamma$.
F3. The physical realizability constraints (5.21) and (5.22) are satisfied.
Problem 5.1 is a formidable non-convex optimization problem in the variables $A_{K}$, $B_{K 1}, B_{K 2}, B_{K 3}$, and $C_{K}$ since the physical realizability constraints are already non-convex in these variables. Unlike the measurement-based LQG control problem, there is currently no known analytical solution to the coherent quantum LQG problem. The first treatment of this problem in [12] reformulated it into a rankconstrained linear matrix inequality (LMI) problem and proposed numerical methods to solve the reformulation using specialized optimization algorithms. Several other approaches to solve this problem have since been proposed in the literature, e.g., [1315]. In particular, [13] also considers the possibility of allowing a direct quadratic Hamiltonian coupling between the plant and the controller besides the interconnection via the quantum fields that is considered here. We will now describe the original approach developed in [12] to solving the cost-bounded coherent quantum LQG control problem.

### 5.2.1 Reformulating the Quantum LQG Problem into a Rank-Constrained LMI Problem

The purpose of this section is to show how Problem 5.1 can be transformed into a rankconstrained LMI problem. The latter problem can then be treated with appropriate numerical methods. The key tool will be a matrix lifting and linearization technique for matrix-valued polynomials in matrix variables. To keep the exposition simple, we shall focus, for the purpose of illustration, on a plant and controller of degree $n$ (recall that we seek a controller which is of the same order as the plant) with $n_{y}=n_{u}=n$ and $B_{K 1}, B_{K 2}, B_{K 3}, C_{K}$ all of dimension $2 n \times 2 n$. The matrix-lifting technique is too complicated to describe in a general form. Besides this, the choice of matrix-lifting variables is not unique and, for efficiency, the choice needs to be considered on a case-by-case basis and tailored to the particular plant at hand, in order take advantage of existing structures in a particular problem.

Consider now a plant (5.11) of degree $n$ with $n_{y}=n_{u}=n$ and a linear quantum controller (5.13) of the same degree with $n_{w_{K 1}}=n_{w_{K 2}}=n$ (hence $B_{K 1}, B_{K 2} \in$ $\left.\mathbb{R}^{2 n \times 2 n}\right)$. In this case, we have that $P$ will be a symmetric $4 n \times 4 n$ matrix. We now transform the constraints (5.19) and $J_{\infty}<\gamma$ into an LMI constraint. We do this by exploiting a nonlinear change of variables that was proposed in [16, Eq. (35)]. However, this requires a suitable redefinition of the plant and controller without altering the closed-loop equations. To this end, we redefine our plant equations as,

$$
\begin{align*}
d x(t) & =A x(t) d t+B \beta_{u}(t) d t+B_{w^{\prime}}^{\prime} d w^{\prime}(t) ; \quad x(0)=x, \\
d y^{\prime}(t) & =C^{\prime} x(t) d t+D_{w^{\prime}}^{\prime} d w^{\prime}(t), \\
z(t) & =C_{z} x(t)+D_{z} \beta_{u}(t), \tag{5.23}
\end{align*}
$$

with $w^{\prime}=\left[\begin{array}{lll}w^{\top} & w_{K 1}^{\top} & w_{K 2}^{\top}\end{array}\right]^{\top}, B_{w^{\prime}}^{\prime}=\left[\begin{array}{lll}B_{w} & B & 0_{2 n \times 2 n}\end{array}\right], C^{\prime}=\left[\begin{array}{lll}0_{2 n \times 2 n} & 0_{2 n \times 2 n} C^{\top}\end{array}\right]^{\top}$, and

$$
D_{w^{\prime}}^{\prime}=\left[\begin{array}{ccc}
0_{2 n \times 2 n_{w}} & I_{2 n} & 0_{2 n \times 2 n} \\
0_{2 n \times 2 n_{w}} & 0_{2 n \times 2 n} & I_{2 n} \\
D_{w} & 0_{2 n \times 2 n} & 0_{2 n \times 2 n}
\end{array}\right]
$$

Here, $y^{\prime}$ is the output equation for the modified plant. It contains the quantum noise $w_{K 2}$ which entered in the original controller equations but not in the original plant equations. This redefinition means that all noises can be viewed as coming from the modified plant, as in standard classical LQG problems. We now also redefine our controller equations as,

$$
\begin{align*}
d x_{K}(t) & =A_{K} x_{K}(t) d t+B_{K} d y^{\prime}(t) \\
\beta_{u}(t) & =C_{K} x_{K}(t) \tag{5.24}
\end{align*}
$$

with $B_{K}=\left[\begin{array}{lll}B_{K 1} & B_{K 2} & B_{K 3}\end{array}\right]$. A simple inspection shows that interconnecting (5.23) and (5.24) gives the same closed-loop equation (5.14). We are now in the setup of [16], with $D_{K}=0$ in [16, Eq. (2)].

Introduce the auxiliary variables $N, M, \mathbf{X}, \mathbf{Y}, Q \in \mathbb{R}^{2 n \times 2 n}$, with $\mathbf{X}, \mathbf{Y}, Q$ symmetric. Application of the nonlinear change of variables from [16, Sect.IV-B] with $\hat{\mathbf{D}}=D_{K}=0$ ) yields:

$$
\begin{align*}
& \mathbf{A}=N A_{K} M^{\top}+N B_{K} C^{\prime} \mathbf{X}+\mathbf{Y} B C_{K} M^{\top}+Y A \mathbf{X}  \tag{5.25}\\
& \mathbf{B}=N B_{K}  \tag{5.26}\\
& \mathbf{C}=C_{K} M^{\top} \tag{5.27}
\end{align*}
$$

In terms of the newly defined variables above, the constraints (5.19) and $J_{\infty}<\gamma$ can be recast as the following LMI constraint [16, Eq. (14)]:

$$
\begin{align*}
& {\left[\begin{array}{c}
A \mathbf{X}+\mathbf{X} A^{\top}+B \mathbf{C}+(B \mathbf{C})^{\top} \\
\mathbf{A}+A^{\top} \\
\left(\mathbf{Y} B_{w^{\prime}}^{\prime}+\mathbf{B} D_{w^{\prime}}^{\prime}\right)^{\top}
\end{array}\right.} \\
& \left.\begin{array}{cc}
\mathbf{A}^{\top}+A & B_{w^{\prime}}^{\prime} \\
A^{\top} \mathbf{Y}+\mathbf{Y} A+\mathbf{B} C^{\prime}+\left(\mathbf{B} C^{\prime}\right)^{\top} \mathbf{Y} B_{w^{\prime}}^{\prime}+\mathbf{B} D_{w^{\prime}}^{\prime} \\
\left(B_{w^{\prime}}^{\prime}\right)^{\top} & -I
\end{array}\right]<0, \\
& {\left[\begin{array}{ccc}
\mathbf{X} & I & \left(C_{z} \mathbf{X}+D_{z} \mathbf{C}\right)^{\top} \\
I & \mathbf{Y} & C_{z}^{\top} \\
C_{z} \mathbf{X}+D_{z} \mathbf{C} & C_{z} & Q
\end{array}\right]>0 .}  \tag{5.28}\\
& \operatorname{Tr}(Q)<\gamma \text {. } \tag{5.30}
\end{align*}
$$

Since the controller is of the same degree as the plant, the matrices $N$ and $M$ in the above may be freely chosen to be any pair of (invertible) square matrices satisfying $M N^{\top}=I-\mathbf{X Y}$.

If there exists matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{X}, \mathbf{Y}, Q$ verifying the LMIs (5.28)-(5.30) as well as matrices $N$ and $M$ satisfying $M N^{\top}=I-\mathbf{X Y}$, the controller matrices $A_{K}, B_{K}, C_{K}$ can be recovered from the transformed variables (5.25)-(5.27) as [16, Eq. (40)]:

$$
\begin{align*}
& C_{K}=\mathbf{C} M^{-\top}  \tag{5.31}\\
& B_{K}=N^{-1} \mathbf{B}  \tag{5.32}\\
& A_{K}=N^{-1}\left(\mathbf{A}-N B_{K} C^{\prime} \mathbf{X}-\mathbf{Y} B C_{K} M^{\top}-\mathbf{Y} A \mathbf{X}\right) M^{-\top} . \tag{5.33}
\end{align*}
$$

Let us now multiply the left- and right-hand sides of (5.21) with $N$ and $N^{\top}$, respectively, and define the new variables $\breve{N}=N \mathbb{J}_{n}, \breve{A}_{K}=N A_{K}$, and $\breve{B}_{K i}=N B_{K i}$, $i=1,2,3$. In terms of the new variables, the physical realizability constraints (5.21) and (5.22) can be cast as,

$$
\begin{align*}
& \left(-\mathbf{A} M^{-\top}+\left(\breve{B}_{K 3} C+\mathbf{Y} A\right) \mathbf{X} M^{-\top}+\mathbf{Y} B C_{K}\right) \breve{N}^{\top} \\
& \quad+\breve{N}\left(\mathbf{A} M^{-\top}-\left(\breve{B}_{K 3} C+\mathbf{Y} A\right) \mathbf{X} M^{-\top}-\mathbf{Y} B C_{K}\right)^{\top} \\
& \quad+\sum_{i=1}^{3} \breve{B}_{K i} \mathbb{J}_{n} \breve{B}_{K i}^{\top}=0  \tag{5.34}\\
& \breve{B}_{K 1}=\breve{N} C_{K}^{\top} \mathbb{J}_{n} . \tag{5.35}
\end{align*}
$$

Conversely, if $A_{K}, B_{K 1}, B_{K 2}, B_{K 3}, C_{K}$ solve Problem 5.1 and $P$ solves (5.19), then (5.28)-(5.30) are satisfied for some pairs $M$ and $N$ of square matrices satisfying $M N^{\top}=I-\mathbf{X Y}$; see [16, Sect.IV-B]. Furthermore, since the associated controller solving Problem 5.1 is physically realizable by hypothesis, the constraints (5.34) and (5.35) are thus automatically satisfied. Therefore, we may state following result:

Theorem 5.1 Under the assumptions of this section, Problem 5.1 has a solution for a given $\gamma>0$ if and only if there exist matrices $\mathbf{A}, \breve{B}_{K 1}, \breve{B}_{K 2}, \breve{B}_{K 3}, \mathbf{C}, \mathbf{X}, \mathbf{Y}, \breve{N}$, $M, N, C_{K}$ satisfying the LMIs (5.28)-(5.30) (with $\left.\mathbf{B}=\left[\begin{array}{lll}\breve{B}_{K 1} & \breve{B}_{K 2} & \breve{B}_{K 3}\end{array}\right]\right)$ and the constraints (5.34) and (5.35), $\breve{N}=N \mathbb{J}_{n}, N M^{\top}=I-\mathbf{Y X}$ and $\mathbf{C}=C_{K} M^{\top}$.

It can be seen that the constraints (5.34) and (5.35) are essentially polynomial matrix equality constraints in the (non-commuting) matrix variables $\mathbf{A} \breve{B}_{K 1}, \breve{B}_{K 2}, \breve{B}_{K 3}, \mathbf{C}, \mathbf{X}$, $\mathbf{Y}, \breve{N}$, and $M^{-\top}$. That is, (5.34) and (5.35) are equality constraints involving matrixvalued multivariate polynomials with non-commuting matrix-valued variables. One approach to deal with these constraints is to turn them into a collection of scalar multivariate polynomial equality constraints with scalar decision variables, by taking the decision variables to be the elements of the matrix variables (we need only take the upper triangular elements of symmetric variables such as $\mathbf{X}$ ). It is known that a collection of scalar multivariate polynomial equality and/or inequality constraints can be "linearized" and converted into a set of linear equality and inequality
constraints in some symmetric positive definite matrix variable $Z$ together with the rank constraint $\operatorname{rank}(Z)=1$. This can be done by introducing auxiliary variables known as lifting variables together with auxiliary equality constraints on these lifting variables [17, 18]. However, this conversion into scalar variables may not be desirable since converting polynomial matrix constraints into a collection of scalar polynomial constraints can result in scalar multivariate polynomials of orders much higher than the order of the original matrix polynomial. This is impractical for the case that we are considering here since there will be many scalar decision variables involved, leading to a scalar polynomial program that may become too large to handle numerically. Indeed, if we are to scalarize (5.34) we would end up with 34 decision variables and constraints in polynomials of order 4, a substantially large problem. Therefore, we would like to keep the matrix structure of our problem by pursuing the idea of defining suitable matrix-lifting variables instead. This will proceed in a very similar fashion to the scalar situation but being mindful of the fact that matrices, unlike scalars, do not in general commute with one another.

We will now look at linearizing (5.34) and (5.35) by defining suitable matrixlifting variables and related equality constraints, and subsequently transforming the coherent quantum LQG problem into an LMI problem with a rank $2 n$ constraint. To this end, let us now set $M=I_{2 n}$ and $N=I-\mathbf{Y X}$. This removes one free matrix variable, namely $M^{-\top}$, to reduce the complexity of the problem. We will use 14 matrix-lifting variables $W_{1}, W_{2}, \ldots, W_{14} \in \mathbb{R}^{2 n \times 2 n}$ defined as follows: $W_{i}=\breve{B}_{K i} \mathbb{J}$, $i=1,2,3, W_{4}=\mathbf{Y} B, W_{5}=\breve{B}_{K 3} C+\mathbf{Y} A, W_{6}=\breve{N} \mathbf{C}^{\top}, W_{7}=\breve{N} \mathbf{X}, W_{8}=\mathbf{A} \breve{N}^{\top}$, $W_{9}=\mathbf{Y X}, W_{10}=W_{4} W_{6}^{\top}, W_{11}=W_{5} W_{7}^{\top}, W_{12}=W_{1} \breve{B}_{K 1}^{\top}, W_{13}=W_{2} \breve{B}_{K 2}^{\top}$ and $W_{14}=W_{3} \breve{B}_{K 3}^{\top}$. Now, let $Z$ be a $46 n \times 46 n$ symmetric matrix,

$$
\begin{gathered}
\mathbf{Z}_{i, j}=\left[Z_{k l}\right]_{k=2 i n+1,(i+1) 2 n, l=2 j n+1,(j+1) 2 n}, \\
x=\left(x_{1}, \ldots, x_{8}\right)=(1,2, \ldots, 8),
\end{gathered}
$$

and

$$
v=\left(v_{1}, \ldots, v_{14}\right)=(9,10, \ldots, 22)
$$

We impose that $Z$ satisfies the constraints,

$$
\left.\begin{array}{cc}
Z \geq 0 & \mathbf{Z}_{v_{6}, 1}-\mathbf{Z}_{x_{8}, x_{5}}=0 \\
\mathbf{Z}_{0,0}-I_{2 n}=0 & \mathbf{Z}_{v_{7}, 1}-\mathbf{Z}_{x_{8}, x_{6}}=0 \\
\mathbf{Z}_{1, x_{6}}-\mathbf{Z}_{x_{6}, 1}=0 & \mathbf{Z}_{v_{8}, 1}-\mathbf{Z}_{x_{1}, x_{8}}=0 \\
\mathbf{Z}_{1, x_{7}}-\mathbf{Z}_{x_{7}, 1}=0 & \mathbf{Z}_{v_{9}, 1}-\mathbf{Z}_{x_{7}, x_{6}}=0 \\
\mathbf{Z}_{v_{1}, 1}-\mathbf{Z}_{x_{2}, 1} \mathbb{J}_{n}=0 & \mathbf{Z}_{v_{10}, 1}-\mathbf{Z}_{v_{4}, v_{6}}=0  \tag{5.36}\\
\mathbf{Z}_{v_{2}, 1}-\mathbf{Z}_{x_{3}, 1} \mathbb{J}_{n}=0 & \mathbf{Z}_{v_{11}, 1}-\mathbf{Z}_{v_{5}, v_{7}}=0 \\
\mathbf{Z}_{v_{3}, 1}-\mathbf{Z}_{x_{4}, 1} \mathbb{J}_{n}=0 & \mathbf{Z}_{v_{12}, 1}-\mathbf{Z}_{v_{1}, x_{2}}=0 \\
\mathbf{Z}_{v_{4}, 1}-\mathbf{Z}_{x_{7}, 1} B=0 & \mathbf{Z}_{v_{13}, 1}-\mathbf{Z}_{v_{2}, x_{3}}=0 \\
\mathbf{Z}_{v_{5}, 1}-\mathbf{Z}_{x_{4}, 1} C-\mathbf{Z}_{x, 1} A=0 \mathbf{Z}_{v_{14}, 1}-\mathbf{Z}_{v_{3}, x_{4}}=0
\end{array}\right\}
$$

Terms of the form $\mathbf{Z}_{a, b}$ with $a, b \in\left\{x_{1}, \ldots, x_{8}\right\} \cup\left\{v_{1}, \ldots, v_{14}\right\}$ in the above should be identified with $\mathbf{Z}_{a, 1}\left(\mathbf{Z}_{b, 1}\right)^{\top}$. We can then express the LMI constraints (5.28)-(5.30) in terms of $Z$ by replacing $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{X}, \mathbf{Y}$ with $\mathbf{Z}_{x_{1}, 1},\left[\mathbf{Z}_{x_{2}, 1} \mathbf{Z}_{x_{3}, 1} \mathbf{Z}_{x_{4}, 1}\right], \mathbf{Z}_{x_{5}, 1}, \mathbf{Z}_{x_{6}, 1}$, $\mathbf{Z}_{x_{7}, 1}$, respectively. Meanwhile, the physical realizability constraints (5.34) and (5.35) become the following linear equality constraints:

$$
\begin{align*}
& -\mathbf{Z}_{v_{8}, 1}+\mathbf{Z}_{v_{8}, 1}^{\top}+\mathbf{Z}_{v_{11}, 1}-\mathbf{Z}_{v_{11}, 1}^{\top}+\mathbf{Z}_{v_{10}, 1}-\mathbf{Z}_{v_{10}, 1}^{\top} \\
& \quad+\mathbf{Z}_{v_{12}, 1}+\mathbf{Z}_{v_{13}, 1}+\mathbf{Z}_{v_{14}, 1}=0 \\
& \mathbf{Z}_{x_{2}, 1}-\mathbf{Z}_{v_{6}, 1} \mathbb{I}_{n}=0 \tag{5.37}
\end{align*}
$$

Finally, we also demand that $Z$ satisfies a rank $2 n$ constraint:

$$
\begin{equation*}
\operatorname{rank}(Z) \leq 2 n \tag{5.38}
\end{equation*}
$$

Now, to understand the relationship of the rank-constrained LMI to our original constraints, suppose that we can find $Z$ satisfying (5.36)-(5.38) as well as the LMI constraints (expressed in terms of block elements of $Z$ ) and the rank constraint. Due to the rank constraint, we have the factorization $Z=V V^{\top}$, where $V \in \mathbb{R}^{46 n \times 2 n}$ and satisfy $\left[V_{i j}\right]_{i, j=1, \ldots, n}=I_{2 n}$. Using (5.36), we can recover $\mathbf{A}, \breve{B}_{K i}(i=1,2,3)$, $\mathbf{C}, \mathbf{X}, \mathbf{Y}, \breve{N}$ as, respectively, $\mathbf{Z}_{x_{1}, 1}, \ldots, \mathbf{Z}_{x_{g}, 1}$, and $W_{i}=\mathbf{Z}_{v_{i}, 1}, i=1, \ldots, 14$. It then follows that $N=\breve{N} \mathbb{J}_{n}$ and $\mathbf{B}_{K i}=N^{-1} \vec{B}_{K i}(i=1,2,3)$. The controller matrices $A_{K}, B_{K}, C_{K}$ can then be determined using (5.31)-(5.33) and by construction they will satisfy (5.28)-(5.30), (5.21) and (5.22). Therefore, we have obtained a solution to Problem 5.1.

We now make the remark that due to the simplifying assumptions $M=I$ and $N=$ $I-\mathbf{Y X}$ introduced earlier, the solvability of the rank-constrained LMI problem above is only sufficient for solvability of the coherent quantum LQG problem. However, it is not difficult to see that we can remove these simplifying assumptions to produce a rank-constrained LMI problem that is necessary and sufficient for the solvability of Problem 5.1. It can be inspected that this can be done by (i) introducing additional variables $M, N, C_{K} \equiv \mathbf{C} M^{-\top}, \breve{\mathbf{A}} \equiv \mathbf{A} M^{-\top}, \breve{\mathbf{X}} \equiv \mathbf{X} M^{-\top}$, (ii) additional lifting variables $W_{15}=N M^{\top}, W_{16}=\breve{\mathbf{A}} M^{\top}, W_{17}=\breve{\mathbf{X}} M^{\top}, W_{18}=C_{K} M^{\top}$ and associated constraints $W_{15}-I+W_{9}=0, \mathbf{A}-W_{16}=0, \mathbf{X}-W_{17}=0, \breve{N}-N \mathbb{J}_{n}=0, \mathbf{C}-W_{18}=0$, (iii) redefining $W_{6}=\breve{N} C_{K}^{\top}, W_{7}=\breve{N} \breve{\mathbf{X}}^{\top}$ and $W_{8}=\breve{\mathbf{A}} \breve{N}^{\top}$, and (iv) enlarging and redefining $Z$ as well as the set of constraints (5.36) and (5.37) accordingly. However, this of course comes at the expense of solving a larger problem.

### 5.2.2 Numerically Solving the Rank-Constrained LMI Problem

The rank-constrained LMI problem formulated above can be treated numerically using iterative algorithms that attempt to directly search for a solution to the problem. Most of these algorithms are based on alternating projections (see [19] and
the references therein for details). Compared to converting the problem to a scalar polynomial programming problem and employing LMI relaxations techniques based on the theory of moments and the dual theory of sum of squares (SOS) polynomials [20-23], these algorithms are much more efficient for the problem at hand in terms of size, i.e., the number of variables and constraints that have to be considered. However, alternating projection algorithms have a drawback that they do not necessarily converge to a solution from arbitrary starting points, even if a solution to the rank-constrained LMI problem exists.

Following [12], we will employ an algorithm that was developed in [19]. This algorithm has been implemented in the freely available LMIRank MATLAB toolbox [24]. This toolbox can be called and executed from within the Yalmip optimization prototyping environment [25]. The algorithm belongs to the family of alternating projection algorithms but is equipped with a built-in Newton step that could potentially accelerate convergence. We will later employ this toolbox to numerically solve some example coherent quantum LQG control problems.

The LMIRank algorithm needs an initial starting point. For a given $\gamma>0$, as a heuristic choice of starting point for the LMIRank solver, one can first solve (5.28)(5.30) to obtain $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{X}, \mathbf{Y}, Q$. Then set $M=I_{2 n}$ and $N=I-\mathbf{Y X}$ and calculate $\breve{B}_{K 1}, \breve{B}_{K 2}, \breve{B}_{K 3}, \breve{N}$ as well as the matrix-lifting variables $W_{1}, \ldots, W_{14}$ following the definitions given in Sect. 5.2.1. Let

$$
\begin{aligned}
V_{0}= & {\left[I_{2 n} \mathbf{A}^{\top} \breve{B}_{K 1}^{\top} \breve{B}_{K 2}^{\top} \breve{B}_{K 3}^{\top} \mathbf{C}^{\top} \mathbf{X}^{\top} \mathbf{Y}^{\top} \breve{N}^{\top} W_{1}^{\top}\right.} \\
& \left.\ldots W_{14}^{\top}\right]^{\top} .
\end{aligned}
$$

Then, a heuristic starting point for the LMIRank algorithm is $Z=V_{0} V_{0}^{\top}$.

### 5.2.3 An Extension of the Numerical Procedure

We will now develop an extension of the rank-constrained LMI approach by formulating a problem that is more natural for the coherent quantum LQG problem but will involve the optimization of additional matrix variables. The starting point is that for the LQG cost, it is the transfer function that matters rather than the system matrices $(A, B, C, D)$ (recall the discussion in Sect.3.3). Application of the symplectic similarity transformation $(A, B, C, D) \mapsto\left(V A V^{-1}, V B, C V^{-1}, D\right)$ for any invertible matrix $V$ does not change the LQG cost. However, with this transformation the new internal variable $\tilde{x}_{K}=V x_{K}$ satisfies the commutation relation $\left[\tilde{x}_{K}(t), \tilde{x}_{K}(t)^{\top}\right]=2 \iota \Theta_{K}$, with $\Theta_{K}=V \mathbb{J}_{n} V^{\top}$. Therefore, we can formulate a relaxed optimization problem by introducing $\Theta_{K}$ as a new matrix variable with the constraint that it is skew symmetric, invertible, and can be expressed as $\Theta_{K}=V \mathbb{J}_{n} V^{\top}$ for some invertible matrix $V$. We thus arrive at the following generalized formulation of the coherent quantum LQG problem:

Problem 5.2 Given a cost-bound parameter $\gamma>0$, find real matrices $A_{K}, B_{K 1}$, $B_{K 2}, B_{K 3}, C_{K}$, and an invertible skew symmetric matrix $\Theta_{K}$ such that:

1. There exists a symmetric matrix $P>0$, satisfying (5.19).
2. $J_{\infty}=\operatorname{Tr}\left(\tilde{C} P \tilde{C}^{\top}\right)<\gamma$.
3. The resulting controller is physically realizable. That is, $A_{K}, B_{K 1}, B_{K 2}, B_{K 3}, C_{K}$, and $\Theta_{K}$ satisfy (5.21) and (5.22) with $\mathbb{J}_{n}$ replaced by $\Theta_{K}$.

The lemma below is straightforward and shows that solving Problem 5.2 also solves Problem 5.1.

Lemma 5.1 Suppose that the matrices $\hat{A}_{K}, \hat{B}_{K 1}, \hat{B}_{K 2}, \hat{B}_{K 3}, \hat{C}_{K}$, and $\hat{\Theta}_{K}$ solve Problem 5.2, and $\hat{\Theta}_{K}=V \mathbb{J}_{n} V^{\top}$ for some real invertible matrix $V$. Then, the matrices

$$
\begin{equation*}
A_{K}=V^{-1} \hat{A}_{K} V ; B_{K i}=V^{-1} \hat{B}_{K i} i=1,2,3 ; C_{K}=\hat{C}_{K} V \tag{5.39}
\end{equation*}
$$

solve Problem 5.1.
Proof Since $\hat{\Theta}_{K}$ is real skew symmetric and invertible, we can find an invertible matrix $V$ such that $\hat{\Theta}_{K}=V \mathbb{J}_{n} V^{\top}$. Now, we have that

$$
\begin{align*}
\hat{A}_{K} \hat{\Theta}_{K}+\hat{\Theta}_{K} \hat{A}_{K}^{\top}+\sum_{j=1}^{3} \hat{B}_{K j} \mathbb{J}_{n} \hat{B}_{K j}^{\top} & =0  \tag{5.40}\\
\hat{B}_{K 1} & =\hat{\Theta}_{K} \hat{C}_{K}^{\top} \mathbb{J}_{n_{u}} \tag{5.41}
\end{align*}
$$

After substitution of (5.39) and $\hat{\Theta}_{K}=V \mathbb{J}_{n} V^{\top}$ into (5.40) and (5.41), and some algebraic manipulations, it is easily obtained that $A_{K}, B_{K}$, and $C_{K}$ satisfy

$$
\begin{align*}
A_{K} \mathbb{J}_{n}+\mathbb{J}_{n} A_{K}^{\top}+\sum_{j=1}^{3} B_{K j} \mathbb{J}_{n} B_{K j}^{\top} & =0,  \tag{5.42}\\
B_{K 1} & =\mathbb{J}_{n} C_{K}^{\top} \mathbb{J}_{n_{u}} . \tag{5.43}
\end{align*}
$$

Since the LQG cost is invariant under a similarity transformation of the controller state-space matrices, these matrices solve Problem 5.1, as claimed.

The following corollary is then immediate.
Corollary 5.1 Suppose that $A_{K}, B_{K 1}, B_{K 2}, B_{K 3}, C_{K}$ solve the standard cost-bounded LQG problem for a given $\gamma>0$ (i.e., (5.19) and $J_{\infty}<\gamma$ are satisfied), and there exists an invertible real skew symmetric $2 n \times 2 n$ matrix $Z$ satisfying

$$
\begin{align*}
A_{K} Z+Z A_{K}^{\top}+\sum_{j=1}^{3} B_{K j} \mathbb{J}_{n} B_{K j}^{\top} & =0  \tag{5.44}\\
B_{K 1} & =Z C_{K}^{\top} \mathbb{J}_{n_{u}} \tag{5.45}
\end{align*}
$$

Moreover, let $V$ be a real invertible matrix such that $V Z V^{\top}=\mathbb{J}_{n}$. Then, the matrices $\hat{A}_{K}, \hat{B}_{K 1}, \hat{B}_{K 2}, \hat{B}_{K 3}, \hat{C}_{K}$ given by:

$$
\begin{align*}
& \hat{A}_{K}=V A_{K} V^{-1} ; \hat{B}_{K i}=S B_{K i} i=1,2,3 ; \\
& \hat{C}_{K}=C_{K} V^{-1}, \tag{5.46}
\end{align*}
$$

solve Problem 5.1.
The corollary states that a solution $A_{K}, B_{K}, C_{K}$ to the standard LQG problem is also a solution to the coherent quantum LQG problem (Problem 5.1) if and only if there exists a matrix $Z$ satisfying the equalities stated in the corollary.

Problem 5.2 can also be treated using the rank-constrained LMI procedure developed in Sect.5.2.1. Let us do this again under the simplifying assumptions $M=I$ and $N=I-\mathbf{Y X}$ (that can easily be removed if desired). Introduce the additional variable $\Theta_{K}$ and substitute $A_{K}, B_{K i}(i=1,2,3), C_{K}$ with, respectively, $\hat{A}_{K}, \hat{B}_{K i}$ $(i=1,2,3), \hat{C}_{K}$ (see Lemma 5.1). We also redefine $\breve{N}=N \Theta_{K}, x=\left(x_{1}, \ldots, x_{10}\right)$, and $Z$ to be a real symmetric matrix of dimension $50 n \times 50 n$, and replace (5.36) with the following constraints:

$$
\left.\begin{array}{cc}
Z \geq 0 & \mathbf{Z}_{x_{8}, 1}+\mathbf{Z}_{x_{9}, x_{10}}=0  \tag{5.47}\\
\mathbf{Z}_{0,0}-I_{2 n}=0 & \mathbf{Z}_{v_{4}, 1}-\mathbf{Z}_{x_{7}, 1} B=0 \\
\mathbf{Z}_{1, x_{6}}-\mathbf{Z}_{x_{6}, 1}=0 & \mathbf{Z}_{v_{6}, 1}-\mathbf{Z}_{x_{8}, x_{5}}=0 \\
\mathbf{Z}_{1, x_{7}}-\mathbf{Z}_{x_{7}, 1}=0 & \mathbf{Z}_{v_{7}, 1}-\mathbf{Z}_{x_{8}, x_{6}}=0 \\
\mathbf{Z}_{v_{9}, 1}-\mathbf{Z}_{x_{7}, x_{6}}=0 & \mathbf{Z}_{v_{8}, 1}-\mathbf{Z}_{x_{1}, x_{8}}=0 \\
\mathbf{Z}_{v_{10}, 1}-\mathbf{Z}_{v_{4}, v_{6}}=0 & \mathbf{Z}_{x_{10}, 1}+\mathbf{Z}_{1, x_{10}}=0 \\
\mathbf{Z}_{v_{11}, 1}-\mathbf{Z}_{v_{5}, v_{7}}=0 & \mathbf{Z}_{v_{13}, 1}-\mathbf{Z}_{v_{2}, x_{3}}=0 \\
\mathbf{Z}_{v_{12}, 1}-\mathbf{Z}_{v_{1}, x_{2}}=0 & \mathbf{Z}_{v_{14}, 1}-\mathbf{Z}_{v_{3}, x_{4}}=0 \\
\mathbf{Z}_{v_{1}, 1}-\mathbf{Z}_{x_{2}, 1} \mathbb{J}_{n}=0 \\
\mathbf{Z}_{v_{2}, 1}-\mathbf{Z}_{x_{3}, 1} \mathbb{J}_{n}=0 \\
\mathbf{Z}_{x_{9}, 1}-I_{2 n}+\mathbf{Z}_{v_{9}, 1}=0 \\
\mathbf{Z}_{v_{3}, 1}-\mathbf{Z}_{x_{4}, 1} \mathbb{J}_{n}=0 \\
\mathbf{Z}_{v_{5}, 1}-\mathbf{Z}_{x_{4}, 1} C-\mathbf{Z}_{x_{7}, 1} A=0
\end{array}\right\}
$$

In the above, $\mathbf{Z}_{x_{10}, 1}+\mathbf{Z}_{1, x_{10}}=0$ corresponds to the constraint that $\Theta_{K}=-\Theta_{K}^{\top}$, while $\mathbf{Z}_{x_{8}, 1}+\mathbf{Z}_{x_{9}, x_{10}}=0$ corresponds to the constraint $\breve{N}=N \Theta_{K}$. The rest of the constraints from Sect.5.2.1, (5.37), and $\operatorname{rank}(Z) \leq 2 n$ are unchanged. Notice that now the variable $N$ is an independent variable, whereas in Sect. 5.2.1 $N$ was linearly related to $\breve{N}$ by the identity $N=\breve{N} \mathbb{J}_{n}$. As the last step, we formulate a heuristic for the initial guess $\Theta_{K}^{0}$ for $\Theta_{K}$. Possible choices for $\Theta_{K}^{0}$ include $\Theta_{K}^{0}=0$ or $\Theta_{K}^{0}=\mathbb{J}_{n}$. When $\Theta_{K}^{0}$ has been selected, set $N=I-\mathbf{Y X}, \breve{N}^{0}=N \Theta_{K}^{0}$, and

$$
\begin{aligned}
V_{0}= & {\left[I \mathbf{A}^{\top} \breve{B}_{K 1}^{\top} \breve{B}_{K 2}^{\top} \breve{B}_{K 3}^{\top} \mathbf{C}^{\top} \mathbf{X}^{\top} \mathbf{Y}^{\top}\left(\breve{N}^{0}\right)^{\top} N^{\top}\right.} \\
& \left.\left(\Theta_{K}^{0}\right)^{\top} W_{1}^{\top} \ldots W_{14}^{\top}\right]^{\top} .
\end{aligned}
$$

The LMIRank routine can then be executed with $Z=V_{0} V_{0}^{\top}$ as the starting point.
We conclude the discussion by noting that the requirement for $\Theta_{K}$ to be invertible has not been built into the above numerical procedure. Therefore, the procedure could, in principle, potentially return a solution with a singular $\Theta_{K}$ (up to errors due to finite machine precision). Although such a solution can be interpreted as a controller with mixed quantum-classical dynamics (see the discussion in Sect. 5.2.6), an additional constraint can in principle be added to enforce the invertibility condition on $\Theta_{K}$. Next, we present some numerical examples of coherent quantum LQG design using the methods presented here.

### 5.2.4 Quantum LQG Control Design Examples

We will now apply the approach Sect. 5.2.1 to find a cost-bounded quantum LQG controller that asymptotically stabilizes a marginally stable quantum plant. The numerical implementation was carried out in MATLAB using the Yalmip prototyping environment and LMIRank. The semidefinite program solver used for LMIRank was SeDuMi Version 1.1 Release 3; see [26]. For comparison, we also compute a classical LQG controller that controls the plant by driving it with a modulated optical beam.

The quantum plant under consideration is a one degree of freedom linear quantum system with Hamiltonian matrix $R$ and coupling matrix $K$ given by

$$
R=1 / 2\left[\begin{array}{cc}
\Delta & 0 \\
0 & \Delta
\end{array}\right], \quad K=\left[\begin{array}{cc}
\sqrt{\kappa_{1}} & 0 \\
\sqrt{\kappa_{2}} & 0 \\
\sqrt{\kappa_{3}} & 0
\end{array}\right]
$$

with $\Delta=0.1$ and $k_{1}=k_{2}=k_{3}=10^{-2}$. Its evolution is governed by the linear QSDE

$$
\begin{align*}
& d x=\left[\begin{array}{cc}
0 & \Delta \\
-\Delta & 0
\end{array}\right] x d t+\left[\begin{array}{cc}
0 & 0 \\
0 & -2 \sqrt{k_{1}}
\end{array}\right] d u+ \\
& {\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & -2 \sqrt{k_{2}} & 0 & -2 \sqrt{k_{3}}
\end{array}\right]\left[\begin{array}{l}
d w_{1} \\
d w_{2}
\end{array}\right] \text {, }} \\
& d y=\left[\begin{array}{cc}
2 \sqrt{k_{2}} & 0 \\
0 & 0
\end{array}\right] x d t+d w_{1} \text {. } \tag{5.48}
\end{align*}
$$

Notice that for the given coupling matrix $K$, the quantum noise inputs couple only with the position operator of the system. Such a coupling is typically sought in schemes for quantum non-demolition continuous measurement of position. This yields a marginally stable plant having two mutually conjugate eigenvalues on the imaginary axis.

### 5.2.4.1 Quantum LQG Controller Design Example I

Let us seek another linear quantum system as a quantum LQG controller to asymptotically stabilize the given plant. We choose the performance variable to be $z=x+\beta_{u}$; i.e., $C_{z}=I_{2 \times 2}=D_{z}$. Selecting $\gamma=5.75$ and solving Problem 5.1 numerically following Sects.5.2.1 and 5.2.2, LMIRank yields the physically realizable controller (numerical results are presented only up to four digits behind the decimal point),

$$
\begin{align*}
d x_{K}= & {\left[\begin{array}{ll}
-2.3907 & 0.8420 \\
-5.5518 & 1.9380
\end{array}\right] x_{K} d t+\left[\begin{array}{ll}
-0.3029 & 0.5042 \\
-0.6603 & 1.0819
\end{array}\right] d w_{K 1} } \\
& +10^{-10}\left[\begin{array}{lll}
0.0241 & -0.0471 \\
0.0576 & -0.1136
\end{array}\right] d w_{K 2}+\left[\begin{array}{ll}
3.3626 & 2.1470 \\
7.6699 & 5.0302
\end{array}\right] d y \\
d u(t)= & {\left[\begin{array}{ll}
-1.0819 & 0.5042 \\
-0.6603 & 0.3029
\end{array}\right] x d t+d w_{K 1} . } \tag{5.49}
\end{align*}
$$

This controller asymptotically stabilizes the closed-loop system, and the closed-loop LQG cost achieved is $J_{\infty}=5.7382$.

We can see that elements of $B_{K 2}$ are very small, of the order $10^{-10}$. We note that $B_{K 2}$ is the coefficient for the quantum noise $w_{K 2}$, which only enters in the controller and did not originate from the plant. This additional controller noise contributes to the LQG cost, but since the control goal is to bound this cost the algorithm finds a controller with a small $B_{K 2}$ term in order to minimize the impact of the variance of $w_{K 2}$ on the LQG cost. Up to the numerical precision of MATLAB, the numerical results give

$$
\begin{align*}
& A_{K} \mathbb{J}+\mathbb{J} A_{K}^{\top}+\sum_{k=1}^{3} B_{K i} \mathbb{J} B_{K i}^{\top} \\
& \quad=10^{-13}\left[\begin{array}{cc}
0 & 0.2896 \\
-0.2896 & 0
\end{array}\right] \tag{5.50}
\end{align*}
$$

while removing the term $B_{K 2} \mathbb{J} B_{K 2}^{\top}$ (i.e., setting $B_{K 2}=0$ ) returns an identical numerical result on the right-hand side of (5.50). This indicates that the contribution of $B_{K 2}$ to (5.50) is less than the numerical precision of MATLAB, and to obtain a simpler controller we may simply set $B_{K 2}=0$.

### 5.2.4.2 Classical LQG Controller Design

Now that we have obtained a fully quantum controller, we can pose a natural question: Does this controller offer any improvement over a classical measurement-based feedback controller driven by continuous measurements of a quadrature of the plant output $y$ (e.g., by homodyne detection as discussed in Sect.4.4.1)? To address this question, we consider performing continuous measurements of one quadrature of
$y$ (in this case, its first element). This entails replacing the output $y$ in (5.48) with another output $y^{\prime}$ (another classical signal) defined as:

$$
y^{\prime}=\left[\begin{array}{ll}
2 \sqrt{k_{2}} & 0
\end{array}\right] x d t+\left[\begin{array}{ll}
1 & 0
\end{array}\right] d w_{1} .
$$

We now wish to seek a classical controller of the form:

$$
\begin{align*}
d x_{K} & =A_{K} x_{K} d t+B_{K} d y^{\prime} \\
\beta_{u} & =C_{K} x_{K} \tag{5.51}
\end{align*}
$$

whose output will modulate an optical beam and produce the control signal $u$ :

$$
\begin{align*}
d u & =\beta_{u} d t+d w_{K 1} \\
& =C_{K} x_{K} d t+d w_{K 1} . \tag{5.52}
\end{align*}
$$

To do this, we can apply the standard LQG machinery (with $C_{z}=D_{z}=I_{2}$ as before) to the following modified plant (to account for the presence of the noise $w_{K 1}$ in the controller output $u$, recall the discussion in Sect.5.2.1) with $\beta_{u}$ being viewed as the "control signal":

$$
\left.\begin{array}{rl}
d x= & {\left[\begin{array}{cc}
0 & \Delta \\
-\Delta & 0
\end{array}\right] x d t+\left[\begin{array}{cc}
0 & 0 \\
0 & -2 \sqrt{k_{1}}
\end{array}\right] \beta_{u} d t} \\
& +\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & -2 \sqrt{k_{1}} & 0 & -2 \sqrt{k_{2}} & 0
\end{array}-2 \sqrt{k_{3}}\right.
\end{array}\right]\left[\begin{array}{c}
d w_{K 1} \\
d w_{1} \\
d w_{2}
\end{array}\right],
$$

The optimal classical controller was then found to be:

$$
\begin{aligned}
d x_{K} & =\left[\begin{array}{cc}
-0.0658 & 0.1 \\
-0.1217 & -0.2
\end{array}\right] x_{K} d t+\left[\begin{array}{c}
0.3291 \\
0.1083
\end{array}\right] d y^{\prime} \\
d u & =\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right] x_{K} d t+d w_{K 1}
\end{aligned}
$$

and the optimal LQG cost achieved is $J_{\infty}=4.8468$.
We find that the cost obtained by this classical controller is actually lower than the one achieved by the quantum LQG controller, compare $J_{\infty}=4.8468$ for the former with $J_{\infty}=5.7382$ for the latter. Moreover, this may not yet be the best performance that can be achieved by a classical linear controller because there is still the freedom to select arbitrary rotated quadratures of $y$ and performing heterodyne detection on both quadratures. This can be implemented by passing $y$ through a phase shifter and mixing the phase shifter output with an additional vacuum noise at a beam splitter [27, 28], followed by homodyne detection of the amplitude quadrature of one
beam splitter output and phase quadrature of the other output. This supplies noisy information about both quadratures of $y$ the controller. To describe this measurement process, denote the vacuum noise going into the beamsplitter by $w_{0}=\left(w_{0,1}, w_{0,2}\right)$ (in quadrature notation). The beam splitter divides power in its incoming signals between its two output ports according to the ratio $\epsilon^{2}: \delta^{2}$, where $\epsilon^{2}+\delta^{2}=1$, $0 \leq \epsilon, \delta \leq 1$. The classical measurement signal $y^{\prime \prime}$ at the output of this measurement scheme is given by,

$$
d y^{\prime \prime}=\left[\begin{array}{cc}
\epsilon & 0 \\
0 & -\delta
\end{array}\right]\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right] d y+\left[\begin{array}{ll}
\delta & 0 \\
0 & \epsilon
\end{array}\right] d w_{0}
$$

where $\theta$ is the phase shift introduced by the phase shifter.
We now compute classical LQG controllers of the form (5.51) and (5.52) with $y^{\prime}$ replaced by $y^{\prime \prime}$ for $\theta$ taking values in $(-\pi, \pi]$ and $\epsilon$ in $[0,1]$. Notice that measurement of $y^{\prime}$ is a special case of measurement of $y^{\prime \prime}$ corresponding to setting $\theta=0$ and $\epsilon=1$. A surface plot of the LQG cost $J_{\infty}$ achieved by these controllers versus the value of $\theta$ and $\epsilon$ is shown in Fig.5.3. The minimum value of $J_{\infty}$ over $\theta$ and $\epsilon$ is about 4.8468 achieved at $\theta \approx 0$ and $\epsilon \approx 1$, so the general measurement scheme with $y^{\prime \prime}$ for this example offers no noticeable advantage over just measuring $y^{\prime}$. In fact, it is reasonable to conjecture that measuring $y^{\prime}$ is already optimal for this example. ${ }^{1}$ Thus, it is now natural to ask, does there exist at all a fully quantum LQG controller that can beat the LQG cost achievable by a classical controller for this example? It turns out that the answer to the question is affirmative and a fully quantum controller that beats all classical LQG controllers can be found using the extended numerical procedure developed in Sect. 5.2.3. This will be shown next.

### 5.2.5 Quantum LQG Controller Design Example II

We now turn our attention to numerically solving Problem 5.2 to find a fully quantum controller that achieves a cost $J_{\infty}<4.8468$. We will do this by applying the extended numerical scheme in Sect. 5.2.3 with $\gamma=5$ and $\Theta_{K}^{0}=0_{2 \times 2}$. The LMIRank routine returns the following solution:

$$
\begin{aligned}
& \Theta_{K}=\left[\begin{array}{cc}
0 & -0.1820 \\
0.1820 & 0
\end{array}\right] ; \hat{A}_{K}=\left[\begin{array}{cc}
-0.2125 & 0.0666 \\
-0.3789 & 0.0257
\end{array}\right] \\
& \hat{B}_{K 1}=\left[\begin{array}{cc}
0.0642 & -0.0547 \\
0.0480 & -0.2556
\end{array}\right] ;
\end{aligned}
$$

[^10]

Fig. 5.3 Plot of $J_{\infty}$ versus $\theta$ and $\alpha$

$$
\begin{aligned}
& \hat{B}_{K 2}=10^{-10}\left[\begin{array}{lll}
-0.0468 & 0.0255 \\
-0.1160 & 0.0114
\end{array}\right] ; \\
& \hat{B}_{K 3}=\left[\begin{array}{lll}
0.3522 & -0.0215 \\
0.4393 & -0.0842
\end{array}\right] ; \hat{C}_{K}=\left[\begin{array}{ll}
-1.4044 & 0.3008 \\
-0.2639 & 0.3526
\end{array}\right],
\end{aligned}
$$

with the cost $J_{\infty}=4.1793$. Since $\Theta_{K}=V J V^{\top}$ with $V=\sqrt{0.182}\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$, from Lemma 5.1 we find the matrices $A_{K}, B_{K i}(i=1,2,3)$, and $C_{K}$ of the controller solving Problem 5.1 are

$$
\begin{align*}
& A_{K}=\left[\begin{array}{ll}
0.0257-0.3789 \\
0.0666-0.2125
\end{array}\right] ; B_{K 1}=\left[\begin{array}{l}
0.1126-0.5992 \\
0.1504-0.1283
\end{array}\right] ; \\
& B_{K 2}=10^{-10}\left[\begin{array}{ll}
-0.2721 & 0.0272 \\
-0.1096 & 0.0601
\end{array}\right] ; \\
& B_{K 3}=\left[\begin{array}{ll}
1.0297 & -0.1974 \\
0.8255 & -0.0503
\end{array}\right] ; C_{K}=\left[\begin{array}{l}
0.1283-0.5992 \\
0.1504-0.1126
\end{array}\right] . \tag{5.53}
\end{align*}
$$

As with design example $I$, we again find that $B_{K 2}$ has negligibly small entries. So we may similarly set $B_{K 2}=0$ to obtain a simpler controller. That we could find a fully quantum controller that outperforms all classical LQG controllers, compare $J_{\infty}=4.1793$ in the former against $J_{\infty} \approx 4.8468$ in the latter, indicates the intriguing potential for a coherent feedback controller to offer performance advantage over classical controllers, to be discussed further below.

### 5.2.6 Further Reading

The coherent quantum LQG formalism has been adopted by Hamerly and Mabuchi in [6] to compare, on an equal footing, the ability of classical linear controllers and linear coherent feedback controllers to minimize the LQG cost of an optomechanical system consisting of two optical cavities, each with one movable mirror. The moveable mirrors move together as a single mechanical component, and their motion is coupled to a thermal bath with noise power $k_{n}$. The LQG cost corresponds to cooling the mechanical component, that is, minimization of the number of phonons in this component. Equal footing here is in the sense that the signals used to drive the controllers were obtained from the same output port of the plant and the controller in turn drives/actuates the same input port of the plant. Several different types of classical and coherent feedback controllers were compared and, similar to what has been demonstrated in the examples above, it was found that in the regime of small noise power $k_{n}$, where quantum effects are significant, a linear coherent feedback controller can be found that outperformed the linear classical controllers. The work [6] attributes this advantage, for the system considered therein, to the ability of the controller to simultaneously process non-commuting quadratures of the output field. A deeper analysis of why a linear coherent feedback controller can beat a linear measurement feedback controller was given more recently in [29].

The coherent feedback LQG control theory was originally developed in [12] in a more general setting that allowed controllers to possibly have mixed quantumclassical dynamics. The treatment here has been restricted to controllers that are linear quantum systems with no classical dynamics. The numerical approach described herein can be straightforwardly adapted to this more general setting.

### 5.3 Coherent Feedback $\boldsymbol{H}^{\boldsymbol{\infty}}$ Control

Control laws are usually designed based on a mathematical model for the dynamics of the plant to be controlled. These models are necessarily imperfect. There can be many sources of imperfections, for instance, uncertainties about the model parameter values, and unmodelled dynamics. Such uncertainties or errors in the assumed model may lead to instability in the closed feedback loop when the feedback controller is designed based on the imperfect model. A natural question that can then be asked is, how can controllers be designed so that they can maintain closed-loop stability and acceptable control performance in the presence of uncertainties and disturbances? One framework for achieving such a robust design of controllers is $H^{\infty}$ control synthesis. This method was initially developed for classical linear time-invariant systems based on minimizing the $H^{\infty}$ norm of the closed-loop transfer function and was solved using the state-space formulation in the landmark paper [30]. A first principles approach to the solution of the so-called non-singular $H^{\infty}$ control problem was presented in [31], and the LMI approach can be found in [16, 32].

The $H^{\infty}$ methodology has subsequently been extended to nonlinear systems, see, e.g., [33].

The adaptation of the $H^{\infty}$ control method to the quantum setting was presented in [34] as a framework for designing robust linear quantum controllers that can tolerate unwanted disturbances/noise and modeling uncertainties. The approach builds on a formulation of $H^{\infty}$ control based upon powerful concepts from modern control theory, including dissipation inequalities for open classical dynamical systems that originated in the work of Willems [35], and generalizations of this idea to the stochastic setting, classical [36] and quantum [37]. In this section, we will give an exposition of the $H^{\infty}$ control approach to coherent feedback quantum control, following [34]. We begin by formulating the dissipation properties of linear quantum systems.

### 5.3.1 Dissipation Properties

We now recall some important dissipation properties that are frequently exploited in control engineering, suitably adapted to the quantum setting. These properties quantify the effect of disturbance inputs on energy transfers and stability. In particular, a quantum adaptation of the Strict Bounded Real Lemma (Corollary 5.3) will be presented and used for quantum $H^{\infty}$ controller synthesis. We will be working with linear quantum systems of the form

$$
\begin{align*}
d x(t) & =A x(t) d t+\left[\begin{array}{ll}
B & G
\end{array}\right]\left[d w(t)^{\top} d v(t)^{\top}\right]^{\top} \\
d z(t) & =C x(t) d t+\left[\begin{array}{ll}
D & H
\end{array}\right]\left[d w(t)^{\top} d v(t)^{\top}\right]^{\top} \tag{5.54}
\end{align*}
$$

The input to the quantum system has two components $w(t)$ and $v(t) ; w(t)$ represents disturbance signals, while $v$ represents additional noise sources. The input $w(t)$ is composed of two components,

$$
\begin{equation*}
d w=\beta_{w} d t+d \tilde{w} \tag{5.55}
\end{equation*}
$$

Here $\beta_{w}$ is an adapted process that is a component of $d w$ which could, say, be passed to the system as input from another quantum system, while $\tilde{w}$ is a vector of non-commutative quantum Wiener noise processes. The vector $v$ is also a vector of non-commutative quantum Wiener noise processes and is independent of $\tilde{w}(t)$. In the treatment of $H^{\infty}$ control in this chapter, the noises are not necessarily vacuum noises but may be arbitrary zero-mean Gaussian noise as elaborated in Chap. 2. In (5.54), we do not write down the output equation, as it is not yet required in this section, and $z(t)$ is a new vector that is a linear combination of $x(s), w(s)$, and $v(s), 0 \leq s \leq t$. As in the coherent feedback LQG problem, the vector $z(t)$ is not necessarily a physical observable but it will be relevant for formulating the control objective in the ensuing $H^{\infty}$ control design.

In the following, we will identify a Gaussian state of oscillators or bosonic fields with its density operator $\rho$. We will also use the notation $\langle\rho, X\rangle=\operatorname{Tr}(\rho X)=\langle X\rangle$.

Definition 5.1 Given an operator-valued quadratic form

$$
r\left(x, \beta_{w}\right)=\left[x^{\top} \beta_{w}^{\top}\right] \mathrm{R}\left[\begin{array}{l}
x \\
\beta_{w}
\end{array}\right]
$$

where

$$
\mathrm{R}=\left[\begin{array}{ll}
\mathrm{R}_{11} & \mathrm{R}_{12} \\
\mathrm{R}_{12}^{\top} & \mathrm{R}_{22}
\end{array}\right]
$$

is a given real symmetric matrix, the system (5.54) is said to be dissipative with supply rate $r\left(x, \beta_{w}\right)$ if there exists a positive operator-valued quadratic form $V(x)=x^{\top} X x$ (where $X$ is a real positive definite symmetric matrix) and a constant $\lambda>0$ such that

$$
\begin{equation*}
\langle V(x(t))\rangle+\int_{0}^{t}\left\langle r\left(x(s), \beta_{w}(s)\right)\right\rangle d s \leq\langle V(x(0))\rangle+\lambda t, \forall t>0 \tag{5.56}
\end{equation*}
$$

for all initial Gaussian states $\rho$ of the system.
The system (5.54) is said to be strictly dissipative if there exists a constant $\epsilon>0$ such that inequality (5.56) holds with the matrix R replaced by the matrix $\mathrm{R}+\epsilon I$.

In the definition above, the term $\langle V(x(t))\rangle$ can be interpreted as an abstract notion of internal "energy" for the linear quantum system at time $t$. Meanwhile, the term $\left\langle r\left(x(t), \beta_{w}(t)\right)\right\rangle$ generalizes to quantum systems the notion of abstract energy flow in and out of a system at time $t$. These notions have been extensively used in the stability analysis of classical deterministic dynamical systems [35, 38]. The dissipation inequality (5.56) was introduced for classical stochastic systems in [36] and subsequently adapted to linear quantum networks in [37].

The following result relates the dissipation properties to certain LMIs, with the proof given in the appendix to this chapter.

Theorem 5.2 Given a quadratic form $r\left(x, \beta_{w}\right)$ defined as above, then the quantum stochastic system (5.54) is dissipative with supply rate $r\left(x, \beta_{w}\right)$ if and only if there exists a real positive definite symmetric matrix $X$ such that the following LMI is satisfied:

$$
\left(\begin{array}{cc}
A^{\top} X+X A+\mathrm{R}_{11} & \mathrm{R}_{12}+X B  \tag{5.57}\\
B^{\top} X+\mathrm{R}_{12}^{\top} & \mathrm{R}_{22}
\end{array}\right) \leq 0 .
$$

Furthermore, the system is strictly dissipative if and only if there exists a real positive definite symmetric matrix $X$ such that the following LMI is satisfied:

$$
\left(\begin{array}{cc}
A^{\top} X+X A+\mathrm{R}_{11} & \mathrm{R}_{12}+X B  \tag{5.58}\\
B^{\top} X+\mathrm{R}_{12}^{\top} & \mathrm{R}_{22}
\end{array}\right)<0
$$

Moreover, if either of (5.57) or (5.58) holds, then the required constant $\lambda \geq 0$ can be chosen as $\lambda=\lambda_{0}$, where

$$
\lambda_{0}=\operatorname{Tr}\left[\left[\begin{array}{c}
B^{\top}  \tag{5.59}\\
G^{\top}
\end{array}\right] X\left[\begin{array}{ll}
B & G
\end{array}\right] F\right]
$$

Here, the matrix $F$ is defined by via the relation:

$$
F d t=\left[\begin{array}{l}
d w  \tag{5.60}\\
d v
\end{array}\right]\left[d w^{\top} d v^{\top}\right]
$$

Remark 5.1 We refer to $F$ defined in (5.60) as an Itō matrix. It can be defined more generally for any $2 m \times 1$ vector $\nu(t)$ of adapted quantum processes such that $d \nu(t) d \nu(t)^{\top}=F_{\nu} d t$, where $F_{\nu}$ would be the Itō matrix for $\nu(t)$. When $F_{\nu}=I_{2 m}+$ $l \mathbb{J}_{m}$, then we say that $F$ is canonical. This means that $d \nu(t)=\beta_{\nu}(t) d t+S_{\nu}(t) d w_{\nu}(t)$ with $\beta_{\nu}, S_{\nu}$ adapted and the latter satisfying $S_{\nu}(t) S_{\nu}(t)^{\top}=I_{2 m}$ for each $t$, and $w_{\nu}$ a vacuum quantum Wiener noise vector. The notion of canonical and non-canonical noises was introduced in [34] to treat rather general linear non-commutative systems that can have mixed classical and quantum linear dynamics, driven by possibly nonvacuum Gaussian input fields. Here, we do not consider systems with mixed quantumclassical dynamics, see Sect. 5.4 for an additional discussion.

The corollaries below state the application of the theorem above to a special case of the matrix R , defined in terms of error output operator $\beta_{z}(t)=C x(t)+D \beta_{w}(t)$. This operator is the adapted $d t$ component of the performance variable $z(t)$.

Definition 5.2 The quantum stochastic system (5.54) is said to be Bounded Real with disturbance attenuation $g$ if the system (5.54) is dissipative with supply rate

$$
\begin{aligned}
r\left(x, \beta_{w}\right) & =\beta_{z}^{\top} \beta_{z}-g^{2} \beta_{w}^{\top} \beta_{w} \\
& =\left[x^{\top} \beta_{w}^{\top}\right]\left[\begin{array}{ll}
C^{\top} C & C^{\top} D \\
D^{\top} C & D^{\top} D-g^{2} I
\end{array}\right]\left[\begin{array}{l}
x \\
\beta_{w}
\end{array}\right] .
\end{aligned}
$$

Also, the quantum stochastic system (5.54) is said to be Strictly Bounded Real with disturbance attenuation $g$ if the system (5.54) is strictly dissipative with this supply rate.

With the above definition in hand, we can state following corollary of Theorem 5.2 (see [39] for the corresponding classical result).

Corollary 5.2 The quantum stochastic system (5.54) is bounded real with disturbance attenuation $g$ if and only if there exists a positive definite symmetric matrix $X \in \mathbb{R}^{2 n \times 2 n}$ ( $n$ denoting the degrees of freedom of (5.54)) such that the following matrix inequality is satisfied:

$$
\left(\begin{array}{cc}
A^{\top} X+X A+C^{\top} C C^{\top} D+X B \\
B^{\top} X+D^{\top} C & D^{\top} D-g^{2} I
\end{array}\right) \leq 0
$$

Furthermore, the quantum stochastic system is strictly bounded real with disturbance attenuation $g$ if and only if there exists a positive definite symmetric matrix $X \in$ $\mathbb{R}^{2 n \times 2 n}$ such that the following matrix inequality is satisfied:

$$
\left(\begin{array}{cc}
A^{\top} X+X A+C^{\top} C & C^{\top} D+X B \\
B^{\top} X+D^{\top} C & D^{\top} D-g^{2} I
\end{array}\right)<0
$$

Moreover, in both cases the required constant $\lambda \geq 0$ can be chosen as $\lambda=\lambda_{0}$, where $\lambda_{0}$ is defined by (5.59).

We can now combine the corollary with the standard Strict Bounded Real Lemma from modern control theory (e.g., see [31, 40]) to arrive at the next corollary. Note the terminology used that a square matrix $A$ is said to be stable or is a stability matrix if it is Hurwitz (all its eigenvalues have a negative real part).

Corollary 5.3 The following statements are equivalent
(i) The quantum stochastic system (5.54) is strictly bounded real with disturbance attenuation $g$.
(ii) $A$ is a stable matrix, and $\left\|C(s I-A)^{-1} B+D\right\|_{\infty}<g$.
(iii) $g^{2} I-D^{\top} D>0$, and there exists a positive definite matrix $\tilde{X}>0$ such that

$$
A^{\top} \tilde{X}+\tilde{X} A+C^{\top} C+\left(\tilde{X} B+C^{\top} D\right)\left(g^{2} I-D^{\top} D\right)^{-1}\left(B^{\top} \tilde{X}+D^{\top} C\right)<0
$$

(iv) $g^{2} I-D^{\top} D>0$ and the algebraic Riccati equation

$$
A^{\top} X+X A+C^{\top} C+\left(X B+C^{\top} D\right)\left(g^{2} I-D^{\top} D\right)^{-1}\left(B^{\top} X+D^{\top} C\right)=0
$$

has a stabilizing solution $X \geq 0$.
Furthermore, if these statements hold then $X<\tilde{X}$.

### 5.3.2 $\quad H^{\infty}$ Controller Synthesis

We will now consider the problem of $H^{\infty}$ controller design for linear quantum systems. We begin by defining the controller and closed-loop plant-controller system in Sect.5.3.2.1. This is followed in Sect.5.3.2.3 by the application of the Strict Bounded Real Lemma to the closed-loop system to obtain the main results. Physical realizability of the resulting linear quantum controllers is addressed in Sect. 5.3.2.4.

### 5.3.2.1 The Closed-Loop Plant-Controller System

We shall consider linear quantum systems in the real quadrature form (2.5). Systems of this form will be the prototype for the interconnection of components in the quantum control system. Let us now describe the plant and controller models and the closed-loop system formed by the plant and controller.

Plants are taken to be linear quantum systems of the following form,

$$
\begin{align*}
d x(t)= & A x(t) d t+\left[\begin{array}{lll}
B_{0} & B_{1} & B_{2}
\end{array}\right]\left[\begin{array}{ll}
d v(t)^{\top} d w(t)^{\top} d u(t)^{\top}
\end{array}\right]^{\top} ; \\
& x(0)=x_{0}, \\
d z(t)= & C_{1} x(t) d t+D_{12} d u(t), \\
d y(t)= & C_{2} x(t) d t+\left[\begin{array}{ll}
D_{20} & D_{21} \\
0_{2 n_{y} \times 2 n_{u}}
\end{array}\right] \\
& \times\left[\begin{array}{ll}
d v(t)^{\top} d w(t)^{\top} d u(t)^{\top}
\end{array}\right]^{\top} . \tag{5.61}
\end{align*}
$$

Here, $x_{0}$ is a vector of the position and momentum operator pairs of the single-mode oscillators forming the plant. The input $w(t)$ represents a disturbance signal of the form (5.55). The signal $u(t)$ is a control input of the form

$$
\begin{equation*}
d u(t)=\beta_{u}(t) d t+d \tilde{u}(t), \tag{5.62}
\end{equation*}
$$

where $\tilde{u}(t)$ is the noise part of $u(t)$, and $\beta_{u}(t)$ is a vector of adapted, self-adjoint processes. Also, $d v(t)$ represents any additional quantum noise inputs that may enter the plant. The vectors $v(t), \tilde{w}(t)$, and $\tilde{u}(t)$ are quantum noises with Itō matrices $F_{v}$, $F_{\tilde{w}}$, and $F_{\tilde{u}}$ which are all non-negative Hermitian (see Remark 5.1).

Controllers are taken to be linear quantum systems of the form

$$
\begin{align*}
& d x_{K}(t)=A_{K} x_{K}(t) d t+\left[\begin{array}{ll}
B_{K 1} & B_{K}
\end{array}\right]\left[d v_{K}(t)^{\top} d y(t)^{\top}\right]^{\top} ; \\
& x_{K}(0)=x_{K, 0}, \\
& d u(t)=C_{K} x_{K}(t) d t+\left[\begin{array}{ll}
B_{K 0} & \left.0_{2 n_{u} \times 2 n_{y}}\right]\left[d v_{K}(t)^{\top} d y(t)^{\top}\right]^{\top}, ~
\end{array}\right. \tag{5.63}
\end{align*}
$$

where $x_{K}(t)=\left[x_{K 1}(t) \ldots x_{K n_{K}}(t)\right]^{\top}$ is a vector of self-adjoint controller variables. The vector $v_{K}(t)=\left[v_{K 1}(t) \ldots v_{K K_{v}}(t)\right]^{\top}$ is a quantum noise vector consisting of non-commutative Wiener processes in the vacuum state, and $x_{K, 0}$ is a vector of the position and momentum operator pairs of the single-mode oscillators forming the controller.

The closed-loop system can be formed by making the identification $\beta_{u}(t)=$ $C_{K} x_{K}(t)$ and interconnecting (5.61) and (5.63) to give

$$
\begin{align*}
& d \tilde{x}(t)=\left[\begin{array}{ll}
A & B_{2} C_{K} \\
B_{K} C_{2} & A_{K}
\end{array}\right] \tilde{x}(t) d t+ \\
& {\left[\begin{array}{ll}
B_{0} & B_{2} B_{K 0} \\
B_{K} D_{20} & B_{K 1}
\end{array}\right]\left[\begin{array}{l}
d v(t) \\
d v_{K}(t)
\end{array}\right]+\left[\begin{array}{l}
B_{1} \\
B_{K} D_{21}
\end{array}\right] d w(t),} \\
& d z(t)=\left[\begin{array}{ll}
C_{1} & D_{12} C_{K}
\end{array}\right] \tilde{x}(t) d t+\left[\begin{array}{ll}
0 & D_{12} B_{K 0}
\end{array}\right]\left[\begin{array}{l}
d v(t) \\
d v_{K}(t)
\end{array}\right], \tag{5.64}
\end{align*}
$$

where $\tilde{x}(t)=\left[x(t)^{\top} x_{K}(t)^{\top}\right]^{\top}$. We can write the closed-loop system in the form

$$
\begin{align*}
d \tilde{x}(t) & =\tilde{A} \tilde{x}(t) d t+\tilde{B} d w(t)+\tilde{G} d \tilde{v}(t) \\
& =\tilde{A} \tilde{x}(t) d t+\left[\begin{array}{cc}
\tilde{B} & \tilde{G}
\end{array}\right]\left[\begin{array}{l}
d w(t) \\
d \tilde{v}(t)
\end{array}\right], \\
d z(t) & =\tilde{C} \tilde{x}(t) d t+\tilde{H} d \tilde{v}(t) \\
& =\tilde{C} \tilde{x}(t) d t+\left[\begin{array}{ll}
0 & \tilde{H}
\end{array}\right]\left[\begin{array}{l}
d w(t) \\
d \tilde{v}(t)
\end{array}\right], \tag{5.65}
\end{align*}
$$

where

$$
\begin{aligned}
& \tilde{v}(t)=\left[\begin{array}{l}
v(t) \\
v_{K}(t)
\end{array}\right] ; \tilde{A}=\left[\begin{array}{ll}
A & B_{2} C_{K} \\
B_{K} C_{2} & A_{K}
\end{array}\right] ; \tilde{B}=\left[\begin{array}{l}
B_{1} \\
B_{K} D_{21}
\end{array}\right] ; \\
& \tilde{G}=\left[\begin{array}{ll}
B_{0} & B_{2} B_{K 0} \\
B_{K} D_{20} & B_{K 1}
\end{array}\right] ; \tilde{C}=\left[\begin{array}{ll}
C_{1} & D_{12} C_{K}
\end{array}\right] ; \tilde{H}=\left[\begin{array}{ll}
0 & D_{12} B_{K 0}
\end{array}\right] .
\end{aligned}
$$

The closed-loop system (5.65) is therefore a linear quantum system of the quadrature form (2.5).

### 5.3.2.2 $\quad H^{\infty}$ Control Objective

In the $H^{\infty}$ controller synthesis problem, we have a disturbance attenuation parameter $g>0$ as a design parameter that represents the minimum accepted attenuation of the disturbance signal $\beta_{w}$ in the performance variable $z(t)$, in a sense that will be defined below. Typically, it is desired that the parameter $g$ be as small as possible. Given this parameter, the goal of $H^{\infty}$ controller synthesis is to find a controller (5.63) such that the closed-loop system (5.65) satisfies:

$$
\begin{align*}
& \int_{0}^{t}\left\langle\beta_{z}(s)^{\top} \beta_{z}(s)+\epsilon \tilde{x}(s)^{\top} \tilde{x}(s)\right\rangle d s \\
& \quad \leq\left(g^{2}-\epsilon\right) \int_{0}^{t}\left\langle\beta_{w}(s)^{\top} \beta_{w}(s)\right\rangle d s+\mu_{1}+\mu_{2} t, \forall t>0 \tag{5.66}
\end{align*}
$$

for some real constants $\epsilon, \mu_{1}, \mu_{2}>0$. Here $\beta_{z}(t)=\tilde{C} \eta(t)$ is the $d t$ component of the performance variable $z(t)$ in the closed-loop system (5.65). The design criteria can
be interpreted as the controller bounding the "energy" transfer from the disturbance signal $\beta_{w}(t)$ to the error signal $\beta_{z}(t)$ as a component of $z(t)$.

The closed-loop system (5.65) will meet the objective (5.66) if it is designed to be strictly bounded real with disturbance attenuation $g$. This follows directly from Definition 5.2. According that definition, (5.65) will be strictly bounded real with disturbance attenuation $g$ if and only if there exists a real positive definite symmetric matrix $X$ and a constant $\lambda>0$ such that

$$
\begin{align*}
& \left\langle\tilde{x}(t)^{\top} X \tilde{x}(t)\right\rangle+\int_{0}^{t}\left\langle\beta_{z}(s)^{\top} \beta_{z}(s)-g^{2} \beta_{w}(s)^{\top} \beta_{w}(s)+\epsilon \tilde{x}(s)^{\top} \tilde{x}(s)\right. \\
& \left.\quad+\epsilon \beta_{w}(s)^{\top} \beta_{w}(s)\right\rangle d s \leq\left\langle\tilde{x}(0)^{\top} X \tilde{x}(0)\right\rangle+\lambda t, \quad \forall t>0 \tag{5.67}
\end{align*}
$$

Inequality (5.66) now follows with $\mu_{1}=\left\langle\tilde{x}(0)^{\top} X \tilde{x}(0)\right\rangle$ and $\mu_{2}=\lambda$.
In the following, we will give necessary and sufficient conditions for the existence of a controller achieving the $H^{\infty}$ control objective (5.66) for a given $g$. Explicit formulas for the controller matrices $A_{K}, B_{K}$, and $C_{K}$ will be obtained. These results mirror the corresponding well-known results for classical linear systems as given in, e.g., [30, 31].

### 5.3.2.3 Necessary and Sufficient Conditions

In order to establish necessary and sufficient conditions for the existence of an $H^{\infty}$ controller, we need to impose some assumptions on the plant (5.61). They are the following.

## Assumption 5.1

1. $D_{12}^{\top} D_{12}=E_{1}>0$.
2. $D_{21} D_{21}^{\top}=E_{2}>0$.
3. The matrix $\left[\begin{array}{ll}A-j \omega I & B_{2} \\ C_{1} & D_{12}\end{array}\right]$ is full rank for all $\omega \geq 0$.
4. The matrix $\left[\begin{array}{ll}A-j \omega I & B_{1} \\ C_{2} & D_{21}\end{array}\right]$ is full rank for all $\omega \geq 0$.

The results will be stated in terms of the following pair of algebraic Riccati equations:

$$
\begin{align*}
& \left(A-B_{2} E_{1}^{-1} D_{12}^{\top} C_{1}\right)^{\top} X+X\left(A-B_{2} E_{1}^{-1} D_{12}^{\top} C_{1}\right) \\
& +X\left(B_{1} B_{1}^{\top}-g^{2} B_{2} E_{1}^{-1} B_{2}^{\prime}\right) X \\
& +g^{-2} C_{1}^{\top}\left(I-D_{12} E_{1}^{-1} D_{12}^{\top}\right) C_{1}=0 ;  \tag{5.68}\\
& \left(A-B_{1} D_{21}^{\top} E_{2}^{-1} C_{2}\right) Y+Y\left(A-B_{1} D_{21}^{\top} E_{2}^{-1} C_{2}\right) \\
& +Y\left(g^{-2} C_{1}^{\top} C_{1}-C_{2}^{\top} E_{2}^{-1} C_{2}\right) Y \\
& +B_{1}\left(I-D_{21}^{\top} E_{2}^{-1} D_{21}\right) B_{1}^{\top}=0 \text {. } \tag{5.69}
\end{align*}
$$

We assume that the solutions to these Riccati equations satisfy the following.

## Assumption 5.2

(i) $A-B_{2} E_{1}^{-1} D_{12}^{\top} C_{1}+\left(B_{1} B_{1}^{\top}-g^{2} B_{2} E_{1}^{-1} B_{2}^{\prime}\right) X$ is a stability matrix.
(ii) $A-B_{1} D_{21}^{\top} E_{2}^{-1} C_{2}+Y\left(g^{-2} C_{1}^{\top} C_{1}-C_{2}^{\top} E_{2}^{-1} C_{2}\right)$ is a stability matrix.
(iii) The matrix $X Y$ has a spectral radius strictly less than one.

We are now ready to state the main result on $H^{\infty}$ controller synthesis.
Theorem 5.3 Necessity. Consider the system (5.61) and suppose that Assumption 5.1 is satisfied. If there exists a controller of the form (5.63) such that the resulting closed-loop system (5.65) is strictly bounded real with disturbance attenuation $g$, then the Riccati equations (5.68) and (5.69) will have stabilizing solutions $X \geq 0$ and $Y \geq 0$ satisfying Assumption 5.2.

Sufficiency. Suppose the Riccati equations (5.68) and (5.69) have stabilizing solutions $X \geq 0$ and $Y \geq 0$ satisfying Assumption 5.2. If the controller (6.53) is such that the matrices $A_{K}, B_{K}, C_{K}$ are constructed as

$$
\begin{align*}
A_{K} & =A+B_{2} C_{K}-B_{K} C_{2}+\left(B_{1}-B_{K} D_{21}\right) B_{1}^{\top} X \\
B_{K} & =(I-Y X)^{-1}\left(Y C_{2}^{\top}+B_{1} D_{21}^{\top}\right) E_{2}^{-1} \\
C_{K} & =-E_{1}^{-1}\left(g^{2} B_{2}^{\top} X+D_{12}^{\top} C_{1}\right) \tag{5.70}
\end{align*}
$$

then the resulting closed-loop system (5.65) will be strictly bounded real with disturbance attenuation $g$. Also the constant $\lambda \geq 0$ in Definition 5.1 can be chosen as in (5.59), $\lambda=\lambda_{0}$ with $B, G, F$ replaced by the corresponding matrices of the closed-loop system.

Proof Using the Strict Bounded Real Lemma Corollary 5.3, the theorem follows directly from the corresponding classical $H^{\infty}$ result; e.g., see [10, 31, 41].

Notice that Theorem 5.3 does not specify the remaining controller matrices $B_{K 0}$, $B_{K 1}$, and the noise vector $v_{K}$. This is because they are free as far as the $H^{\infty}$ objective is concerned. However, they will play a role when considering physical realizability of the resulting controllers.

### 5.3.2.4 Physical Realization of Controllers

The matrices $A_{K}, B_{K}$, and $C_{K}$ resulting from the $H^{\infty}$ controller synthesis of Theorem 5.3 do not in general define or completely specify a physically realizable linear quantum system. Fortunately, due to the freedom of choosing $B_{K 0}, B_{K 1}$, and adding the noise $v_{K}$ without affecting the $H^{\infty}$ control objective, it will be shown in the next theorem that we can always choose these remaining matrices to yield a physically realizable $H^{\infty}$ controller.

Theorem 5.4 Assume $F_{y}=D_{20} F_{v} D_{20}^{\top}+D_{21} F_{w} D_{21}^{\top}$ is canonical (Remark 5.1). Let $\left\{A_{K}, B_{K}, C_{K}\right\}$ be an arbitrary triple (such as given by (5.70)). Then, there exists controller parameters $B_{K 0}, B_{K 1}$, and the controller noise $v_{K}$ such that the controller (5.63) is physically realizable.

The theorem follows directly from the next lemma.
Lemma 5.2 Let $F_{y}$ be canonical and $\left\{A_{K}, B_{K}, C_{K}\right\}$ be such that $A_{K} \in \mathbb{R}^{2 n_{K} \times 2 n_{K}}$, $B_{K} \in \mathbb{R}^{2 n_{K} \times 2 n_{y}}$, and $C_{K} \in \mathbb{R}^{2 n_{u} \times 2 n_{K}}$. Then, there exist an integer $n_{v_{K}} \geq n_{u}$ and $B_{K 1} \in \mathbb{R}^{2 n_{K} \times 2 n_{v_{K}}}$ such that the system (5.63) is physically realizable with (taking K to be the coupling matrix in the coupling operator $L$ )

$$
\begin{align*}
& B_{K 0}=\left[\begin{array}{ll}
I_{2 n_{u}} & 0_{2 n_{u} \times 2\left(n_{v_{K}}-n_{u}\right)}
\end{array}\right], \\
& R=1 / 2\left(Z+Z^{\top}\right),  \tag{5.71}\\
& B_{K 1}=\left[\begin{array}{ll}
B_{K 1,1} & B_{K 1,2}
\end{array}\right],  \tag{5.72}\\
& \mathrm{K}=\left[\frac{1}{2} C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{c}
I \\
l I
\end{array}\right] \mathrm{K}_{b 1}^{\top} \mathrm{K}_{b 2}^{\top}\right]^{\top},  \tag{5.73}\\
& B_{K 1,1}=\mathbb{J}_{n_{K}} C_{K}^{\top} \mathbb{J}_{n_{u}},  \tag{5.74}\\
& \mathrm{~K}_{b 2}=-l\left[\begin{array}{ll}
I_{n_{y} \times n_{y}} & 0_{n_{y} \times n_{y}}
\end{array}\right] P_{n_{y}}\left(I_{2 n_{y}} \otimes M\right) B_{K}^{\top} \mathbb{J}_{n_{K}},  \tag{5.75}\\
& B_{K 1,2}=2 \imath \mathbb{J}_{n_{K}}\left[-\mathrm{K}_{b 1}^{*} \mathrm{~K}_{b 1}^{\top}\right] P_{n_{v_{K}}-n_{u}} \operatorname{diag}_{n_{v_{K}}-n_{u}}(M), \tag{5.76}
\end{align*}
$$

where $Z=-\frac{1}{2} \mathbb{J}_{n_{K}} A_{K}$ and $n_{v_{K}} \geq n_{u}+1, P_{m}$ is a permutation matrix as defined in Sect.2.3.2, and

$$
M=1 / 2\left[\begin{array}{cc}
1 & \imath \\
1 & -l
\end{array}\right]
$$

Here, $\mathrm{K}_{b 1}$ is any complex $\left(n_{v_{K}}-n_{u}\right) \times 2 n_{K}$ matrix such that

$$
\begin{align*}
\mathrm{K}_{b 1}^{*} \mathrm{~K}_{b 1}= & W+\iota\left(1 / 2\left(Z-Z^{\top}\right)\right. \\
& \left.-1 / 4 C_{K}^{\top} P_{N_{u}}^{\top}\left[\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right] P_{n_{u}} C_{K}-\Im\left(\mathrm{K}_{b 2}^{*} \mathrm{~K}_{b 2}\right)\right), \tag{5.77}
\end{align*}
$$

where $W$ is any real symmetric $2 n_{K} \times 2 n_{K}$ matrix such that the right-hand side of (5.77) is non-negative definite.

The proof of Lemma 5.2 is given in the appendix, Sect. 5.4.
Remark 5.2 Note that for (5.63) and (5.61) to be compatible, it is required that the Itō matrices of $u$ and $v_{K}$ satisfy the condition

$$
\begin{equation*}
F_{u}=B_{K 0} F_{v_{K}} B_{K 0}^{\top} \tag{5.78}
\end{equation*}
$$

### 5.3.2.5 Robust Stability

We will now develop further results that show how the $H^{\infty}$ synthesis results of Sect.5.3.2 can be used to guarantee stability robustness in the presence of real parameter uncertainties. We assume that the true closed-loop quantum system corresponding to the system (5.65) is of the form

$$
\begin{equation*}
d \tilde{x}(t)=\bar{A} \tilde{x}(t) d t+\tilde{G} d \tilde{v}(t) \tag{5.79}
\end{equation*}
$$

where $\bar{A}=\tilde{A}+\tilde{B} \Delta \tilde{C}$, and $\Delta$ is a constant but unknown uncertainty matrix satisfying

$$
\begin{equation*}
\Delta^{\top} \Delta \leq \frac{1}{g^{2}} I \tag{5.80}
\end{equation*}
$$

The stability robustness will be a consequence of the fact that the $H^{\infty}$ control design leads to a closed-loop quantum system which is strictly bounded real with disturbance attenuation $g$. We start with the following definition.

Definition 5.3 The closed-loop quantum system (5.79) is said to be mean square stable if there exists a real positive definite matrix $X>0$ and a constant $\lambda>0$ such that

$$
\left\langle\tilde{x}(t)^{\top} X \tilde{x}(t)\right\rangle+\int_{0}^{t}\left\langle\tilde{x}(s)^{\top} \tilde{x}(s)\right\rangle d s \leq\left\langle\tilde{x}(0)^{\top} X \tilde{x}(0)\right\rangle+\lambda t \quad \forall t>0
$$

for all Gaussian initial states $\rho$ of the plant and controller.
The next lemma and theorem connect the robust stability of the above system to its $H^{\infty}$ properties. The proofs for these results can be found in the appendix.

Lemma 5.3 The quantum system (5.79) is mean square stable if and only if the matrix $\bar{A}$ is a stable matrix.

Proof We first observe that the system (5.79) is mean square stable if and only if it is dissipative with a supply rate defined by the matrix $\mathrm{R}=\operatorname{diag}(I, 0)$. It follows from Theorem 5.2 that the system (5.79) is mean square stable if and only if there exists a real positive definite symmetric matrix $X$ such that $\bar{A}^{\top} X+X \bar{A}+I \leq 0$. Hence, using a standard Lyapunov result (e.g., see [10]), it follows that the system (5.79) is mean square stable if and only if the matrix $\bar{A}$ is asymptotically stable.

Theorem 5.5 If the closed-loop quantum system (5.65) is strictly bounded real with disturbance attenuation $g$, then the true closed loop system (5.79) is mean square stable for all $\Delta$ satisfying (5.80).

Proof It follows from Corollary 5.3 that the closed-loop quantum system (5.65) is strictly bounded real with disturbance attenuation $g$, then $\tilde{A}$ is a stable matrix and $\left\|\tilde{C}(s I-\tilde{A})^{-1} \tilde{B}+\tilde{D}\right\|_{\infty}<g$. From this, it follows using the standard small gain
theorem (e.g., see Theorem 9.1 on page 212 of [10]) that the matrix $\bar{A}=\tilde{A}+\tilde{B} \Delta \tilde{C}$ is stable for all $\Delta$ satisfying (5.80). Hence using Lemma 5.3, it follows that the true closed-loop system (5.79) is mean square stable for all $\Delta$ satisfying (5.80).

### 5.3.3 $\quad H^{\infty}$ Synthesis in Quantum Optics

We will now illustrate some $H^{\infty}$ controller designs for a quantum optical plant in the form of an optical cavity. The type of control discussed in the first example has been experimentally demonstrated in [42] in bulk quantum optics and in [43] in silicon photonics, in the context of broadband attenuation of a coherent light that is injected into one port of an optical cavity at the output of another port of the cavity.

### 5.3.3.1 Quantum Controller Synthesis

The plant that will be considered is an optical cavity which is coupled to three optical inputs $v, w$, and $u$, as shown in Fig. 5.4. As our control objective, we wish to attenuate the effect of the signal $w$ as a disturbance input to the system on the output $z$. In physical terms, this means to dim the light emerging from $z$ resulting from light shone in at $w$ across a broad range of frequencies. Thus, most of the optical power in $w$ will be redirected to output fields other than $z$; again, see [42, 43] for the details of some physical realizations of this example.

Fig. 5.4 An optical cavity (plant). Reprinted, with permission, from [34] © 2008 IEEE


The dynamics of this optical cavity system is given in the complex mode form by:

$$
\begin{align*}
& d a(t)=- \frac{\gamma}{2} a(t) d t-\sqrt{\kappa_{1}} d \mathcal{A}_{1}(t)-\sqrt{\kappa_{2}} d \mathcal{A}_{2}(t) \sqrt{\kappa_{3}} d \mathcal{A}_{3}(t) ; \\
& a(0)=a, \\
& d a^{*}(t)=- \frac{\gamma}{2} a^{*}(t) d t-\sqrt{\kappa_{1}} d \mathcal{A}_{1}^{*}(t)-\sqrt{\kappa_{2}} d \mathcal{A}_{2}^{*}(t)-\sqrt{\kappa_{3}} d \mathcal{A}_{3}^{*}(t) ; \\
& a^{*}(0)=a^{*},\left(\gamma=\kappa_{1}+\kappa_{2}+\kappa_{3}\right), \\
& d \mathcal{Y}_{3}(t)=\sqrt{\kappa_{3}} a(t) d t+d \mathcal{A}_{3}(t), \\
& d \mathcal{Y}_{2}(t)=\sqrt{\kappa_{2}} a(t) d t+d \mathcal{A}_{2}(t), \tag{5.81}
\end{align*}
$$

where $\mathcal{A}_{1}(t), \mathcal{A}_{2}(t)$, and $\mathcal{A}_{3}(t)$ are, respectively, the annihilation processes of the input fields in channels $v, w$, and $u$ (with $v$ and $u$ in the vacuum state, and $w$ in a coherent state), while $\mathcal{Y}_{3}(t)$ and $\mathcal{Y}_{2}(t)$ are, respectively, the output fields of channels $u$ and $w$.

Let us introduce the following quadrature components of (5.81), $x_{1}(t)=q(t)=$ $a(t)+a^{*}(t), x_{2}(t)=p(t)=\left(a(t)-a^{*}(t) / l, v(t)=\left(v_{1}(t)=\mathcal{A}_{1}(t)+\right.\right.$ $\left.\mathcal{A}_{1}^{*}(t), v_{2}(t)=\left(\mathcal{A}_{1}(t)-\mathcal{A}_{1}^{*}(t)\right) / l\right)^{\top}, w(t)=\left(w_{1}(t)=\mathcal{A}_{2}(t)+\mathcal{A}_{2}^{*}(t), w_{2}(t)=\right.$ $\left.\left(\mathcal{A}_{2}(t)-\mathcal{A}_{2}^{*}(t)\right) / \iota\right)^{\top}, u(t)=\left(u_{1}(t)=\mathcal{A}_{3}(t)+\mathcal{A}_{3}^{*}(t), u_{2}(t)=\left(\mathcal{A}_{3}(t)-\mathcal{A}_{3}^{*}(t)\right) / l\right)^{\top}$, $z(t)=\left(z_{1}(t)=\mathcal{Y}_{3}(t)+\mathcal{Y}_{3}^{*}(t), z_{2}(t)=\left(\mathcal{Y}_{3}(t)-\mathcal{Y}_{3}^{*}(t)\right) / l\right)^{\top}$ and $y(t)=\left(y_{1}(t)=\right.$ $\left.\mathcal{Y}_{2}(t)+\mathcal{Y}_{2}^{*}(t), y_{2}(t)=\left(\mathcal{Y}_{2}(t)-\mathcal{Y}_{2}^{*}(t)\right) / s\right)^{\top}$. This leads to the quadrature form (5.61) with the following system matrices:

$$
\begin{aligned}
& A=-\frac{\gamma}{2} I ; \quad B_{0}=-\sqrt{\kappa_{1}} I ; \quad B_{1}=-\sqrt{\kappa_{2}} I ; \quad B_{2}=-\sqrt{\kappa_{3}} I ; \\
& C_{1}=\sqrt{\kappa_{3}} I ; \quad D_{12}=I ; \quad C_{2}=\sqrt{\kappa_{2}} I ; \quad D_{21}=I .
\end{aligned}
$$

In this example, suppose that the coupling coefficients of the cavity are $\kappa_{1}=2.6$, $\kappa_{2}=\kappa_{3}=0.2$, so that the total cavity decay rate is $\kappa=\kappa_{1}+\kappa_{2}+\kappa_{3}=3$. Setting $g=0.1$, the Riccati equations (5.68) and (5.69) were found to have stabilizing solutions satisfying Assumption 5.2 given by $X=Y=0_{2 \times 2}$. If a controller of the form (6.53) is employed with matrices $A_{K}, B_{K}, C_{K}$ determined as in (5.70), then following Theorem 5.2 the resulting closed-loop system will be strictly bounded real with disturbance attenuation $g$. In this instance, the matrices are given by

$$
A_{K}=-1.1 I, B_{K}=-0.447 I, C_{K}=-0.447 I .
$$

From the resulting controller matrices, it can be seen that (6.53) can be realized as another optical cavity with annihilation operator $a_{K}$ (with quadratures $x_{K 1}=q_{K}=$ $\left.a_{K}+a_{K}^{*}, x_{K 2}=p_{K}=\left(a_{K}-a_{K}^{*}\right) / \iota, x_{K}=\left(q_{K}, p_{K}\right)^{\top}\right)$, connected at the output to a $180^{\circ}$ phase shifter. The cavity realizing the controller has coupling coefficients $\kappa_{K 1}=0.2, \kappa_{K 2}=1.8, \kappa_{K 3}=0.2$, and $\kappa_{K}=2.2$. For suitable choices of the matrices $B_{K 0}$ and $B_{K 1}$, the $H^{\infty}$ controller takes the quadrature form:

$$
\begin{aligned}
d x_{K}(t) & =A_{K} x_{K}(t) d t+\left[\begin{array}{ll}
B_{K 1} & B_{K}
\end{array}\right]\left[\begin{array}{ll}
d v_{K}^{\top} d y^{\top}
\end{array}\right]^{\top} \\
d \tilde{u}(t) & =-C_{K} \xi(t) d t+\left[\begin{array}{ll}
I_{2} & 0_{2 \times 4}
\end{array}\right]\left[\begin{array}{ll}
d v_{K}^{\top} d y^{\top}
\end{array}\right]^{\top}
\end{aligned}
$$

Fig. 5.5 An optical cavity quantum realization of the controller for the plant shown in Fig. 5.4. Reprinted, with permission, from [34] © 2008 IEEE

where $v_{K}(t)=\left(v_{K 11}(t), v_{K 12}(t), v_{K 21}(t), v_{K 22}(t)\right)^{\top}$ are the quadratures of two distinct quantum noises, $B_{K 1}=[-0.447 I-1.342 I]$, and $\tilde{u}(t)$ is the output of the cavity. Note that $B_{K 1}$ (whose choice does not affect the $H^{\infty}$ performance) has been specifically chosen so that this controller can be realized as another optical cavity. The output of the controller is $u(t)$, given by $u(t)=K_{s} \tilde{u}(t)$, where $K_{s}=-I_{2}$. Here, $K_{s}$ models the $180^{\circ}$ phase shift at the cavity output. Thus, the controller is of the form (5.63) with $B_{K 0}=[-I 0]$ and $B_{K 1}$ as given above. This controller is illustrated in Fig. 5.5.

### 5.3.3.2 Robust Stability in Quantum Optics

To illustrate the application of $H^{\infty}$ controller synthesis for stability robustness, we modify the previous example by allowing for uncertainty in the value of the coupling coefficient to the input $v$. That is, we assume the actual value of the coupling coefficient is $\kappa_{1}+\delta$, where $\delta$ is an unknown parameter modeling the uncertainty. For this modified example, the equations (5.61) describing the optical cavity now have matrices

$$
\begin{align*}
& A=-\frac{\gamma+\delta}{2} I ; \quad B_{0}=\sqrt{\kappa_{1}+\delta} I ; \quad B_{1}=-\sqrt{\kappa_{2}} I ; \\
& B_{2}=-\sqrt{\kappa_{3}} I ; \quad C_{1}=\sqrt{\kappa_{3}} I ; \quad D_{12}=I ; \\
& C_{2}=\sqrt{\kappa_{2}} I ; \quad D_{21}=I . \tag{5.82}
\end{align*}
$$

We first derive an upper bound of the uncertainty in the matrix $A$. To do this, we assume that the uncertainly $\delta$ is bounded in magnitude, $|\delta|<\mu$ for some known positive constant $\mu$. Then for any non-singular matrix $S$, we have that $-\frac{\delta}{2} I=\tilde{B}_{1} \Delta \tilde{C}_{1}$ where $\tilde{B}_{1}=\frac{\mu}{2} S, \tilde{C}_{1}=S^{-1}$ and $\Delta=-\frac{\delta}{\mu} I$ satisfies $\Delta^{\top} \Delta \leq I$. Consider a family of systems of the form (5.61) with system matrices

$$
\begin{align*}
& A=-\frac{\gamma}{2} I+\tilde{B}_{1} \Delta \tilde{C}_{1} ; \quad B_{0}=\sqrt{\kappa_{1}+\delta} I \\
& B_{1}=-\sqrt{\kappa_{2}} I ; \quad B_{2}=-\sqrt{\kappa_{3}} I ; \quad C_{1}=\sqrt{\kappa_{3}} I \\
& C_{2}=\sqrt{\kappa_{2}} I ; \quad D_{12}=I ; \quad D_{21}=I \tag{5.83}
\end{align*}
$$

with $\Delta^{\top} \Delta \leq I$. This family of systems includes the true system as a member.
In order to apply the $H^{\infty}$ theory together with the results of Sect. 5.3.2.5 to this example, we consider a related $H^{\infty}$ problem defined by a system of the form (5.61) with

$$
\begin{align*}
& A=-\frac{\gamma}{2} I ; \quad B_{0}=\sqrt{\kappa_{1}+\delta} I ; \quad B_{10}=-\sqrt{\kappa_{2}} I \\
& B_{1}=\left[\begin{array}{cc}
B_{10} & \tilde{B}_{1}
\end{array}\right] ; \quad B_{2}=-\sqrt{\kappa_{3}} I ; \quad C_{10}=\sqrt{\kappa_{3}} I \\
& C_{1}=\left[\begin{array}{c}
C_{10} \\
g \tilde{C}_{1}
\end{array}\right] ; \quad D_{120}=I ; \quad D_{12}=\left[\begin{array}{c}
D_{120} \\
0
\end{array}\right] ; \\
& C_{2}=\sqrt{\kappa_{2}} I ; \quad D_{210}=I ; \quad D_{21}=\left[\begin{array}{c}
D_{210} \\
0
\end{array}\right] . \tag{5.84}
\end{align*}
$$

Here, $g$ is the disturbance attenuation parameter in the $H^{\infty}$ control problem to be considered. We note that $B_{0}$ depends on the unknown parameter $\delta$, but this quantity will not be involved in the calculation of the $H^{\infty}$ controller.

We set the parameter values for the nominal plant cavity to be the same as in the previous example, $\kappa_{1}=2.6, \kappa_{2}=\kappa_{3}=0.2$. Also, suppose that $\mu=0.1$. With a disturbance attenuation constant of $g=0.1$ and $S=1.5 I$, the Riccati equations (5.68) and (5.69) were found to have stabilizing solutions satisfying Assumption 5.2 given by $X=0.1733 I, Y=0.0022 I$. Thus, the corresponding controller matrices are as follows:

$$
\begin{equation*}
A_{K}=-1.0997 I, \quad B_{K}=-0.4464 I, C_{K}=-0.4464 I \tag{5.85}
\end{equation*}
$$

As in the previous example, the controller defined by the matrices (5.85) can be realized by another optical cavity. In this case, the controller parameters are $\kappa_{K 1}=$ $0.1993, \kappa_{K 2}=1.8008, \kappa_{K 3}=0.1993$, and $\gamma_{K}=2.1993$. The physical realization of the controller is analogous to the one shown in Fig. 5.5.

The resulting closed-loop system is of the form (5.65), with

$$
\begin{aligned}
& \tilde{A}=\left[\begin{array}{ll}
A & B_{2} C_{K} \\
B_{K} C_{2} & A_{K}
\end{array}\right] ; \\
& \tilde{B}=\left[\begin{array}{l}
B_{1} \\
B_{K} D_{21}
\end{array}\right]=\left[\begin{array}{ll}
B_{10} & \tilde{B}_{1} \\
B_{K} D_{210} & 0
\end{array}\right] ; \\
& \tilde{G}=\left[\begin{array}{ll}
B_{0} & B_{2} B_{K 0} \\
B_{K} D_{20} & B_{K 1}
\end{array}\right] ; \\
& \tilde{C}=\left[\begin{array}{ll}
C_{1} & D_{12} C_{K}
\end{array}\right]=\left[\begin{array}{ll}
C_{10} & D_{120} C_{K} \\
g \tilde{C}_{1} & 0
\end{array}\right] ; \\
& \tilde{D}=\left[\begin{array}{ll}
0 & D_{12} B_{K 0}
\end{array}\right],
\end{aligned}
$$

and, by Theorem 5.2, satisfies the strict bounded real condition with disturbance attenuation $g$. As a consequence of Corollary 5.3, we have that $\left\|\tilde{C}(s I-\tilde{A})^{-1} \tilde{B}\right\|_{\infty}<$ $g$, and find that

$$
\left\|\left[C_{10} D_{120} C_{K}\right](s I-\tilde{A})^{-1}\left[\begin{array}{l}
B_{10}  \tag{5.86}\\
B_{K} D_{210}
\end{array}\right]\right\|_{\infty}<g
$$

and

$$
\left\|\left[\begin{array}{ll}
\tilde{C}_{1} & 0
\end{array}\right](s I-\tilde{A})^{-1}\left[\begin{array}{c}
\tilde{B}_{1}  \tag{5.87}\\
0
\end{array}\right]\right\|_{\infty}<1
$$

By Corollary 5.3, (5.86) implies that the nominal closed-loop system is strictly bounded real with disturbance attenuation $g$, while (5.87) implies that the closed-loop system

$$
\begin{aligned}
& d \tilde{x}(t)=\left[\begin{array}{ll}
A & B_{2} C_{K} \\
B_{K} C_{2} & A_{K}
\end{array}\right] \tilde{x}(t) d t+ \\
& {\left[\begin{array}{ll}
B_{0} & B_{2} B_{K 0} \\
B_{K} D_{20} & B_{K 1}
\end{array}\right]\left[\begin{array}{l}
d v(t) \\
d v_{K}(t)
\end{array}\right]+\left[\begin{array}{l}
\tilde{B}_{1} \\
0
\end{array}\right] d w(t),} \\
& d z(t)=\left[\begin{array}{ll}
\tilde{C}_{1} & 0
\end{array}\right] \tilde{x}(t) d t,
\end{aligned}
$$

is strictly bounded real with unity disturbance attenuation. Therefore, by Theorem 5.5, we conclude that the closed-loop uncertain system

$$
\begin{aligned}
d \tilde{x}(t)= & {\left[\begin{array}{ll}
A+\tilde{B}_{1} \Delta \tilde{C}_{1} & B_{2} C_{K} \\
B_{K} C_{2} & A_{K}
\end{array}\right] \tilde{x}(t) d t+} \\
& {\left[\begin{array}{ll}
B_{0} & B_{2} B_{K 0} \\
B_{K} D_{20} & B_{K 1}
\end{array}\right]\left[\begin{array}{l}
d v(t) \\
d v_{K}(t)
\end{array}\right], }
\end{aligned}
$$

is mean square stable for all matrices $\Delta$ such that $\Delta^{\top} \Delta \leq I$. Hence, the true closedloop system must also be mean square stable. Furthermore, for this example, it is
also possible to verify that the true closed-loop system must in fact also be strictly bounded real with disturbance attenuation $g$.

### 5.4 Further Reading

The exposition of $H^{\infty}$ control for linear quantum systems in this chapter has been limited to coherent feedback controllers in the form of linear quantum systems. However, the original treatment in [34], on which the exposition here is based, was quite general allowing for linear classical and mixed quantum-classical $H^{\infty}$ controllers. The notion of physical realizability for systems with mixed quantum-classical dynamics and the associated conditions were introduced in [34, 44], based on the notion of a fully quantum augmentation of mixed quantum-classical linear systems, and developed further in [45-47]. Application of the theory to the construction of quantum optical realizations of classical linear stochastic systems was developed in [48].

The $H^{\infty}$ controller design allowed for some free parameters that can be used to yield physically realizable controllers. However, this may entail adding additional noise channels to satisfy the physical realizability constraints, which is undesirable and needs to be minimized. The minimal number of additional quantum noise channels that are required to make a linear quantum controller physically realizable for any triplet ( $A_{K}, B_{K}, C_{K}$ ) has been investigated in $[49,50]$, where the minimal number can be characterized in terms of rank of a certain matrix that depends upon $\left(A_{K}, B_{K}, C_{K}\right)$.

## Appendices

## Appendix A: Proof of Theorem 5.2

The proof of Theorem 5.2 will use the following lemma.
Lemma 5.4 Consider a real symmetric matrix $X$ and corresponding operatorvalued quadratic form $x^{\top} X x$ for the system (5.54). Then the following statements are equivalent:
(i) There exists a constant $\lambda \geq 0$ such that $\left\langle\rho, x^{\top} X x\right\rangle \leq \lambda$ for all Gaussian states $\rho$.
(ii) The matrix $X$ is negative semidefinite.

Proof $(i) \Rightarrow$ (ii). To establish this part of the lemma, consider a Gaussian state $\rho$ which has mean $\bar{x}$ and covariance matrix $Y=\left[\operatorname{Tr}\left(\rho x_{i} x_{j}\right)\right]$, with symmetrized covariance ${ }^{1 / 2}\left(Y+Y^{\top}\right) \geq 0$ and $Y-Y^{\top}=2 l \mathbb{J}_{n}$. Then, we can write

$$
\begin{align*}
\left\langle\rho, x^{\top} X x\right\rangle & =\sum_{i=1}^{n} \sum_{j=1}^{n} X_{i j}\left\langle\rho, x_{i} x_{j}\right\rangle \\
& =\sum_{i=1}^{n} \sum_{j=1}^{n} X_{i j}\left[Y_{i j}+\bar{x}_{i} \bar{x}_{j}\right] \\
& =\bar{x}^{T} X \bar{x}+\operatorname{Tr}[X Y] . \tag{5.88}
\end{align*}
$$

Now for any constant $\alpha>0$, consider the inequality of part (i) where $\rho$ is a Gaussian state with mean $\alpha \bar{x}$ and covariance matrix $Y$. Then, it follows from the bound $\left\langle\rho, x^{\top} X x\right\rangle \leq \lambda$ and (5.88) that $\alpha^{2} \bar{x}^{\top} X \bar{x}+\operatorname{Tr}[X Y] \leq \lambda$ for all $\alpha>0$. From this, it immediately follows that $\bar{x}^{\top} X \bar{x} \leq 0$. However, $\bar{x}$ can be chosen arbitrarily. Hence, we can conclude that condition (ii) of the lemma is satisfied.
(ii) $\Rightarrow(i)$. Suppose that the matrix $X$ is negative semidefinite and let $\rho$ be any Gaussian state and suppose that $\rho$ has mean $\bar{x}$ and covariance matrix $Y \geq 0$. Then, it follows from (5.88) that $\left\langle\rho, x^{\top} X x\right\rangle=\bar{x}^{\top} X \bar{x}+\operatorname{Tr}[X Y]$. However, $X \leq 0, Y+Y^{\top} \geq$ 0 , and $Y-Y^{\top}=2 l \mathbb{J}_{n}$ implies $\bar{x}^{\top} X \bar{x} \leq 0$, and $\operatorname{Tr}[X Y]=1 / 2 \operatorname{Tr}\left[X\left(Y+Y^{\top}\right)\right] \leq 0$. Hence, $\left\langle\rho, x^{\top} X x\right\rangle \leq 0$ and condition (ii) is satisfied with $\lambda=0$.
Proof of Theorem 5.2. Let the system be dissipative with $V(x)=x^{\top} X x$. By Itō's rule, the product table (5.60), and the quantum stochastic differential equation (5.54), we have

$$
\begin{align*}
d & d V(x(t))\rangle \\
= & \left\langle d x^{\top}(t) X x(t)+x^{\top}(t) X d x(t)+d x^{\top}(t) X d x(t)\right\rangle \\
= & \left\langle x^{\top}(t)\left(A^{\top} X+X A\right) x(t)+\beta_{w}^{\top}(t) B^{\top} X x(t)+\right. \\
& \left.x^{\top}(t) X B \beta_{w}(t)+\lambda_{0}\right\rangle d t, \tag{5.89}
\end{align*}
$$

where $\lambda_{0}$ is given by (5.59). We now note that $\langle V(x(t))\rangle=\left\langle\rho, E_{0}[V(x(t))]\right\rangle$, where $E_{t}(t \geq 0)$ denotes the conditional expectation map ${ }^{2}$ with respect to the vacuum state $|\Omega\rangle$ of the field (e.g., see [51, p. 215]), and $\rho$ is an initial Gaussian state of the system. Combining this with the integral of (5.89) and (5.56) we find that

$$
\begin{gathered}
\left\langle\rho, \int_{0}^{t} E_{0}\left[x^{\top}(s)\left(A^{\top} X+X A\right) x(s)+\beta_{w}^{\top}(s) B^{\top} X x(s)+\right.\right. \\
\left.x^{\top}(s) X B \beta_{w}(s)+\lambda_{0}+r\left(x(s), \beta_{w}(s)\right] d s\right\rangle \leq \lambda t
\end{gathered}
$$

Let $t \rightarrow 0$ to obtain

$$
\begin{aligned}
& \left\langle\rho, x^{\top}\left(A^{\top} X+X A\right) x+\beta_{w}^{\top} B^{\top} X+x^{\top} X B \beta_{w}+\lambda_{0}+\right. \\
& \left.\quad\left[x^{\top} \beta_{w}^{\top}\right] R\left[\begin{array}{c}
x \\
\beta_{w}
\end{array}\right]\right) \leq \lambda
\end{aligned}
$$

[^11]Here, $x$ and $\beta_{w}$ denote the initial conditions. An application of Lemma 5.4 implies (5.57). Also, (5.58) is a straightforward consequence of this inequality when $R$ is replaced by $\mathrm{R}+\epsilon I$ where $\epsilon>0$.

To establish the converse part of the theorem, we first assume that (5.57) is satisfied. Then with $V(x)=x^{\top} X x$, it follows from (5.89) that

$$
\langle V(x(t))\rangle-\langle V(x(0))\rangle+\int_{o}^{t}\left\langle r\left(x(s), \beta_{w}(s)\right)\right\rangle d s \leq \lambda_{0} t
$$

for all $t>0$ and all $\beta_{w}(t)$. Hence, inequality (5.56) is satisfied with $\lambda$ given by (5.59).

If matrix inequality (5.58) is satisfied, then it follows by similar reasoning that there exists an $\epsilon>0$ such that

$$
\begin{aligned}
& \langle V(x(t))\rangle-\langle V(x(0))\rangle+\int_{0}^{t}\left\langle r\left(x(s), \beta_{w}(s)\right)+\right. \\
& \left.\epsilon\left(x(s)^{\top} x(s)+\beta_{w}(s)^{\top} \beta_{w}(s)\right)\right\rangle d s \leq \lambda_{0} t
\end{aligned}
$$

Hence, inequality (5.56) is satisfied with $\lambda=\lambda_{0}$ given by (5.59) and with R replaced by $\mathrm{R}+\epsilon I$.

## Appendix B: Proof of Lemma 5.2

The proof of Lemma 5.2 will use the following lemma.
Lemma 5.5 If $S$ is a Hermitian matrix, then there is a real constant $\alpha_{0}$ such that $\alpha I+S \geq 0$ for all $\alpha \geq \alpha_{0}$.

Proof Since $S$ is Hermitian, it has real eigenvalues and is diagonalizable. Hence, $S=V^{*} E V$ for some real diagonal matrix $E$ and orthogonal matrix $V$. Now let $\alpha_{0}=-\lambda$, where $\lambda$ is the smallest eigenvalue of $S$. The result follows since $\alpha I+S=$ $V^{*}(\alpha I+E) V$ while $\alpha I+E \geq 0$ for all $\alpha \geq \alpha_{0}$.

Proof of Lemma 5.2. The main idea is to explicitly construct matrices $R \in \mathbb{R}^{2 n_{K} \times 2 n_{K}}$, $\mathrm{K} \in \mathbb{C}^{\left(n_{v_{K}}+n_{y}\right) \times 2 n_{K}}, B_{K 1} \in \mathbb{R}^{2 n_{K} \times 2 n_{v_{K}}}$, and $B_{K 0} \in \mathbb{R}^{2 n_{u} \times 2 n_{v_{K}}}$, with $n_{v_{K}} \geq n_{u}$, such that (see Chap. 2)

$$
\begin{align*}
& A_{K}=2 \mathbb{J}_{n_{K}}\left(R+\Im\left\{\mathrm{K}^{*} \mathrm{~K}\right\}\right),  \tag{5.90}\\
& {\left[\begin{array}{ll}
B_{K 1} & B_{K}
\end{array}\right]=2 l \mathbb{J}_{n_{K}}\left[-\mathrm{K}^{*} \mathrm{~K}^{\top}\right] \Gamma_{n_{v_{K}}+n_{y}},}  \tag{5.91}\\
& C_{K}=\left[\begin{array}{ll}
I_{2 n_{u} \times 2 n_{u}} & 0_{2 n_{u} \times 2\left(n_{v_{K}}+n_{y}-n_{u}\right)}
\end{array}\right] P_{n_{v_{K}}+n_{y}}^{\top} \\
& \times\left[\begin{array}{c}
\mathrm{K}+\mathrm{K}^{\#} \\
-\imath \mathrm{K}+\imath \mathrm{K}^{\#}
\end{array}\right],  \tag{5.92}\\
& {\left[\begin{array}{ll}
B_{K 0} & 0_{2 n_{u} \times 2\left(n_{v_{K}}+n_{y}\right)}
\end{array}\right]=\left[\begin{array}{ll}
I_{2 n_{u} \times 2 n_{u}} & 0_{2 n_{u} \times 2\left(n_{v_{K}}+n_{y}-n_{u}\right)}
\end{array}\right],} \tag{5.93}
\end{align*}
$$

are satisfied. To this end, let $Z=\frac{1}{2} \mathbb{J}_{n_{K}}^{-1} A=-\frac{1}{2} \mathbb{J}_{n_{K}} A$. We first construct matrices $\mathrm{K}_{b 2}, \mathrm{~K}_{b 1}, B_{K 1,1}$, and $B_{K 1,2}$ according to the following procedure:

1. Construct the matrix $\mathrm{K}_{b 2}$ according to (5.75).
2. Construct a real symmetric $2 n_{K} \times 2 n_{K}$ matrix $W_{1}$ such that the matrix

$$
\begin{aligned}
W_{2}= & W_{1} \\
& +\iota\left(\frac{Z-Z^{\top}}{2}-\frac{1}{4} C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right] P_{n_{u}} C_{K}-\Im\left(\mathrm{K}_{b 2}^{*} \mathrm{~K}_{b 2}\right)\right),
\end{aligned}
$$

is non-negative definite. It follows from Lemma 5.5 that such a matrix $W_{1}$ always exists.
3. Construct a matrix $\mathrm{K}_{b 1}$ such that $\mathrm{K}_{b 1}^{*} \mathrm{~K}_{b 1}=W_{2}$, where $\mathrm{K}_{b 1}$ has at least 1 row. This can be done, for example, using the singular value decomposition of $W_{2}$ (in this case, $\mathrm{K}_{b 1}$ will have $2 n_{K}$ rows).
4. Construct the matrices $B_{K 1,1}$ and $B_{K 1,2}$ according to Eqs. (5.74) and (5.76), respectively.
Let $R=\frac{1}{2}\left(Z+Z^{\top}\right)$. We now show that there exists an integer $n_{v_{K}} \geq n_{u}$ such conditions (5.90)-(5.93) are satisfied with the matrix $R$ as defined and with $B_{K 1}=$ [ $B_{K 1,1} B_{K 1,2}$ ] and

$$
\mathrm{K}=\left[\begin{array}{c}
1 / 2\left[\begin{array}{ll}
I & I I
\end{array}\right] P_{n_{u}} C_{k}  \tag{5.94}\\
\mathrm{~K}_{b 1} \\
\mathrm{~K}_{b 2}
\end{array}\right]
$$

First note that necessarily $n_{v_{K}} \geq n_{u}+1>n_{u}$ since $B_{K 1}$ has at least $2 n_{u}+2$ columns. Also, by virtue of our choice of $\mathrm{K}_{b 1}$, we have

$$
\begin{aligned}
\Im\left(\mathrm{K}_{b 1}^{*} \mathrm{~K}_{b 1}\right) & =\Im\left\{W_{2}\right\} \\
& =1 / 2\left(Z-Z^{\top}\right)-1 / 4 C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right] P_{n_{u}} C_{K}-\Im\left\{\mathrm{K}_{b 2}^{*} \mathrm{~K}_{b 2}\right\},
\end{aligned}
$$

and hence

$$
\begin{aligned}
\Im\left(\mathrm{K}^{*} \mathrm{~K}\right) & =\Im\left(\mathrm{K}_{b 1}^{*} \mathrm{~K}_{b 1}\right)+\Im\left(\mathrm{K}_{b 2}^{*} \mathrm{~K}_{b 2}\right)+1 / 4 C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{cc}
0 & I \\
-I & 0
\end{array}\right] P_{n_{u}} C_{K} \\
& =1 / 2\left(Z-Z^{\top}\right)
\end{aligned}
$$

Since $R=\frac{Z+Z^{\top}}{2}$, we have $R+\Im\left(\mathrm{K}^{*} \mathrm{~K}\right)=Z$. Therefore, (5.90) is satisfied.
Now, we observe that $l \mathbb{J}_{n_{K}} B_{K} \operatorname{diag}_{n_{y}}\left(M^{*}\right) P_{n_{y}}^{\top}=\left[T-T^{\#}\right]$ for some $2 n_{K} \times n_{y}$ complex matrix $T$. But by taking the conjugate transpose of both sides of (5.75) which defined $\mathrm{K}_{b 2}$, we conclude that $T=-\mathrm{K}_{b 2}^{*}$. Hence,

$$
\begin{equation*}
B_{K}=2 l \mathbb{J}_{n_{K}}\left[-\mathrm{K}_{b 2}^{*} \mathrm{~K}_{b 2}^{\top}\right] P_{n_{y}} \operatorname{diag}_{n_{y}}(M) \tag{5.95}
\end{equation*}
$$

From (5.74) which defined $B_{K 1,1}$, we obtain

$$
\begin{align*}
B_{K 1,1} & =\mathbb{J}_{n_{K}} C_{K}^{\top} \operatorname{diag}_{n_{u}}(\mathbb{J}) \\
& =\mathbb{J}_{n_{K}} C_{K}^{\top} \operatorname{diag}_{n_{u}}(\mathbb{J})\left(2 \operatorname{diag}_{n_{u}}\left(M^{*}\right)\right) \operatorname{diag}_{n_{u}}(M) \\
& =\iota \mathbb{J}_{n_{K}} C_{K}^{\top} \operatorname{diag}_{n_{u}}\left(\left[\begin{array}{cc}
-1 & 1 \\
l & \imath
\end{array}\right]\right) \operatorname{diag}_{n_{u}}(M) \\
& =\imath \mathbb{J}_{n_{K}} C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{cc}
-I & I \\
l I & l
\end{array}\right] P_{n_{u}} \operatorname{diag}_{n_{u}}(M) \tag{5.96}
\end{align*}
$$

Combining (5.76), (5.95) and (5.96) gives us

$$
\begin{aligned}
& {\left[\begin{array}{lll}
B_{K 1,1} & B_{K 1,2} & B_{K}
\end{array}\right]} \\
& =2 l \mathbb{J}_{n_{K}}\left[1 / 2 C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{cc}
-I & I \\
l I & I I
\end{array}\right] P_{n_{u}}\left[-\mathrm{K}_{b 1}^{*} \mathrm{~K}_{b 1}^{\top}\right] P_{n_{v_{K}}-n_{u}}\right. \\
& \left.\left[-\mathrm{K}_{b 2}^{*} \mathrm{~K}_{b 2}^{\top}\right] P_{n_{y}}\right] P_{n_{w_{K}}}^{\top} P_{n_{w_{K}}} \operatorname{diag}_{n_{w_{K}}}(M) \\
& =2 l \mathbb{J}_{n_{K}}\left[-1 / 2 C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{c}
I \\
-l I
\end{array}\right]-\mathrm{K}_{b 1}^{*}-\mathrm{K}_{b 2}^{*}\right. \\
& \left.1 / 2 C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{c}
I \\
l I
\end{array}\right] \mathrm{K}_{b 1}^{\top} \mathrm{K}_{b 2}^{\top}\right] P_{n_{w_{K}}} \operatorname{diag}_{n_{w_{K}}}(M) \\
& =2 l \mathbb{J}_{n_{K}}\left[-1 / 2 C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{c}
I \\
-l I
\end{array}\right]-\mathrm{K}_{b 1}^{*}-\mathrm{K}_{b 2}^{*}\right. \\
& \left.{ }_{1} / 2 C_{K}^{\top} P_{n_{u}}^{\top}\left[\begin{array}{c}
I \\
l I
\end{array}\right] \mathrm{K}_{b 1}^{\top} \mathrm{K}_{b 2}^{\top}\right] \Gamma \\
& =2 l \mathbb{J}_{n_{K}}\left[-\mathrm{K}^{*} \mathrm{~K}^{\top}\right] \Gamma \text {. }
\end{aligned}
$$

Therefore, (5.91) is also satisfied. Moreover, it is straightforward to verify (5.92) by substituting K as defined by (5.94) into the right-hand side of (5.92). Finally, since $n_{v_{K}} \geq n_{u}$, it follows that [ $B_{K 0} 0_{2 n_{u} \times 2\left(n_{v_{K}}+n_{y}-n_{u}\right)}$ ] is precisely the right-hand side of (5.93). This completes the proof of Theorem 5.4.
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# Chapter 6 <br> Linear Systems and Control Theory for Quantum Information 


#### Abstract

This chapter illustrates several example applications of the theory of linear quantum systems to the analysis of problems of interest in quantum information processing and discusses two experimental demonstrations of real-time coherent feedback and measurement-based feedback control from the literature. The problems covered are dissipative generation of Gaussian states of single-mode oscillators, efficient enhancement of entanglement between traveling Gaussian fields, back-action evasion, perfect state transfer in a linear quantum network, and robust quantum amplification. The two experiments are demonstrations of enhancement of optical squeezing via static coherent feedback and generation of a spin-squeezed state in an atomic ensemble via measurement-based feedback control.


In this chapter, we discuss several applications of linear systems and control theory for continuous-variable ( CV ) quantum information processing. Here, the meaning of CV is that the spectrum of the observables $q$ or $p$ is continuous in $\mathbb{R}$, in contrast to the discrete variable case where, for instance, the spectrum of $\sigma_{z}=\operatorname{diag}(1,-1)$ is discrete. The topics discussed in this chapter are as follows:

- Section6.1: Dissipative generation of arbitrary pure Gaussian states,
- Section 6.2: Entanglement enhancement via coherent feedback networks,
- Section 6.3: Back-action evasion via feedback for force sensing,
- Section 6.4: Quantum memory with decoherence-free subsystem,
- Section 6.5: Robust quantum amplification via coherent feedback control, and
- Section 6.6: Quantum feedback experiments for squeezing enhancement.

The topics in Sects. 6.1 and 6.4 do not deal with feedback control problems but discuss problems of system synthesis so that the engineered system achieves state generation in the former case and state transfer in the latter. Both cases fully utilize system theoretic notions/tools such as controllability and zero dynamics. On the

[^12]other hand, in Sects. 6.2, 6.3, and 6.5, we elaborate upon coherent feedback networks for enhanced CV entanglement generation, back-action evasion, and robust quantum amplification, respectively. Lastly, Sect. 6.6 is devoted to showing two experimental demonstrations of quantum feedback for optical and spin-squeezing enhancement. It is hoped that these examples will illustrate to the readers that systems and control theory provides powerful and pertinent tools for synthesizing and controlling quantum systems as quantum information processors.

### 6.1 Dissipative Generation of Pure Gaussian States

Our first topic deals with the problem of generating a target Gaussian state in a linear quantum system. In general, a Gaussian state is useful for quantum information, such as for quantum teleportation and secure communication [1, 2]. In particular, it is known that a Gaussian cluster state [3, 4] serves as an essential resource for measurement-based quantum computation. The method for generating a Gaussian state presented here belongs to the so-called environment engineering (or reservoir engineering) approach [5] described as follows. Recall now that for a closed system, generation of a target final state $\left|\psi_{f}\right\rangle$ is implemented by applying a unitary operation to a given initial state $\left|\psi_{i}\right\rangle$ so that $\left|\psi_{i}\right\rangle \rightarrow\left|\psi_{f}\right\rangle=U\left|\psi_{i}\right\rangle$; but in such an implementation, the final state $\left|\psi_{f}\right\rangle$ is very sensitive to the initial state $\left|\psi_{i}\right\rangle$ and the parameters of the unitary operator $U$, which includes the duration time. The environment engineering approach overcomes these issues. The point of this approach is to exploit open systems, rather than closed systems. The dynamics of the statistics of an open dissipative system is modeled by the master equation (4.20):

$$
\begin{equation*}
\frac{d \rho}{d t}=-i[H, \rho]+\sum_{k=1}^{m}\left(L_{k} \rho L_{k}^{*}-\frac{1}{2} L_{k}^{*} L_{k} \rho-\frac{1}{2} \rho L_{k}^{*} L_{k}\right) \tag{6.1}
\end{equation*}
$$

where $\rho$ is the (unconditional) quantum state, $H$ is the Hamiltonian, and $L_{k}$ is the Lindblad operator representing the $k$ th system-bath coupling. Note again that the second Lindblad term on the right-hand side of (6.1) represents the dissipation. In the environment engineering approach, we aim to design $H$ and $L_{k}$ so that $\rho$ evolves toward a target pure state: $\rho(t) \rightarrow\left|\psi_{f}\right\rangle\left\langle\psi_{f}\right|$ as $t \rightarrow \infty$. The notable advantage of this method is that the dissipation-induced final state $\left|\psi_{f}\right\rangle$ is independent of the initial state $\rho(0)$, and also, we do not need to stop the evolution at a certain precise time. That is, this method can realize robust generation of $\left|\psi_{f}\right\rangle$. Thus, what we need to use the environment engineering method is the condition for this desired time evolution to occur. In the finite-dimensional case, this has been given in [6, 7], and its application to quantum information processing has been proposed $[8,9]$.

In this section, we discuss the infinite-dimensional Gaussian version of the environment engineering method [10]. The discussion begins with a necessary and sufficient condition for the master equation (6.1) to have a unique pure Gaussian steady state, followed by a complete parameterization of the linear quantum system having this property. Then, a case study is given to demonstrate a pure Gaussian cluster state
generation. Finally, a QSDE formulation [11] is provided, showing the general passivity property of the desired dissipative dynamics and a specific trade-off appearing in the problem of pure Gaussian cluster state generation.

### 6.1.1 General Condition for Pure Gaussian State Generation

In this section, we define $x$ as $x=\left(q^{\top}, p^{\top}\right)^{\top}=\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right)^{\top}$, which satisfies

$$
x x^{\top}-\left(x x^{\top}\right)^{\top}=l \overline{\mathbb{J}}_{n}, \quad \overline{\mathbb{J}}_{n}=\mathbb{J} \otimes I_{n}=\left[\begin{array}{cc}
0 & I_{n} \\
-I_{n} & 0
\end{array}\right] .
$$

As described in Sect.2.7.1, a quantum Gaussian state can be completely characterized by only the mean vector $\langle x\rangle$ and the symmetrized covariance matrix $V=\left\langle\Delta x \Delta x^{\top}+\left(\Delta x \Delta x^{\top}\right)^{\top}\right\rangle / 2, \Delta x=x-\langle x\rangle$. For an open linear system with a Gaussian state, the time evolution equations of $\langle x\rangle$ and $V$ can be obtained in a very simple form as follows. That is, for a linear quantum system with Hamiltonian $H=x^{\top} R x / 2$ and coupling operator $L=K x$, where $R=R^{\top} \in \mathbb{R}^{2 n \times 2 n}$ and $K \in \mathbb{C}^{m \times 2 n}$, the time evolution of $\langle x\rangle$ and $V$ is given by

$$
\begin{equation*}
\frac{d\langle x\rangle}{d t}=A\langle x\rangle, \quad \frac{d V}{d t}=A V+V A^{\top}+\mathbb{D}, \tag{6.2}
\end{equation*}
$$

where $A=\overline{\mathbb{J}}_{n}\left(R+\Im\left\{K^{*} K\right\}\right)$ and $\mathbb{D}=\overline{\mathbb{J}}_{n} \Re\left\{K^{*} K\right\} \bar{J}_{n}^{\top}$. The state $\rho(t)$ is Gaussian with mean $\langle x(t)\rangle$ and covariance matrix $V(t)$ for all $t$.

The environment engineering problem for Gaussian state generation can be formulated as follows. Now, when $A$ is Hurwitz, the steady state of the above linear quantum system is given by a Gaussian state with mean $\langle x(\infty)\rangle=0$ and covariance matrix $V_{s}$, which is the unique solution to the algebraic Lyapunov equation

$$
\begin{equation*}
A V_{s}+V_{s} A^{\top}+\mathbb{D}=0 \tag{6.3}
\end{equation*}
$$

Therefore, our goal is to synthesize the system matrices $R$ and $K$ so that $V_{s}$ coincides with the covariance matrix of a target pure Gaussian state. To attack this problem, the following result is useful:

Theorem 6.1 Let $V_{s}$ be a covariance matrix corresponding to a pure Gaussian state. Then, this is the unique steady state of a linear quantum system characterized by $(R, K)$, if and only if

$$
\begin{equation*}
\operatorname{ker}\left(V_{s}+\frac{l}{2} \overline{\mathbb{J}}_{n}\right)=\operatorname{range}\left(\mathbb{K}^{\top}\right), \tag{6.4}
\end{equation*}
$$

where

$$
\mathbb{K}=\left[K^{\top} R \bar{J}_{n}^{\top} K^{\top} \ldots\left(R \bar{J}_{n}^{\top}\right)^{2 n-1} K^{\top}\right]^{\top} .
$$

For the proof, see [10]. Note that this result does not state whether a given system has a unique pure steady state; for this purpose, Theorem 6.1 in [10] can be used.

### 6.1.2 Synthesizing a Dissipative Gaussian System

Here, we show that Theorem6.1 leads to a complete parametrization of ( $R, K$ ), which as a consequence provides us with an explicit procedure for synthesizing a desired open Gaussian system. Let us start from the fact that in general, the covariance matrix $V_{s}$ of a pure Gaussian state can be represented as follows [3, 4, 12]:

$$
V_{s}=\frac{1}{2} S S^{\top}, \quad S=\left[\begin{array}{cc}
Y^{-1 / 2} & 0  \tag{6.5}\\
X Y^{-1 / 2} & Y^{1 / 2}
\end{array}\right],
$$

where $X$ and $Y$ are $n \times n$ real symmetric and real positive definite matrices (i.e., $Y=Y^{\top}>0$ ), respectively. Note that $S$ is $\overline{\mathbb{J}}_{n}$-symplectic, satisfying $S \bar{\rrbracket}_{n} S^{\top}=\overline{\mathbb{J}}_{n}$. Then, defining $Z=X+{ }^{\prime} Y$ leads to

$$
V_{s}+\frac{l}{2} \overline{\mathbb{J}}_{n}=\frac{1}{2}\left[\begin{array}{c}
I \\
Z^{*}
\end{array}\right] Y^{-1}\left[\begin{array}{ll}
I & Z
\end{array}\right]
$$

Now, because the rank of $[I Z]$ is $n$, we have

$$
\operatorname{ker}\left(V_{s}+\frac{l}{2} \overline{\mathbb{J}}_{n}\right)=\operatorname{range}\left(\left[\begin{array}{c}
-Z \\
I
\end{array}\right]\right)
$$

Hence, (6.4) is equivalent to

$$
\text { range }\left(\left[\begin{array}{c}
-Z \\
I
\end{array}\right]\right)=\operatorname{range}\left(\left[K^{\top} R \overline{\mathbb{J}}_{n}^{\top} K^{\top} \ldots\left(R \overline{\mathbb{J}}_{n}^{\top}\right)^{2 n-1} K^{\top}\right]\right)
$$

To satisfy this condition, it is required that range $\left(K^{\top}\right)$ is contained in range $\left([-Z I]^{\top}\right)$ and range $\left([-Z I]^{\top}\right)$ is invariant under $R \bar{J}_{n}^{\top}$. These conditions are expressed as

$$
K^{\top}=\left[\begin{array}{c}
-Z  \tag{6.6}\\
I
\end{array}\right] P, \quad R \overline{\mathbb{J}}_{n}^{\top}\left[\begin{array}{c}
-Z \\
I
\end{array}\right]=\left[\begin{array}{c}
-Z \\
I
\end{array}\right] Q
$$

where $P$ and $Q$ are some $n \times m$ and $n \times n$ complex matrices. From these equations, $\mathbb{K}^{\top}$ can be expressed as

$$
\mathbb{K}^{\top}=\left[\begin{array}{c}
-Z \\
I
\end{array}\right]\left[\begin{array}{llll}
P & Q P & \ldots & Q^{2 n-1} P
\end{array}\right]
$$

Consequently, the necessary and sufficient condition for range $\left(\mathbb{K}^{\top}\right)$ to coincide with range $\left([-Z I]^{\top}\right)$ is that there exist $P$ and $Q$ satisfying (6.6) and the rank condition

$$
\operatorname{rank}\left(\left[\begin{array}{llll}
P & Q P & \ldots & Q^{n-1} P \tag{6.7}
\end{array}\right]\right)=n
$$

Now, let us decompose $R$ into the following form:

$$
R=\left[\begin{array}{ll}
R_{1} & R_{2} \\
R_{2}^{\top} & R_{3}
\end{array}\right],
$$

where $R_{1}$ and $R_{3}$ are real $n \times n$ symmetric matrices and $R_{2}$ a real $n \times n$ matrix. Then, the latter equation in (6.6) leads to

$$
\begin{aligned}
& R_{1}+R_{2} X+X R_{2}^{\top}+X R_{3} X-Y R_{3} Y=0, \\
& \left(R_{2}+X R_{3}\right) Y+Y\left(R_{2}+X R_{3}\right)^{\top}=0 .
\end{aligned}
$$

The second equation equivalently means that there exists a real skew symmetric matrix $\Gamma$ (i.e., $\Gamma+\Gamma^{\top}=0$ ) satisfying $\left(R_{2}+X R_{3}\right) Y=\Gamma$. Hence, by writing $P^{\prime}=R_{3}$, we find that $R_{2}$ can be expressed as $R_{2}=-X P^{\prime}+\Gamma Y^{-1}$. Then, it follows from (6.6) that $Q$ is of the form $Q=-{ }_{l} P^{\prime} Y-Y^{-1} \Gamma^{\top}$. As a consequence, the complete parameterizations of $K$ and $R$ are obtained as follows:

$$
\begin{align*}
& K=P^{\top}[-Z I], \\
& R=\left[\begin{array}{cc}
X P^{\prime} X+Y P^{\prime} Y-\Gamma Y^{-1} X-X Y^{-1} \Gamma^{\top} & -X P^{\prime}+\Gamma Y^{-1} \\
-P^{\prime} X+Y^{-1} \Gamma^{\top} & P^{\prime}
\end{array}\right] . \tag{6.8}
\end{align*}
$$

Again, $P$ (complex), $P^{\prime}$ (real symmetric), and $\Gamma$ (real skew) are the parameterizing matrices. Thus, a procedure to synthesize a linear quantum system generating a target pure Gaussian state has now been constructed; given a target pure Gaussian state with covariance matrix (6.5), which determines $X$ and $Y$, choose the free matrices $P, P^{\prime}$, and $\Gamma$ so that both the system-field coupling $L=K x$ and the Hamiltonian $H=x^{\top} R x / 2$ with the system matrices (6.8) would be physically implementable, while $P$ and $Q=-l P^{\prime} Y-Y^{-1} \Gamma^{\top}$ satisfy the rank condition (6.7).

Lastly, note that there always exists a triplet $\left(P, P^{\prime}, \Gamma\right)$ satisfying the rank condition (6.7), if no additional constraint is required for those matrices; that is, for an arbitrary given pure Gaussian state, we can always find a Gaussian dissipative system that produces that state as its unique steady state.

### 6.1.3 Gaussian Cluster State Generation via Dissipation

Menicucci et al. [4] developed a unified graphical calculus applicable to all pure Gaussian states, characterized by the matrix $Z=X+\imath Y$. A particularly important result is that the canonical CV cluster state can be represented in a general form as

$$
\begin{equation*}
Z=X+i e^{-2 r} I, \tag{6.9}
\end{equation*}
$$



Fig. 6.1 a Shape of a one-dimensional harmonic chain with 4 oscillators. b Dissipative channels (indicated by the arrows) for generating a harmonic chain state. c A quasi-local dissipative system generating the same harmonic chain state in $\mathbf{b}$; the dotted circle represents the system Hamiltonian. Reprinted with permission from [10] © (2012) by the American Physical Society
where $X$ is the symmetric adjacent matrix representing the structure of the cluster state. Also, $Y=e^{-2 r} I(r \in \mathbb{R})$ represents the approximation error of the actual state with covariance matrix (6.5) to the ideal cluster state corresponding to $X$; note that the ideal state corresponds to the case with $r \rightarrow \infty$ (usually interpreted as infinite squeezing) and is thus not physically realizable.

Let us now apply the procedure obtained in the previous section to synthesize a linear quantum system generating a typical cluster state, a one-dimensional harmonic chain state with equal weight: This is the state of a set of quantum oscillators connected in a chain form as depicted in Fig. 6.1a. In particular, here we consider the case $n=4$. Now, the adjacent matrix $X$ and the resultant graph matrix (6.9) are, respectively, given by

$$
X=\left[\begin{array}{llll}
0 & 1 & & \\
1 & 0 & 1 & \\
& 1 & 0 & 1 \\
& & 1 & 0
\end{array}\right], \quad Z=\left[\begin{array}{ccccc}
\iota e^{-2 r} & 1 & & & \\
1 & l e^{-2 r} & 1 & \\
& & 1 & l e^{-2 r} & \\
& & & & 1
\end{array}\right]
$$

The above $X$ represents that for instance, the first and the second subsystems are coupled, with weight 1 . A simple choice of the matrices in (6.8) is $P=I_{4}, P^{\prime}=0$, and $\Gamma=0$, leading to $K=[-Z I]$ and $R=0$. In this case, the system is driven only by the dissipation term characterized by the following Lindblad operator $L=K x$ :

$$
\begin{gather*}
L_{1}=\left(-l e^{-2 r} q_{1}+p_{1}\right)-q_{2}, \quad L_{2}=-q_{1}+\left(-l e^{-2 r} q_{2}+p_{2}\right)-q_{3}, \\
L_{3}=-q_{2}+\left(-l e^{-2 r} q_{3}+p_{3}\right)-q_{4}, \quad L_{4}=-q_{3}+\left(-l e^{-2 r} q_{4}+p_{4}\right) . \tag{6.10}
\end{gather*}
$$

Figure 6.1b depicts how the system couples with the dissipation channels. It is observed from this figure that each dissipative channel acts on at most three subsystems; in general, if the channel $L$ acts only on a few subsystems, then it is called quasi-local [7].

Of course, the way to design a desired system is not unique. For instance, let us try to find a system that generates the same chain state by a quasi-local dissipative process acting on at most two adjacent subsystems. This goal is simply motivated by the fact that engineering such a dissipative environment might be easier to do than
the previous case, apart from that we may need an additional Hamiltonian. Here, we take $P=(1,0,0,0)^{\top}$, implying that the system has one dissipative channel $L_{1}$ in (6.10), which indeed acts on only two subsystems. To determine the Hamiltonian matrix $R$ in (6.8), we have some freedom, but let us choose

$$
P^{\prime}=X^{-1}=\left[\begin{array}{cccc}
0 & 1 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
-1 & 0 & 1 & 0
\end{array}\right], \quad \Gamma=0
$$

This leads to $Q=-\imath P^{\prime} Y-Y^{-1} \Gamma^{\top}=-\imath e^{-2 r} X^{-1}$, and it is readily verified that the matrix [ $P Q P \quad Q^{2} P Q^{3} P$ ] is of full rank. Then, $R$ is given by

$$
R=\left[\begin{array}{cc}
X+e^{-2 r} & X^{-1} \\
-I & X^{-1}
\end{array}\right]
$$

The loci of nonzero entries of this matrix show that the Hamiltonian $H=x^{\top} R x / 2$ has a ring-type structure where the $1-2,2-3,3-4$, and $4-1$ subsystems are connected. Therefore, we now see that the four-mode harmonic chain state can also be generated in the dissipative system whose system-field couplings and the Hamiltonian are both quasi-local, as shown in Fig. 6.1c.

### 6.1.4 A QSDE Formalism

Let us begin with the fact that a pure Gaussian state $\left|\psi_{Z}\right\rangle$ having the covariance matrix (6.5) always satisfies

$$
\mathcal{N}\left|\psi_{Z}\right\rangle=0, \quad \mathcal{N}:=[-Z I] x=p-Z q=\left[\begin{array}{c}
p_{1}  \tag{6.11}\\
\vdots \\
p_{n}
\end{array}\right]-Z\left[\begin{array}{c}
q_{1} \\
\vdots \\
q_{n}
\end{array}\right] .
$$

That is, for $Z=\left(z_{i j}\right)$, this equation means that $\left(p_{i}-\sum_{j} z_{i j} q_{j}\right)\left|\psi_{Z}\right\rangle=0$ for all $i$. Conversely, if a pure Gaussian state $|\psi\rangle$ satisfies $\mathcal{N}|\psi\rangle=0$, it follows that $|\psi\rangle=\left|\psi_{Z}\right\rangle$. The vector of operators, $\mathcal{N}$, is called the nullifier associated with the pure Gaussian state $\left|\psi_{Z}\right\rangle$.

Clearly, it should be worth examining the time evolution of $\mathcal{N}$ in the Heisenberg picture, when the conditions given in Theorem 6.1 are imposed. For this purpose, let us recall the following QSDE with system variable $x=\left(q^{\top}, p^{\top}\right)^{\top}$ :

$$
\begin{equation*}
\frac{d x(t)}{d t}=A x(t)-\imath \overline{\mathbb{J}}_{n} K^{*} \xi(t)+\imath \overline{\mathbb{J}}_{n} K^{\top} \xi(t)^{\#} \tag{6.12}
\end{equation*}
$$

where $A=\overline{\mathbb{J}}_{n}\left(R+\Im\left\{K^{*} K\right\}\right)$. Recall that the output equation of the system is given by

$$
\begin{equation*}
\eta(t)=K x(t)+\xi(t) \tag{6.13}
\end{equation*}
$$

Now, from (6.6), we have

$$
\begin{aligned}
& {[-Z I] A=[-Z I] \overline{\mathbb{J}}_{n} R+\frac{1}{2 l}[-Z I] \overline{\mathbb{J}}_{n}\left(K^{*} K-K^{\top} K^{\#}\right)} \\
& \quad=Q^{\top}[-Z I]-\frac{1}{2 l}\left[\begin{array}{ll}
I & Z]
\end{array}\left\{\begin{array}{c}
-Z^{\#} \\
I
\end{array}\right] P^{\#} P^{\top}[-Z I]-\left[\begin{array}{c}
-Z \\
I
\end{array}\right] P P^{*}\left[-Z^{\#} I\right]\right\} \\
& =Q^{\top}[-Z I]+\frac{Z^{\#}-Z}{2 l} P^{\#} P^{\top}[-Z I]=\left(Q^{\top}-Y P^{\#} P^{\top}\right)[-Z I], \\
& {[-Z I]\left(-l \overline{\mathbb{J}}_{n} K^{*}\right)=-\imath[-Z I] \overline{\mathbb{J}}_{n}\left[\begin{array}{c}
-Z^{\#} \\
I
\end{array}\right] P^{\#}=\imath\left(Z-Z^{\#}\right) P^{\#}=-2 Y P^{\#},} \\
& \quad[-Z I]\left(\imath \overline{\mathbb{J}}_{n} K^{\top}\right)=\imath[-Z I] \overline{\mathbb{J}}_{n}\left[\begin{array}{c}
-Z \\
I
\end{array}\right] P=0 .
\end{aligned}
$$

Thus, multiplying both sides of (6.12) by [ $-Z I]$ from the left, we have

$$
\begin{equation*}
\frac{d \mathcal{N}(t)}{d t}=\left(Q^{\top}-Y P^{\#} P^{\top}\right) \mathcal{N}(t)-2 Y P^{\#} \xi(t) \tag{6.14}
\end{equation*}
$$

Regarding the output process (6.13), because $K x=P^{\top}[-Z I] x=P^{\top} \mathcal{N}$, it can be represented by

$$
\begin{equation*}
\eta(t)=P^{\top} \mathcal{N}(t)+\xi(t) \tag{6.15}
\end{equation*}
$$

The above two Eqs. (6.14) and (6.15) reveal several important properties of the system that uniquely generates a pure Gaussian state in a dissipative way. First of all, it must be a completely passive linear system as defined in Sect.2.4.1; in fact, as a property of completely passivity, the system equations contain only the annihilationdriving noise $\xi$. Recall that the system equations of an optical empty cavity, which is a very simple completely passive system, are given by (1.25) and (1.26). Hence, we now find that the linear quantum system focused in this section is a non-trivial extension of those simple passive optical systems, in the sense that they have a non-vacuum pure steady state.

The above result also clarifies the meaning of rank condition (6.7), which is indeed hard to see without the QSDE formalism discussed here. That is, we have the following fact (the proof is given in [11]): The matrix $Q^{\top}-Y P^{\#} P^{\top}$ is Hurwitz if and only if the rank condition (6.7) is satisfied. That is, the rank condition is necessary for the target pure Gaussian state $\left|\psi_{Z}\right\rangle$ to be a unique stable steady state of the system. This fact can be seen by multiplying all the entries of (6.14) by the composite state vector $|\Psi\rangle=|\psi\rangle \otimes|\Omega\rangle$ from the right $(|\Omega\rangle$ is the vacuum state on the field); that is,
due to the relation $\xi|\Omega\rangle=0$, we have

$$
\frac{d}{d t} \mathcal{N}(t)|\Psi\rangle=\left(Q^{\top}-Y P^{\#} P^{\top}\right) \mathcal{N}(t)|\Psi\rangle
$$

Therefore, if the rank condition (6.7) is satisfied, or equivalently $Q^{\top}-Y P^{\#} P^{\top}$ is Hurwitz, the nullifier vector $\mathcal{N}(t)|\Psi\rangle=U(t)^{*} \mathcal{N} U(t)|\Psi\rangle$ converges to zero. Hence, in the Schrödinger picture, $U(\infty)|\Psi\rangle$ is the common zero eigenstate of all the elements of $\mathcal{N}$, implying that from the reason given at the beginning of this section, the system state becomes the target $\left|\psi_{Z}\right\rangle$ as $t \rightarrow \infty$. As mentioned above, our system is an extension of simple passive optical systems; but note again that while the steady state generated in such an optical system is merely a vacuum state, the steady state of the system (6.14) and (6.15) can be assigned to the highly non-trivial state $\left|\psi_{Z}\right\rangle$.

Based on the above discussion, we here provide a remark. That is, the system (6.14) and (6.15) with the Hurwitz property is all-pass, meaning that the output equation at steady state does not have any information about the system, which is indeed the reason why a pure state is generated in the end. This property can be seen immediately in the Fourier domain; the linear transformation from the input $\xi[\iota \omega]$ to the output $\eta[\iota \omega]$ is given by

$$
\eta[\imath \omega]=F[\imath \omega] \xi[\imath \omega], \quad F[\imath \omega]:=I-2 P^{\top}\left(\imath \omega-Q^{\top}+Y P^{\#} P^{\top}\right)^{-1} Y P^{\#} .
$$

Then, we can see that the transfer function matrix $F[\iota \omega]$ is unitary, i.e., $F[\iota \omega]$ $F[\iota \omega]^{*}=I$, for all $\omega$. This means that the output is a white noise process with flat power spectrum density, i.e., $\left\langle\eta[\iota \omega]^{*} \eta[\iota \omega]\right\rangle=\left\langle\xi[\iota \omega]^{*} \xi[\iota \omega]\right\rangle=I$. Thus, as expected, the output at steady state does not contain any information about the system state.

Lastly, let us examine the case where the target state is assigned to the canonical CV cluster sate (6.9). In this case, the nullifier dynamics (6.14) is of the form

$$
\frac{d \mathcal{N}}{d t}=\left(Q^{\top}-e^{-2 r} P^{\#} P^{\top}\right) \mathcal{N}-2 e^{-2 r} P^{\#} \xi
$$

The real part of the eigenvalue of $Q^{\top}-e^{-2 r} P^{\#} P^{\top}$ is calculated as $\Re\{\lambda\}=$ $-e^{-2 r}\left\|P^{\top} x\right\|$, where $x$ is the corresponding eigenvector. Thus, if we make $r$ bigger, or equivalently if we assign the final state closer to the ideal cluster state, then the eigenvalue moves toward the imaginary axis, and thus, the stability of the system becomes worse (i.e., the system is closed to a marginally stable system). We can make this interesting observation more concrete, by defining the convergence time to the target as $T=1 / \min \Re(\lambda)$ and the approximation error of the state to the ideal cluster state as $\epsilon=e^{-2 r}$. It is then straightforward to obtain the relation $T \epsilon \geq c$ with $c$ a constant. Therefore, there is a clear trade-off between the convergence time and the approximation error; in other words, to obtain a Gaussian state that is very close to an ideal cluster state by dissipation, we need a lot of time.

### 6.1.5 Remarks and Further Reading

As remarked at the end of Sect.6.1.2, if there is no constraint imposed on the system, then there always exists a linear quantum system that uniquely generates a given target Gaussian state by dissipation. However, of course in practice several constraints, which mainly stem from the structure of the system, have to be satisfied. The discussion at the end of Sect.6.1.3 is one such example. In the literature, there have been further progress in this direction; for instance, [13] provides a condition for dissipation-induced generation of a given pure Gaussian state, under the condition that the system-field coupling has to be exactly local.

An alternative parameterization of linear quantum systems generating a pure Gaussian state at steady state was obtained in [14], based on a parameterization of completely passive linear quantum systems and the group of real symplectic matrices. This result was motivated by the introduction of the notion of quasi-balanceable linear quantum systems in the context of model reduction of linear quantum systems by balanced truncation [15].

Lastly, we remark that the dissipation-induced Gaussian state considered here is a system's internal state, such as an intracavity state in optics and a motional state of a nano-mechanical oscillator. That is, it is not the state of an external bosonic field. Thus, in order to perform an optical quantum information processing with the generated Gaussian state, it must be extracted to the outside; for this purpose, the method developed in [16] can be used. Note that if a desired Gaussian cluster state is generated and extracted to the outside, then universal quantum computation [2] can in principle be carried out, by employing some non-Gaussian operation such as the cubic-phase gate or photon counting on the extracted Gaussian state. On the other hand, if the goal is precision measurement for quantum metrology, we do not need to extract the dissipation-induced internal Gaussian state to the outside. For instance, a spin-squeezed state of a large atomic ensemble can be directly used for ultra-precise magnetometry [17].

### 6.2 Enhancing Continuous-Variable EPR Entanglement

Recall the non-degenerate parametric amplifier (NOPA) introduced in Sect. 1.5.2. It is a device that is used to generate EPR entanglement (two-mode squeezed states) between two of its output beams $\eta_{1}$ and $\eta_{2}$ in Fig. 1.3. Here, we will show that two identical NOPAs can be interconnected in a coherent feedback configuration to enhance the two-mode squeezing while achieving this in a power-efficient manner. This is inspired by earlier theoretic [18-20] and experimental results [20, 21] that have shown that single-mode squeezing (recall Sect. 1.5.3) can be improved and/or spectrally shaped by employing static feedback (using static optical devices) [18, 19, 21] or dynamic coherent feedback [20]. The exposition below largely follows [22].


Fig. 6.2 Dual-NOPA ( $G_{1}$ and $G_{2}$ ) coherent feedback network. The system contains transmission time delays $\tau$ and transmission losses represented by beam splitters with vacuum noise inputs $\xi_{\mathrm{BS}, 1}$ and $\xi_{\mathrm{BS}, 2}$. This figure does not show output fields associated with losses, which are not observable. Figure adapted from [22]. With permission of Springer

Consider the coherent feedback network shown in Fig. 6.2, consisting of two identical NOPAs labeled $G_{1}$ and $G_{2}$, Following Sect. 1.5.2, each NOPA $G_{j}$ has two resonator modes $a_{j}$ and $b_{j}$ that are non-degenerate. The two modes are coupled by an interaction Hamiltonian $H_{j}=\frac{l}{2} \epsilon\left(a_{j}^{*} b_{j}^{*}-a_{j} b_{j}\right)$, where $\epsilon$ is the effective pump amplitude. Each NOPA has four input fields. The mode $a_{j}$ is coupled to the incoming field $\xi_{\text {in, }, j, 1}$ and additional noise $\xi_{\text {loss }, j, 1}$ via the coupling operators $L_{j, 1}=\sqrt{\gamma} a_{j}$ and $L_{j, 3}=\sqrt{\kappa} a_{j}$, respectively. In a similar fashion, the mode $b_{j}$ is coupled to the input $\xi_{\text {in }, j, 2}$ and noise $\xi_{\text {loss, },, 2}$ via the operators $L_{j, 2}=\sqrt{\gamma} b_{j}$ and $L_{j, 4}=\sqrt{\kappa} b_{j}$, respectively. The constant $\gamma$ is the decay rate (coupling coefficient) of the mirror through which a mode interacts with its input, and $\kappa$ is the coupling coefficient of a mode to the additional noise, assumed to be the same for $a_{j}$ and $b_{j}$. The noises $\xi_{\text {loss }, j, 1}$ and $\xi_{\text {loss }, j, 2}$ represent channels through which photons created in modes $a_{j}$ and $b_{j}$ are lost during the interaction, respectively. The outputs corresponding to these two sources of loss are typically not observable (photons once lost are lost forever).

Due to the separation of $G_{1}$ and $G_{2}$, there are transmission losses and time delays present in the quantum network of Fig. 6.2. For each path, the transmission loss is effectively modeled by a beam splitter with (positive-valued) transmission rate $\alpha$ and reflection rate $\beta$ satisfying $\alpha^{2}+\beta^{2}=1$. The rates are determined by the distance traversed in a path [23]. The beam splitters have a port for additional vacuum noise inputs $\xi_{\mathrm{BS}, 1}$ and $\xi_{\mathrm{BS}, 2}$ (see Fig. 6.2) that represent channels which carry photons away as losses. For the NOPAs, a reference value of $\gamma_{r}=7.2 \times 10^{7} \mathrm{~Hz}$ is used for the decay rate of the mirrors, following the values reported for the experiment in [21]. Since the pump amplitude $\epsilon$ and coupling coefficient $\gamma$ are both adjustable quantities, we define $\epsilon=x \gamma_{r} \mathrm{~Hz}$ and $\gamma=\gamma_{r} / y \mathrm{~Hz}$, where $x$ and $y$ are dimensionless parameters satisfying $0<x, y \leq 1$ (in practice, $y$ cannot be too small so that multiple resonance frequencies of the cavity are not excited). The dynamics of the dual-NOPA coherent feedback network is given by

$$
\begin{align*}
\dot{a}_{1}(t)= & -\left(\frac{\gamma+\kappa}{2}\right) a_{1}(t)+\frac{\epsilon}{2} b_{1}^{*}(t)-\sqrt{\gamma} \xi_{\text {in }, 1,1}(t)-\sqrt{\kappa} \xi_{\text {loss }, 1,1}(t), \\
\dot{b}_{1}(t)=- & \left(\frac{\gamma+\kappa}{2}\right) b_{1}(t)+\frac{\epsilon}{2} a_{1}^{*}(t)-\alpha \gamma b_{2}(t-\tau)-\alpha \sqrt{\gamma} \xi_{\text {in }, 1,2}(t-\tau) \\
& -\beta \sqrt{\gamma} \xi_{\mathrm{BS}, 2}(t)-\sqrt{\kappa} \xi_{\text {loss }, 1,2}(t), \\
\dot{a}_{2}(t)=- & \left(\frac{\gamma+\kappa}{2}\right) a_{2}(t)+\frac{\epsilon}{2} b_{2}^{*}(t)-\alpha \gamma a_{1}(t-\tau)-\alpha \sqrt{\gamma} \xi_{\text {in }, 2,1}(t-\tau) \\
& -\beta \sqrt{\gamma} \xi_{\mathrm{BS}, 1}(t)-\sqrt{\kappa} \xi_{\text {loss }, 2,1}(t), \\
\dot{b}_{2}(t)=- & \left(\frac{\gamma+\kappa}{2}\right) b_{2}(t)+\frac{\epsilon}{2} a_{2}^{*}(t)-\sqrt{\gamma} \xi_{\text {in }, 2,2}(t)-\sqrt{\kappa} \xi_{\text {loss }, 2,2}(t), \tag{6.16}
\end{align*}
$$

with outputs

$$
\begin{align*}
& \eta_{\mathrm{out}, 1,2}(t)=\sqrt{\gamma} b_{1}(t)+\alpha \sqrt{\gamma} b_{2}(t-\tau)+\alpha \xi_{\mathrm{in}, 2,2}(t-\tau)+\beta \xi_{\mathrm{BS}, 2}(t), \\
& \eta_{\mathrm{out}, 2,1}(t)=\sqrt{\gamma} a_{2}(t)+\alpha \sqrt{\gamma} a_{1}(t-\tau)+\alpha \xi_{\mathrm{in}, 1,1}(t-\tau)+\beta \xi_{\mathrm{BS}, 1}(t) . \tag{6.17}
\end{align*}
$$

We are primarily interested in the entanglement between these two output Gaussian fields. In particular, we would like to investigate how transmission losses, amplification losses, and time delays impact the system's stability and the entanglement between the two output fields. Let Alice and Bob be two spatially separated interacting parties. The output field $\xi_{\text {out, } 1,2}$ can be on Alice's side, while the other output field $\xi_{\text {out }, 2,1}$ can be at Bob's location. Thus, Alice and Bob can share entanglement over a distance via the given quantum network. Define the quadratures

$$
\begin{aligned}
z= & \left(a_{1}^{q}, a_{1}^{p}, b_{1}^{q}, b_{1}^{p}, a_{2}^{q}, a_{2}^{p}, b_{2}^{q}, b_{2}^{p}\right)^{\top}, \\
\xi= & \left(\xi_{\text {in }, 1,1}^{q}, \xi_{\text {in }, 1,1}^{p}, \xi_{\text {in }, 2,2}^{q}, \xi_{\text {in }, 2,2}^{p}, \xi_{\text {loss }, 1,1}^{q}, \xi_{\text {loss }, 1,1}^{p}, \xi_{\text {loss }, 1,2}^{q}, \xi_{\text {loss }, 1,2}^{p}, \xi_{\text {loss }, 2,1}^{q}\right. \\
& \left.\quad \xi_{\text {loss }, 2,1}^{p}, \xi_{\text {loss }, 2,2}^{q}, \xi_{\text {loss }, 2,2}^{p}, \xi_{\mathrm{BS}, 1}^{q}, \xi_{\mathrm{BS}, 1}^{p}, \xi_{\mathrm{BS}, 2}^{q}, \xi_{\mathrm{BS}, 2}^{p}\right)^{\top} .
\end{aligned}
$$

Then, we have

$$
\begin{align*}
\dot{z}(t) & =A z(t)+B \xi(t), \\
\eta_{\text {out }, 1,2}^{q}(t)+\eta_{\text {out }, 2,1}^{q}(t) & =C_{1} z(t)+D_{1} \xi(t), \\
\eta_{\text {out }, 1,2}^{p}(t)-\eta_{\text {out }, 2,1}^{p}(t) & =C_{2} z(t)+D_{2} \xi(t), \tag{6.18}
\end{align*}
$$

where

$$
\begin{aligned}
& A=\left[\begin{array}{cccccccc}
-\frac{\gamma+\kappa}{2} & 0 & \frac{\epsilon}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{\gamma+\kappa}{2} & 0 & -\frac{\epsilon}{2} & 0 & 0 & 0 & 0 \\
\frac{\epsilon}{2} & 0 & -\frac{\gamma+\kappa}{2} & 0 & 0 & 0 & -\alpha \gamma & 0 \\
0 & -\frac{\epsilon}{2} & 0 & -\frac{\gamma+\kappa}{2} & 0 & 0 & 0 & -\alpha \gamma \\
-\alpha \gamma & 0 & 0 & 0 & -\frac{\gamma+\kappa}{2} & 0 & \frac{\epsilon}{2} & 0 \\
0 & -\alpha \gamma & 0 & 0 & 0 & -\frac{\gamma+\kappa}{2} & 0 & -\frac{\epsilon}{2} \\
0 & 0 & 0 & 0 & \frac{\epsilon}{2} & 0 & -\frac{\gamma+\kappa}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{\epsilon}{2} & 0 & -\frac{\gamma+\kappa}{2}
\end{array}\right], \\
& B=\left[\begin{array}{cccc}
\sqrt{\gamma} & 0 & 0 & 0 \\
0 & \sqrt{\gamma} & 0 & 0 \\
0 & 0 & \alpha \sqrt{\gamma} & 0 \\
0 & 0 & 0 & \alpha \sqrt{\gamma} \\
\alpha \sqrt{\gamma} & 0 & 0 & 0 \\
0 & \alpha \sqrt{\gamma} & 0 & 0 \\
0 & 0 & \sqrt{\gamma} & 0 \\
0 & 0 & 0 & \sqrt{\gamma}
\end{array}\left|\sqrt{\kappa} I_{8}\right| \begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \beta \sqrt{\gamma} & 0 \\
0 & 0 & 0 & \beta \sqrt{\gamma} \\
\beta \sqrt{\gamma} & 0 & 0 & 0 \\
0 & \beta \sqrt{\gamma} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \\
& C_{1}=\sqrt{\gamma}\left[\begin{array}{llllll}
\alpha & 0 & 1 & 0 & 1 & 0
\end{array} \alpha 0\right. \text { ], } \\
& C_{2}=\sqrt{\gamma}\left[\begin{array}{llllll}
0-\alpha & 0 & 1 & 0-1 & 0
\end{array}\right] \text {, } \\
& D_{1}=\left[\begin{array}{lllllll}
\alpha & 0 & \alpha & 0 & 0_{1 \times 8} & \beta & 0
\end{array} \beta \quad 0\right] \text {, } \\
& D_{2}=\left[0-\alpha 0 \alpha 0_{1 \times 8} 0-\beta 0 \beta\right] \text {. }
\end{aligned}
$$

Define $H_{j}[\imath \omega]=C_{j}(\imath \omega I-A)^{-1} B+D_{j}(j=1,2)$. The two-mode squeezing spectra $V_{ \pm}$for the two output fields, introduced in Sect. 1.5.2, can be computed as in the case of a single NOPA using the formulas (1.33) and (1.34), with $A, B, C_{i}$, and $D_{i}$ as defined above for $i=1,2$.

### 6.2.1 Stability Condition

The dual-NOPA coherent feedback system is required to be stable to operate properly. The next theorem provides a general stability condition for the system as a function of the parameters $x, y, \kappa$, and $\alpha$.

Theorem 6.2 The coherent feedback interconnection of two NOPAs is stable if and only if

$$
\begin{equation*}
x y<-\alpha+\sqrt{\alpha^{2}+\left(1+y \frac{\kappa}{\gamma_{r}}\right)^{2}} \tag{6.20}
\end{equation*}
$$

with $0<x, y \leq 1$.

Proof The determinant of the matrix $A$ given in (6.19) is

$$
\operatorname{det}(A-\lambda I)=\left\{\left[\left(\frac{\gamma+\kappa}{2}+\lambda\right)^{2}-\frac{\epsilon^{2}}{4}\right]^{2}-\frac{\alpha^{2} \epsilon^{2} \gamma^{2}}{4}\right\}^{2}
$$

Replacing $\epsilon, \gamma$ with $\epsilon=x \gamma_{r}, \gamma=\gamma_{r} / y$ and solving the inequality

$$
\max (\Re\{\operatorname{eig}(A)\})=-\frac{\gamma+\kappa}{2}+\sqrt{\frac{\epsilon^{2}}{4}+\frac{\alpha \epsilon \gamma}{2}}<0
$$

we obtain the theorem.
Thus, for the same decay rate $\gamma_{r}$ for the mirrors in a NOPA, in the ideal lossless scenario the dual-NOPA coherent feedback system has a lower stability threshold than a single NOPA, compare (6.20) with the condition $0<x y<1$ for a single NOPA.

### 6.2.2 The Ideal Lossless Case

In the lossless scenario with $\alpha=1$ and $\kappa=0$, from (1.33) and (1.34), we find

$$
\begin{gather*}
V_{ \pm}(\imath \omega)=\frac{2}{T(\imath \omega)^{*} T(\imath \omega)}\left(P(\imath \omega)^{*} P(\imath \omega)+Q(\imath \omega)^{*} Q(\imath \omega)\right. \\
\left.+R(\imath \omega)^{*} R(\imath \omega)+S(\imath \omega)^{*} S(\imath \omega)\right) \tag{6.21}
\end{gather*}
$$

where

$$
\begin{aligned}
& P(\imath \omega)=\alpha(2 \iota \omega+\kappa)^{4}-2\left[\alpha \epsilon^{2}+\left(1+\alpha^{2}\right) \epsilon \gamma+\alpha \gamma^{2}\right](2 \iota \omega+\kappa)^{2} \\
&-4\left(1-\alpha^{2}\right) \epsilon \gamma^{2}(2 \iota \omega+\kappa)+\alpha \epsilon^{4}+2 \alpha \epsilon^{2} \gamma^{2}+2\left(1+\alpha^{2}\right) \epsilon^{3} \gamma \\
&-2\left(1+\alpha^{2}\right) \epsilon \gamma^{3}+\alpha \gamma^{4}, \\
& Q(\imath \omega)=2 \sqrt{\gamma \kappa}\left[-\alpha(2 \iota \omega+\kappa)^{3}-(\alpha \gamma+\epsilon)(2 \iota \omega+\kappa)^{2}\right. \\
&+\left(\alpha \epsilon^{2}+\alpha \gamma^{2}-2\left(1-\alpha^{2}\right) \epsilon \gamma\right)(2 \iota \omega+\kappa) \\
&\left.+\epsilon^{3}+\alpha \gamma^{3}-\left(1+2 \alpha^{2}\right) \epsilon \gamma^{2}+\alpha \epsilon^{2} \gamma\right], \\
& R(\imath \omega)=2 \sqrt{\gamma \kappa}\left[-(2 \imath \omega+\kappa)^{3}-(3 \gamma+\alpha \epsilon)(2 \iota \omega+\kappa)^{2}+\left(\epsilon^{2}-3 \gamma^{2}\right)(2 \iota \omega+\kappa)\right. \\
&\left.+\alpha \epsilon^{3}+\alpha \epsilon \gamma^{2}+\left(1+2 \alpha^{2}\right) \epsilon^{2} \gamma-\gamma^{3}\right], \\
& S(\imath \omega)=\beta\left[(2 \iota \omega+\kappa)^{4}+2 \gamma(2 \iota \omega+\kappa)^{3}-2\left(\epsilon^{2}+\alpha \epsilon \gamma\right)(2 \iota \omega+\kappa)^{2}\right. \\
&\left.-2\left(\gamma^{3}+\epsilon^{2} \gamma\right)(2 \iota \omega+\kappa)+\epsilon^{4}+2 \alpha \epsilon^{3} \gamma+2 \alpha \epsilon \gamma^{3}-\gamma^{4}\right], \\
& T(\imath \omega)=[ \left.\epsilon^{2}-(2 \iota \omega+\kappa+\gamma)^{2}\right]^{2}-4 \alpha^{2} \epsilon^{2} \gamma^{2} .
\end{aligned}
$$

Recall from Sect. 1.5.2 that we will use the two-mode squeezing spectra $V_{ \pm}(0)$ at $\omega=0$ as a figure of merit for entanglement. We have the following result.

Theorem 6.3 In the absence of transmission and amplification losses, the two-mode squeezing spectra of the two outputs in the dual-NOPA coherent feedback system are

$$
\begin{equation*}
V_{ \pm}(0)=2\left(\frac{1-2 x y-x^{2} y^{2}}{1+2 x y-x^{2} y^{2}}\right)^{2} \tag{6.22}
\end{equation*}
$$

For a fixed $0<x \leq 1$, the two-mode squeezing $V_{ \pm}(0)$ at $\omega=0$ decreases to 0 as $y$ approaches the value $\frac{\sqrt{2}-1}{x}$, the threshold of stability, from below.

Proof When $\alpha=1$ and $\kappa=0$, the condition of stability (6.20) becomes $x y<$ $\sqrt{2}-1$. Based on (6.21), we can easily get (6.22), which is a monotonically decreasing function with respect to $x y$ over the interval $(0, \sqrt{2}-1)$, under which the stability condition of Theorem 6.2 is satisfied. It is straightforwardly verified that $V_{ \pm}(0)$ goes to 0 as $y \uparrow \frac{\sqrt{2}-1}{x}$.

Thus, the dual-NOPA coherent feedback displays a behavior that is analogous to that of a single NOPA operating below threshold, namely that the two-mode squeezing is maximized as the pump amplitude $\epsilon$ is increased to the threshold value of instability.

For the rest of this section, all two-mode squeezing spectra $V_{ \pm}(\imath \omega)$ will be presented in $\log -\log$ plots. The squeezing spectra are thus presented in dB unit, $V_{ \pm}(\imath \omega)(\mathrm{dB})=10 \log _{10} V_{ \pm}(\imath \omega)$ and $V_{+}(\imath \omega)+V_{-}(\imath \omega)(\mathrm{dB})=10 \log _{10}\left(V_{+}(\imath \omega)+\right.$ $\left.V_{-}(\imath \omega)\right)$. The more two-mode squeezing there is at a frequency $\omega$, the more negative the plot of $V_{ \pm}(\imath \omega)(\mathrm{dB})$ at that frequency. Perfect two-mode squeezing at this frequency corresponds to $V_{ \pm}(\imath \omega)(\mathrm{dB})=-\infty$. Also, since equations are expressed in a rotating frame at half of the common pump frequency $\omega_{p}$ of the NOPAs, 0 frequency corresponds to $\omega_{p} / 2$, while the "low-frequency" region in these plots corresponds to positive frequencies around $\omega_{p} / 2$.

Figure 6.3 shows the two-mode squeezing spectra $V_{ \pm}(\imath \omega)(\mathrm{dB})$ and $V_{+}(\imath \omega)+$ $V_{-}(\imath \omega)(\mathrm{dB})$ versus the frequency $\omega$ for $x=0.4$ and $y=1$ and ignoring amplification and transmission losses (black solid lines). From (1.32), there is entanglement present when $V_{+}(\imath \omega)+V_{-}(\imath \omega)(\mathrm{dB})<10 \log _{10} 6 \mathrm{~dB}=6.0206 \mathrm{~dB}$. It can be seen that in this ideal lossless case, $V_{ \pm}(\imath \omega)(\mathrm{dB})$ is about -29 dB and $V_{+}(\imath \omega)+V_{-}(\imath \omega)(\mathrm{dB})$ has a practically constant value of around -26 dB for frequencies $\omega$ roughly up to $10^{5} \mathrm{rad} / \mathrm{s}$.

### 6.2.3 Effect of Losses

The presence of transmission and amplification losses inevitably limits the two-mode squeezing that can be produced by the dual-NOPA network. Here, we will illustrate how the losses affect the two-mode squeezing while neglecting time delays in the network. The effect of time delays will be discussed later on.


Fig. 6.3 Log-log plots of $V_{ \pm}(\imath \omega)$ (left) and $V_{+}(\imath \omega)+V_{-}(\imath \omega)($ right $)$, when $\alpha=1$ (black solid line), $\alpha=0.97$ (red dashed line), $\alpha=0.95$ (blue dash-dot line), $\kappa=0, x=0.4, y=1$. Figure adapted from [22] (color figure online). With permission of Springer

Figure 6.4 shows the two-mode squeezing spectra when amplification losses are present, but there are no transmission losses and time delays. Based on [21], it is assumed that $\kappa \propto|\epsilon|$ with a reference value of $\kappa=\frac{3 \times 10^{6}}{\sqrt{2}}$ for $\epsilon=0.6 \times \gamma_{r}$. Therefore, $\kappa=M \epsilon$, with $M=\frac{3 \times 10^{6}}{\sqrt{2} \times 0.6 \times \gamma_{r}}$. The figure shows how $V$ and $V_{ \pm}$have higher values in the frequency range up to $10^{5} \mathrm{rad} / \mathrm{s}$ compared to ideal case (black solid line), and this value steadily worsens as $\kappa$ increases. Figure 6.5 illustrates the two-mode squeezing spectra $V_{ \pm}(\imath \omega)$ when both transmission and amplification losses are present. It can be seen that entanglement becomes worse when both losses are present compared to when only one of them is present.

### 6.2.4 Comparison with Conventional Schemes

We will now compare the EPR entanglement generated at two spatially separated locations, say A (Alice) and B (Bob), by the dual-NOPA coherent feedback system to that of a single NOPA or two-cascaded NOPAs ${ }^{1}$ placed midway between A and B, say, at C (Charlie), when there are no amplification losses in any of the NOPAs $(\kappa=0)$ and transmission delays are neglected (see Fig. 6.6a, b, and c1). The purpose is to assess how the presence of transmission losses as the sole imperfection in the
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Fig. 6.4 Log-log plots of $V_{ \pm}(\imath \omega)$ (left) and $V_{+}(\imath \omega)+V_{-}(\imath \omega)($ right $)$, when $\kappa=0$ (black solid line), $\kappa=0.1\left(\frac{3 \times 10^{6}}{0.6 \times \sqrt{2}}\right) x\left(\right.$ red dashed line ), $\kappa=0.2\left(\frac{3 \times 10^{6}}{0.6 \times \sqrt{2}}\right) x$ (blue dot-dash line), $\kappa=\left(\frac{3 \times 10^{6}}{0.6 \times \sqrt{2}}\right) x$ (pink dotted line), $\alpha=1, x=0.4, y=1$. Figure adapted from [22] (color figure online). With permission of Springer


Fig. 6.5 Log-log plots of $V_{ \pm}(\imath \omega)$ when $\alpha=1$ (left), $\alpha=0.97$ (middle), and $\alpha=0.95$ (right), $\kappa=0$ (black solid line), $\kappa=\left(\frac{3 \times 10^{6}}{0.6 \times \sqrt{2}}\right) x$ (red dashed line), $x=0.4, y=1$. Figure adapted from [22] (color figure online). With permission of Springer


Fig. 6.6 a Entangled pairs generated by a single NOPA. b Entangled pairs generated by twocascaded NOPAs. c1 and c2 Entangled pairs generated by a dual-NOPA coherent feedback system. In configuration (c1), the NOPAs are distributed in separate locations ( $A$ and $B$ ), while in configuration (c2) both NOPAs are in one location, at $C$. Figure adapted from [22]. With permission of Springer
system will impact the performance of these different schemes. For fairness of the comparison, it will be made for the situation where the total pump power consumed by all three systems is the same.

For the coherent feedback (CFB) system with the NOPAs placed at the endpoints (see Fig. 6.6c1), the transmission rate is $\alpha$, and for each NOPA, we set $y=1$, the pump power $\epsilon^{\mathrm{CFB}}=x \gamma_{r}$, and decay rate of mirror $\gamma^{\mathrm{CFB}}=\gamma_{r}$, where $x$ is a real number between 0 and $\sqrt{2}-1$ (to guarantee stability), and $\gamma_{r}$ is, as before, the reference decay rate $\gamma_{r}=7.2 \times 10^{7} \mathrm{~Hz}$. For the single NOPA and the two-cascadedNOPA systems located at C , the transmission rate along each transmission channel for the output signal is $\sqrt{\alpha}$ (see Fig. 6.6a, b). The higher transmission rate $\sqrt{\alpha}$ for these two schemes is due to the fact that the output signals only have to travel half of the distance between A and B. For a single NOPA, we set $\epsilon^{\text {single }}=\sqrt{2} x \gamma_{r}$ and $\gamma^{\text {single }}=\gamma_{r}$, while for the two-cascaded-NOPA system, we set $\epsilon^{\text {cascaded }}=x \gamma_{r}$ and $\gamma^{\text {cascaded }}=\gamma_{r}$ for each NOPA. Therefore, all three systems use the same total pump power, given by $P=2 x^{2} \gamma_{r}^{2}$. We choose $x$ so that in the absence of any losses, the two-mode squeezing spectra of the CFB system at $\omega=0$ are $V_{ \pm}^{\mathrm{CFB}}(0)=2 e^{-r}$, where $r \in[0, \infty)$ denotes the degree of squeezing; the more two-mode squeezing, the larger the value of $r$. We compare the systems for three values of $r, r=-\ln (0,1)$, $r=-\ln (0.05)$, and $r=-\ln (0.01)$. The results are shown in Fig.6.7. It can be seen that for each setting of $r$, above a certain threshold value of the transmission rate $\alpha$, the CFB scheme produces more two squeezing than the other two schemes. However, below this threshold value, the two-mode squeezing is worse than the other two schemes. We conclude that when all three schemes consume the same amount of total pump power, the CFB scheme is advantageous over the two other schemes when transmission losses are not too large.

Rather than placing the two NOPAs at spatially separated locations A and B in a decentralized configuration, it is also possible to have both NOPAs located at C, as in configurations (a) and (b). This yields the centralized dual-NOPA configuration (c2)


Fig. 6.7 Plots of $V_{ \pm}(0)(\mathrm{dB})$ as a function of $\alpha$, when all the systems consume the same total pump power ( $P=2 x^{2} \gamma_{r}^{2}$ ) and $\kappa=0$, with respect to a single NOPA (black dashed line), two-cascadedNOPA system (blue dotted line), and a dual-NOPA coherent feedback system in configuration (c1) (red solid line). We set values of $x$ so that $V^{\mathrm{CFB}}(0)=2 e^{-r}$ with $r=-\ln (0.1)$ (left), $r=-\ln (0.05)$ (middle), and $r=-\ln (0.01)$ (right), when $\alpha=1$ (color figure online)


Fig. 6.8 Plots of $V_{ \pm}(0)(\mathrm{dB})$ as a function of $\alpha$ and power, $P^{\mathrm{CFB}}=P^{\text {cascaded }}=P^{\text {single }}$, when $\kappa=0$, with respect to a single NOPA (dashed line), two-cascaded-NOPA system (dotted line), and a dual-NOPA coherent feedback system in configuration (c2) (solid line)
in Fig. 6.6. In all of the centralized configurations, one output beam will be sent from C to A and the other from C to B ; thus, both beams travel a distance that is half of that traveled in configuration (c1), with a transmission rate of $\sqrt{\alpha}$. Figure 6.8 compares the entanglement generated from the three configurations (a), (b), and (c2), for the same values of $\alpha$ and total pump power. The figure shows that the coherent feedback network in the centralized configuration (c2) generates more two-mode squeezing than the other two configurations for all $0 \leq \alpha \leq 1$ and as the parameter $x$ ranges in value from 0.01 to 0.414 (thus within the stability threshold).

Finally, we compare the dual-NOPA coherent feedback system in the centralized configuration (c1) and decentralized configuration (c2), when both configurations consume the same amount of pump power and ignoring amplification losses. Figure 6.9 shows the entanglement generated by the two configurations for various


Fig. 6.9 Plots of $V_{ \pm}(0)(\mathrm{dB})$ as a function of $\alpha$, for $0.93 \leq \alpha \leq 1$ and $\kappa=0, r=-\ln (0.1)$ (left), $r=-\ln (0.05)($ middle $), r=-\ln (0.01)(r i g h t)$, with respect to a dual-NOPA coherent feedback system placed in the middle (black dashed line) and the two NOPAs distributed at two endpoints (red solid line). Reprinted from [22] (color figure online). With permission of Springer


Fig. 6.10 Plots of $V_{ \pm}(0)(\mathrm{dB})$ as a function of $\alpha$, for $0 \leq \alpha \leq 1, \kappa=0, r=-\ln (0.1)$ (left), $r=-\ln (0.05)($ middle $), r=-\ln (0.01)(r i g h t)$, with respect to a dual-NOPA coherent feedback system placed in the middle (black dashed line) and the two NOPAs distributed at two endpoints (red solid line) (color figure online)
values of transmission rate $\alpha$. It can be seen that configuration (c1) has a noticeably higher degree of EPR entanglement compared to configuration (c2) for higher transmission rates $\alpha$, but this diminishes as $r$ is increased. Figure 6.10 extends Fig. 6.9 to compare the two systems over the whole range of $0 \leq \alpha \leq 1$. It can be seen that the centralized configuration ( c 2 ) produces better entanglement for lower $\alpha$.

To summarize, when the same total pump power is consumed, and amplification losses and time delays are neglected, the centralized coherent feedback configuration (c2) is superior to the single NOPA and two-cascaded-NOPA system for any value of the transmission rate $\alpha$, while the distributed coherent feedback configuration (c1) beats the centralized configuration (c2) for higher transmission rates $\alpha$. Thus, for lower transmission losses, one should employ a distributed coherent feedback network for entanglement generation; for higher transmission losses, one should switch from the distributed to a centralized coherent feedback scheme.

The results in this section indicate how feedback can, in certain situations, provide a performance advantage for entanglement generation, even when there are


Fig. 6.11 a Quantum repeater structure with two single NOPAs. There are two endpoints ( $A$ and $B$ ) and a repeater station that has two nodes (middle $C$ ). Each node contains a quantum memory that can store a quantum state. NOPA1 and NOPA2 create two pairs of continuous-mode entangled photons between endpoints and repeater nodes (blue pair and green pair). The two outer quantum memories can be entangled via entanglement swapping. b Quantum repeater structure with two dual-NOPA systems. NOPA1 and NOPA2 and NOPA3 and NOPA4 are connected to get entangled pairs between two points $A$ and $C$ (green nodes) and $C$ and $B$ (blue nodes), respectively. A quantum repeater in the middle $(C)$ is used to generate entanglement between $A$ and $B$. Figure adapted from [22] (color figure online). With permission of Springer
losses present in the transmission channels. A potential application of the dual-NOPA scheme is to extend the distance for entanglement distribution in a power-efficient manner. As suggested in Fig. 6.11b, for the same given amount of total pump power, a dual-NOPA system including NOPA1 and NOPA2 could potentially transport the same amount of entanglement over a distance L2 that is longer than the distance L1 achievable by a single NOPA1 in Fig. 6.11a. Given the same distance between the two endpoints A and B in this figure, the coherent feedback scheme could thus potentially reduce the number of quantum repeaters required compared to the system consisting of a single NOPA between every two quantum repeaters.

### 6.2.5 Effect of Nonzero Transmission Delays

In this section, we now investigate the stability and entanglement generation of the coherent feedback configuration (c1) in the presence of non-negligible transmission time delays. We assume that the loss rate across the transmission channel is 0.2 $\mathrm{dB} / \mathrm{km}$, which is typical in optical fiber [26]. At this loss rate, $\alpha=0.97$ corresponds to a distance of 1.3230 km and a time delay of $\tau=4.41 \times 10^{-6} \mathrm{~s}$, while $\alpha=0.95$ corresponds to a distance of 2.2276 km and a time delay of $\tau=7.4255 \times 10^{-6} \mathrm{~s}$.

We note that to model interconnections with time delays, it is necessary to first return to the original model of the NOPA in the non-rotating frame given by (1.27) and (1.28). Interconnections including time delays are then made to obtain a timevarying QSDE for the interconnected model, before going to a rotating frame for the entire interconnected system to remove the time-varying quantities. In the rotating frame, the time delays will introduce addition phase shifts of $e^{\imath \omega_{p} \tau / 2}$, where $\omega_{p}$ is the pump frequency, at the outputs of each NOPA. We assume that these time delayinduced phase shifts are canceled by placing a constant phase shift of $e^{-l \omega_{p} \tau / 2}$ at the output of each NOPA.

To analyze the stability of a linear system with time delays, we can employ an eigenvalue-based approach as detailed in [27]. This approach has been implemented in the freely available DDE-BIFTOOL toolbox for MATLAB [28, 29], which is used to compute the eigenvalues of the coherent feedback network with time delays. The calculation by DDE-BIFTOOL shows that all roots of the characteristic equation for the coherent feedback system with time delays have negative real parts when $\alpha=0.97,0.95, x=0.4, y=1$, and $\kappa=\frac{3 \times 10^{6}}{0.6 \sqrt{2}} x$. Therefore, for these parameter values, the dual-NOPA coherent feedback configuration (c1) is stable in the presence of the time delays.

The two-mode squeezing spectra $V_{ \pm}(\imath \omega)$ in the presence of time delays is again given by the identities (1.33) and (1.34). Since the quantum Langevin equations of the network are linear, the non-rational transfer functions (due to the time delays) $H_{1}$ [s] and $H_{2}[s]$ appearing in (1.33) and (1.34) can be numerically computed in MATLAB, from which $V_{ \pm}(\imath \omega)$ can then be computed. Figure 6.12 shows the EPR entanglement generated in the presence of time delays for a specific setting of the parameters of the dual-NOPA coherent feedback system in configuration (c1). It can be seen that the time delays have caused the frequency range (bandwidth) of entanglement to be reduced to less than $10^{5} \mathrm{rad} / \mathrm{s}$. Moreover, the degree of entanglement can also be observed to decrease, with a larger decrease for longer time delays. However, the latter effect is not due to the delays per se but is a consequence of the losses experienced by signals as they propagate through the transmission channels. Longer delays are associated with longer distances and hence with larger losses and a larger drop in the entanglement. Finally, in Fig. 6.12, we can also see erratic looking sharp peaks and dips in the squeezing spectra. We note that this is not a feature which is peculiar to the dual-NOPA scheme but is common in the frequency response of systems with internal time delays (see, e.g., [30, p. 182]).


Fig. 6.12 Log-log plots of $V_{ \pm}(\imath \omega)($ left $)$ and $V_{+}(\imath \omega)+V_{-}(\imath \omega)($ right $)$, when $\tau=0$ (black solid line $), \tau=4.41 \times 10^{-6}($ red dashed line $), \tau=7.4255 \times 10^{-6}$ (blue dash-dot line), $x=0.4, y=1$, $\kappa=\frac{3 \times 10^{6}}{0.6 \sqrt{2}} x$. Decrease in entanglement (increase in dB value of $\left.V_{ \pm}(0)\right)$ for higher delays is not due to the delays per se (see the text for details). Figure adapted from [22] (color figure online). With permission of Springer

### 6.2.5.1 Further Reading

The properties of the dual-NOPA coherent feedback scheme have been further analyzed in [31-33]. This includes studying the effect of phase shifts on the transmission channels on the performance of the scheme [31] and establishing some local optimal properties [33].

Related experiments have been reported that demonstrate how coherent feedback can enhance EPR entanglement in continuous-variable systems [34, 35]. However, these schemes consider the use of a static coherent feedback as in [18, 19, 21] to enhance EPR entanglement rather than interconnecting two NOPAs together in a coherent feedback network to improve entanglement.

The dual-NOPA scheme can be extended to a multiple-NOPA scheme involving multiple NOPAs $G_{1}, G_{2}, \ldots, G_{N}$, connected in linear coherent feedback chain equipped with adjustable phase shifters at two of its outputs, $\eta_{\text {out }, 1}$ and $\eta_{\text {out }, 2}$, as depicted in Fig. 6.13 and analyzed in [36, 37]. Similar conclusions to the dual-NOPA scheme emerge in the multiple-NOPA scenario, in that the same degree of two-mode squeezing between the outputs $\eta_{\text {out }, 1}$ and $\eta_{\text {out }, 2}$ can be achieved with much lower pump power and that the scheme produces a stronger degree of two-mode squeezing with more NOPAs in the chain for the same amount of total pump power and when only transmission losses are present [36]. Explicit formulae for EPR entanglement in


Fig. 6.13 A linear coherent feedback chain of multiple NOPAs. Figure adapted from [36]
the multiple-NOPA chain, in the idealized lossless scenario and infinite bandwidth limit, have been derived for an arbitrary number of NOPAs in the chain [37]. The lossless scenario sets the ultimate EPR entanglement that can be achieved by this linear chain of NOPAs, by selecting appropriate quadratures of the output fields with a suitable choice of the output phase shifters, while the infinite bandwidth limit simplifies the analysis but gives an accurate approximation to the EPR entanglement at low frequencies of interest (i.e., frequencies around half the common pump frequency of the NOPAs).

### 6.3 Force Sensing and Back-Action Evasion

In this section, we move to another very important research field in quantum information science, i.e., quantum metrology. The goal of this subject is, in a broad sense, to detect a very weak (quantum-level) signal such as a gravitational wave force [38-41] and an ultra-small deviation of frequency in an atomic clock [42], with the full use of quantum mechanical properties such as squeezing and entanglement. In particular, as mentioned in Sect. 1.5.4, the linear force sensing problem, which is a special subclass of quantum metrology, can be formulated within the framework of systems and control theory. More specifically, a linear open quantum system coupled to a probe field functions as a sensor to detect the signal, where the information about the signal can be extracted by measuring the probe output field. However, as immediately expected, this probe field unavoidably introduces a noise in the input port and eventually degrades the signal-to-noise ratio. In particular, the so-called back-action (BA) noise places the standard quantum limit ( $S Q L$ ) on the detection sensitivity. Fortunately, as has been proven in a number of papers, the SQL can be beaten by some back-action evasion (BAE) techniques, which achieve better detection sensitivity over SQL. The aim of this section is to describe a general force sensing problem within the framework of linear systems and control theory [43, 44] and demonstrate a coherent feedback-controlled system that achieves BAE.

### 6.3.1 Back-Action Evasion and the Standard Quantum Limit

First, let us recall the opto-mechanical oscillator described in Sect. 1.5.4, to see the meaning of SQL and why BAE is necessary. The simplified system dynamics, which is obtained by adiabatically eliminating the cavity mode, is given by (1.40); again, $f$ is the force we want to detect, $m$ is the mass, and $\omega_{m}$ is the resonance frequency of the oscillator. From this dynamics, we find that the measurement output $\eta^{p}=\sqrt{\lambda} q_{1}-\xi^{p}$ brings some information about $f$. However, notably, $\eta^{p}$ contains both of the probe input noise $\xi^{q}$ and $\xi^{p}$; the unavoidable noise $\xi^{p}$ is called the shot noise, while $\xi^{q}$ implicitly appears in the measurement output $\eta^{p}$ through the dynamics of $q_{1}$ and this is the BA noise. This fact can be explicitly seen in the Laplace domain:

$$
\eta^{p}[s]=\frac{\sqrt{\lambda}}{m\left(s^{2}+\omega_{m}^{2}\right)}\left(\sqrt{\lambda} \xi^{q}[s]+\sqrt{2} f[s]\right)+\xi^{p}[s],
$$

showing that $\eta^{p}$ is indeed affected by both the noise quadratures. Now, instead of the force magnitude $f$, we focus on the change of oscillator's position induced by $f$; let us denote this change by $g$, and then in the Fourier domain $s=\imath \omega$, this is related to $f$ as $f[\iota \omega]=-m L \omega^{2} g[\iota \omega]$, where $L$ is the optical path length of the cavity. Hence, under the assumption $\omega \gg \omega_{m}$, the normalized signal containing $g$ is given by

$$
\tilde{\eta}^{p}[\iota \omega]=\frac{\eta^{p}[\iota \omega]}{\sqrt{2 \lambda} L}=g[\iota \omega]-\frac{\sqrt{\lambda}}{\sqrt{2} m L \omega^{2}} \xi^{q}[\iota \omega]+\frac{1}{\sqrt{2 \lambda} L} \xi^{p}[\iota \omega] .
$$

This shows that the BA noise $\xi^{q}$ becomes dominant in the low-frequency region $\omega \approx 0$, while the shot noise $\xi^{p}$ sets the constant noise floor; also, we see that for precise detection, both the mass $m$ and the optical path length $L$ should be large, which is the reason why a gravitational interferometer of a kilometer-scale size was constructed in order to detect a gravitational wave [39, 45]. Now, the noise power of $\tilde{\eta}^{p}$ is bounded from below by the following SQL:

$$
\begin{align*}
S(\imath \omega) & \left.\left.\left.=\langle | \tilde{\eta}^{p}[\iota \omega]-\left.g[\imath \omega]\right|^{2}\right\rangle=\left.\frac{\lambda}{2 m^{2} L^{2} \omega^{4}}\langle | \xi^{q}[\iota \omega]\right|^{2}\right\rangle+\left.\frac{1}{2 \lambda L^{2}}\langle | \xi^{p}[\iota \omega]\right|^{2}\right\rangle \\
& \geq 2 \sqrt{\frac{\left.\left.\left.\langle | \xi^{q}[\iota \omega]\right|^{2}\right\rangle\left.\langle | \xi^{p}[\imath \omega]\right|^{2}\right\rangle}{4 m^{2} L^{4} \omega^{4}}} \geq \frac{1}{m L^{2} \omega^{2}}=S_{\mathrm{SQL}}(\imath \omega) . \tag{6.23}
\end{align*}
$$

The last inequality comes from $\left.\left.\left.\langle | \xi^{q}[\iota \omega]\right|^{2}\right\rangle\left.\langle | \xi^{p}[\iota \omega]\right|^{2}\right\rangle \geq 1$, i.e., the Heisenberg uncertainty relation. (Note that rigorously, this should be defined in terms of the power spectral density.) From the above relation, it is clear that SQL appears because the measurement output $\eta^{p}$ contains the BA noise $\xi^{q}$ in addition to the unavoidable shot noise $\xi^{p}$. Thus, for high-precision detection of $g$, a special system configuration should be devised so that the BA noise $\xi^{q}$ is evaded and $\eta^{p}$ is free from $\xi^{q}$; this is the meaning of BAE. In fact, if BAE is achieved, then by injecting a $\xi^{p}$-squeezed
probe light field, we can possibly reduce the noise power below the SQL and may have chance to detect $g$ with better accuracy.

### 6.3.2 System Theoretical Characterization of BAE

Here, we consider a general linear quantum system given by (2.5):

$$
\begin{equation*}
d x(t)=A x(t) d t+B d w(t), \quad d y(t)=C x(t) d t+D d w(t) \tag{6.24}
\end{equation*}
$$

and describe the notion of BAE in this general setting [43]. First, let us assume that the signal to be detected has some correlation with the measurement output $\tilde{y}$, which is a part of the quadrature components:

$$
\begin{equation*}
d \tilde{y}=M_{1} d y=M_{1} C x d t+M_{1} D d w=M_{1} C x d t+d \tilde{w} \tag{6.25}
\end{equation*}
$$

Again, the signal is already incorporated in $\tilde{y}$. Here, $M_{1}$ is a $m \times 2 m$ projection matrix representing which quadrature is to be measured, satisfying $M_{1} \mathbb{J}_{m} M_{1}^{\top}=0$ and $M_{1} M_{1}^{\top}=I_{m}$; these conditions ensure that all the elements of $\tilde{y}(t)$ are classical signals commuting with one another as well as with those of $\tilde{y}\left(t^{\prime}\right)$ for all times $t, t^{\prime}$, i.e.,

$$
\left[\tilde{y}_{i}(t), \tilde{y}_{j}\left(t^{\prime}\right)\right]=0, \forall i, j, \forall t, t^{\prime}
$$

Note that $\tilde{w}=M_{1} D w$ is a generalized version of shot noise, which must be present in the measurement output.

Now, the BA noise defined by $\tilde{w}^{\prime}=M_{2} D w$, i.e., observables conjugate to $\tilde{w}$. Here, $M_{2}$ is also a $m \times 2 m$ projection matrix and is chosen so that the matrix [ $M_{1}^{\top} M_{2}^{\top}$ ] is a symplectic and orthogonal matrix, which as a result leads to

$$
\begin{align*}
& M_{2} \mathbb{J}_{m} M_{2}^{\top}=0, \quad M_{2} M_{2}^{\top}=I_{m}, \quad M_{1} \mathbb{J}_{m} M_{2}^{\top}=I_{m} \\
& M_{1} M_{2}^{\top}=0, \quad M_{1}^{\top} M_{1}+M_{2}^{\top} M_{2}=I_{2 m} \tag{6.26}
\end{align*}
$$

Actually, these conditions ensure the CCR $\left[d \tilde{w}(t), d \tilde{w}^{\prime \top}\left(t^{\prime}\right)\right]=\imath \min \left(t, t^{\prime}\right) d t$. In particular, the last equality $M_{1}^{\top} M_{1}+M_{2}^{\top} M_{2}=I_{2 m}$ leads to $D w=M_{1}^{\top} \tilde{w}+M_{2}^{\top} \tilde{w}^{\prime}$. Hence, the dynamical equation in (6.24) can be rewritten as

$$
\begin{equation*}
d x=A x d t+B D^{-1}\left(M_{1}^{\top} d \tilde{w}+M_{2}^{\top} d \tilde{w}^{\prime}\right) \tag{6.27}
\end{equation*}
$$

We now arrive at the situation of writing the BAE condition in this general setup; for this, we need that the output $\tilde{y}$ in (6.25) does not contain the BA noise $\tilde{w}^{\prime}$. That is, BAE is achieved if and only if the transfer function from $\tilde{w}^{\prime}$ to $\tilde{y}$ is always zero:

$$
\begin{equation*}
\text { BAE: } \quad \Xi_{\tilde{w}^{\prime} \rightarrow \tilde{y}}[s]=M_{1} C(s I-A)^{-1} B D^{-1} M_{2}^{\top}=0, \quad \forall s \tag{6.28}
\end{equation*}
$$

Moreover, as is well known in systems and control theory, this condition means that there is no subsystem that is controllable w.r.t. $\tilde{w}^{\prime}$ and observable with respect to $\tilde{y}$. This is equivalently represented by the condition

$$
\begin{equation*}
M_{1} C A^{k} B D^{-1} M_{2}^{\top}=0, \quad \forall k \geq 0 \tag{6.29}
\end{equation*}
$$

Under this condition, the system Eqs.(6.25) and (6.27) are represented in a transformed coordinate by

$$
\begin{aligned}
& d\left[\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{ll}
A_{11} & 0 \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime}
\end{array}\right] d t+\left[\begin{array}{l}
B_{11} \\
B_{21}
\end{array}\right] d \tilde{w}+\left[\begin{array}{c}
0 \\
B_{22}
\end{array}\right] d \tilde{w}^{\prime}, \\
& d \tilde{y}=\left[\begin{array}{ll}
C_{1} & 0
\end{array}\right]\left[\begin{array}{l}
x_{1}^{\prime} \\
x_{2}^{\prime}
\end{array}\right] d t+d \tilde{w} .
\end{aligned}
$$

This implies that the input signal $\tilde{w}^{\prime}$ has no effect on the output $\tilde{y}$. Finally, note that even if the above BAE condition (6.28) or (6.29) is satisfied, this by itself does not necessarily mean that the signal sensitivity is improved; in particular, squeezing operation on the input field $\tilde{w}$, in addition to the BAE property, is necessary to realize such an improvement.

### 6.3.3 Coherent Feedback for BAE

In this subsection, based on the BAE theory formulated in the previous subsection, we demonstrate a coherent feedback (CFB) control approach for BAE of a mechanical oscillator driven by an unknown force.

First, we address a general framework for CFB configuration for the linear quantum system

$$
\begin{equation*}
d x(t)=A x(t) d t+\mathbb{J}_{n} C^{\top} \mathbb{J}_{m} d w(t), \quad d y(t)=C x(t) d t+d w(t) \tag{6.30}
\end{equation*}
$$

which is a special case of (2.5) with $D=I$ (see Theorem 2.1). For CFB, at most all the components of the output field $y$ can be used for feedback, and also, at most all the components of the input probe field $w$ can be controlled. Here, we take the CFB control configuration depicted in Fig. 6.14, where the controller dynamics is given by

$$
\begin{align*}
& d x_{K}=A_{K} x_{K} d t+\mathbb{J}_{n^{\prime}} C_{1}^{\top} \mathbb{J}_{m} d w_{1}+\mathbb{J}_{n^{\prime}} C_{2}^{\top} \mathbb{J}_{m} d w_{2} \\
& d y_{1}=C_{1} x_{K} d t+d w_{1}, \quad d y_{2}=C_{2} x_{K} d t+d w_{2} \tag{6.31}
\end{align*}
$$

where $n^{\prime}$ is the number of degrees of freedom of the controller. Note that the controller has two input-output ports, to avoid the self-interaction of optical fields. Now, $y$ is connected to the controller's input $w_{2}$, and the controller's output $y_{1}$ is connected to $w$,

Fig. 6.14 A general configuration of the CFB control. Figure adapted from [43]

without involving any measurement process. That is, the CFB control is constructed by setting

$$
\begin{equation*}
w_{2}=y, \quad w=y_{1} . \tag{6.32}
\end{equation*}
$$

From this condition, the size of $C_{1}$ and $C_{2}$ has to be equal, although they are not necessarily of full rank. Combining (6.30), (6.31), and (6.32), we find that the dynamical equation of the closed-loop system is given by:

$$
\begin{equation*}
d x_{e}=A_{e} x_{e} d t+\mathbb{J}_{n+n^{\prime}} C_{e}^{\top} \mathbb{J}_{m} d w_{1}, \quad d y_{2}=C_{e} x_{e} d t+d w_{1}, \tag{6.33}
\end{equation*}
$$

where $x_{e}=\left[x^{\top}, x_{K}^{\top}\right]^{\top}, A_{e}=\mathbb{J}_{n+n^{\prime}}\left(G_{e}+C_{e}^{\top} \mathbb{J}_{m} C_{e} / 2\right), C_{e}=\left[C, C_{1}+C_{2}\right]$, and

$$
G_{e}=\left[\begin{array}{cc}
G & C^{\top} \mathbb{J}_{m} C_{1} / 2-C^{\top} \mathbb{J}_{m} C_{2} / 2 \\
\star & G_{K}+C_{1}^{\top} \mathbb{J}_{m}^{\top} C_{2} / 2+C_{2}^{\top} \mathbb{J}_{m} C_{1} / 2
\end{array}\right],
$$

where $\star$ denotes the symmetric elements of $G_{e}$. Here, let us assume that a CFB controller satisfying $C_{1}+C_{2}=0$ is implementable. Then, the closed-loop system (6.33) takes the following form:

$$
\begin{align*}
d x_{e} & =\left[\begin{array}{cc}
A & \mathbb{J}_{n} C^{\top} \mathbb{J}_{m} C_{1} \\
\mathbb{J}_{n^{\prime}} C_{1}^{\top} \mathbb{J}_{m}^{\top} C & \mathbb{J}_{n^{\prime}} G_{K}
\end{array}\right] x_{e} d t+\left[\begin{array}{c}
\mathbb{J}_{n} C^{\top} \mathbb{J}_{m} \\
0
\end{array}\right] d w_{1}, \\
d y_{2} & =\left[\begin{array}{ll}
C & 0
\end{array}\right] x_{e} d t+d w_{1} \tag{6.34}
\end{align*}
$$

It seems from the structure of this equation that the controller directly couples to the plant, but not to the external field. Hence, this type of plant-controller coupling is called a direct interaction. In this sense, (6.34) implies that direct interaction is realized within the CFB configuration.

Now, let us study the opto-mechanical oscillator from Sect.6.3.1 as the plant of interest. To achieve highly precise detection of an unknown force $f$ driving this system, we aim to apply the above-described CFB control configuration so that the closed-loop system (6.34) satisfies the BAE condition. The controller is a singlemode linear quantum system with variable $x_{K}=\left(q_{3}, p_{3}\right)^{\top}$, with two input fields $\left(\xi_{1}^{q}, \xi_{1}^{p}\right)^{\top}=d w_{1} / d t$ and $\left(\xi_{2}^{q}, \xi_{2}^{p}\right)^{\top}=d w_{2} / d t$. The controller's system matrices are
assumed to satisfy

$$
\mathbb{J} C_{1}^{\top} \mathbb{J}^{\top} C=\left[\begin{array}{l|l}
0 & 0 \\
0 & g
\end{array}\right], \mathbb{J} G_{K}=\left[\begin{array}{cc}
\omega_{m} & -\omega_{m}
\end{array}\right],
$$

which leads to

$$
C_{1}=-C_{2}=\frac{g}{\sqrt{2 \gamma}}\left[\begin{array}{ll}
0 & 0  \tag{6.35}\\
1 & 0
\end{array}\right], \quad G_{K}=\left[\begin{array}{cc}
-\omega_{m} & 0 \\
0 & -\omega_{m}
\end{array}\right] .
$$

We will discuss later about how to physically implement these system matrices. In this setting, the closed-loop system dynamics (6.34) is given by

$$
\begin{equation*}
d x_{e}=A_{e} x_{e} d t+B_{e} d w_{1}+b f d t, \quad d y_{2}=C_{e} x_{e} d t+d w_{1} \tag{6.36}
\end{equation*}
$$

where

$$
\begin{aligned}
& C_{e}=\sqrt{2 \gamma}\left[\begin{array}{cc|c|c}
0 & 1 & 0 \\
& 0 & 1 & 0
\end{array}\right], \quad b=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0
\end{array}\right]^{\top} .
\end{aligned}
$$

The output field is $\left(\eta_{2}^{q}, \eta_{2}^{p}\right)^{\top}=d y_{2} / d t$; clearly, $\eta_{2}^{q}$ does not contain any information about $f$, and thus, we need to measure $\eta_{2}^{p}$, implying that the output signal is given by

$$
\eta_{2}^{p}=c x_{e}+\xi_{1}^{p}=\sqrt{2 \gamma}\left[\begin{array}{llllll}
0 & 0 & 0 & 1 & 0 & 0 \tag{6.37}
\end{array}\right] x_{e}+\xi_{1}^{p} .
$$

Here, we apply the BAE condition (6.29) and find $g=\kappa / \sqrt{m \omega_{m}}$. In fact, with this choice, the transfer function from the BA noise $\xi_{1}^{q}$ to the output $\eta_{2}^{p}$ is zero, so we have

$$
\eta_{2}^{p}[s]=\frac{\sqrt{2 \gamma} \kappa / m}{(s+\gamma)\left(s^{2}+\omega_{m}^{2}\right)} \xi_{1}^{p}[s]+\frac{s-\gamma}{s+\gamma} f[s] .
$$

Thus, by injecting a $\xi_{1}^{p}$-squeezed light field, which reduces the variance of $\xi_{1}^{p}$, we can perform a better detection of $f$ below SQL.

Lastly, let us discuss how to physically implement the above CFB controller. The point is that the structure of $C_{1}$ (or $C_{2}$ ) in (6.35) represents a QND-type interaction between the controller and the field $w_{1}$; for instance, Ref. [2] provides an optical method to implement this interaction. On the other hand, the matrix $G_{K}$ in (6.35) simply corresponds to an optical phase shifter. Therefore, the CFB controller designed here can be realized as a detuned optical cavity coupled to two input-output fields

Fig. 6.15 a Direct interaction scheme achieving BAE for the opto-mechanical oscillator, proposed by Tsang and Caves [40]. b Equivalent realization via the CFB control. Figure adapted from [43]
(a)

(b)

via QND interactions, which is depicted in Fig. 6.15b. Note that the set of Eqs. (6.36) and (6.37) is exactly the same as that of the modified opto-mechanical oscillator proposed by Tsang and Caves [40], which is shown in Fig. 6.15a.

### 6.3.4 Further Reading

Synthesizing a system achieving BAE is an old problem, particularly in the field of gravitational wave detection (see for instance [38-41]). In contrast to their approach of looking at a specific optical interferometer for gravitational wave detection, the system theoretic characterization given in Sect. 6.3 .2 can potentially yield a general approach for synthesizing a system having the BAE property. In fact, in [43] another coherent feedback controller realizing BAE for the optical interferometer was proposed, based on the general condition (6.28) or the equivalent (6.29).

In addition to BAE, in [43] system theoretic characterizations of quantum nondemolition (QND), interactions and decoherence-free subsystems (DFS) are given, which also provide a concrete coherent feedback controller achieving QND interaction and DFS. A crucial fact proven in [43] is that while we can find a coherent feedback controller achieving BAE, QND, or DFS for a given linear quantum system, it is generally not possible to construct a measurement-based feedback controller achieving these three goals. That is, there exists a no-go theorem showing the distinct superiority of coherent feedback over a measurement-based one, for those design goals in quantum information science. Again, it should be emphasized that this result is obtained based fully on a system theoretic approach.

### 6.4 Quantum Memory with Decoherence-Free Subsystem

A quantum memory is a device that can preserve a quantum state to realize tasks in computation and communication. Surprisingly, or not surprisingly, systems and control theory provides a unified methodology for constructing a linear quantum memory architecture [46]; more precisely, for linear quantum systems, we obtain
a general procedure for perfect writing and storage of a single-photon or coherent state, with the full use of the controllability-observability properties and the notion of zero dynamics. This section is devoted to reviewing this theory, focusing on the case where the input state is a coherent state, for simplicity.

### 6.4.1 General Schematic of an Ideal Quantum Memory

Let us begin by describing the general and ideal schematic of a quantum memory. First of all, the system needs to contain a subsystem that preserves a quantum state for a long time, which is named here the memory subsystem. During the storage time, a memory subsystem must be decoupled from other subsystems as well as all dissipative environments; i.e., it is decoherence-free ( $D F$ ) [47]. Note that in the storage stage, the memory subsystem must be disconnected with the transportation channel that transfers an input state or retrieves the memory state, while in the writing or reading process, we need to connect the memory subsystem with the transportation channel. Therefore, the system involves a switching mechanism that opens or closes the memory subsystem. Concrete examples are for instance an atomic ensemble with electromagnetic induced transparency (EIT) effect [48-50], a photonic crystal array [51], and an optical cavity [52].

The above basic function of a general quantum memory system is illustrated in Fig. 6.16. Let $a_{\mathrm{M}}$ denote the mode of the memory subsystem. $a_{\mathrm{B}}$ is the mode of the buffer subsystem, which mediates the optical field and the memory subsystem. As shown in the figure, these two subsystems can be coupled or decoupled. In the writing stage (a), we transport an input state of the optical field with mode $\xi$ to the memory subsystem. Here, let us assume that with the use of a "nice procedure," the input state is perfectly transferred to the memory subsystem. Then, the two modes $a_{\mathrm{B}}$ and $a_{\mathrm{M}}$ are decoupled, and $a_{\mathrm{M}}$ becomes DF . In the storage stage (b), the memory subsystem preserves the state indefinitely. Finally, in the reading stage (c) at a later time, by coupling the modes again we can retrieve the state over the output channel with mode $\eta$.

Let us describe the scheme in a more detailed fashion, for the case of linear quantum systems. The system is given by a completely passive linear quantum system discussed in Sect.2.4.1. That is, the vector of system variables $a=\left(a_{1}, \ldots, a_{n}\right)^{\top}$ obeys the following dynamical and output equations:


Fig. 6.16 Basic function of an ideal quantum memory. Figure adapted from [46]

$$
\begin{equation*}
\dot{a}(t)=A a(t)-C^{*} \xi(t), \quad \eta(t)=C a(t)+\xi(t) \tag{6.38}
\end{equation*}
$$

Again, the system matrices are related to the Hamiltonian and the coupling operator in the form $H=a^{*} \Omega a$ and $L=C a$. Also, recall that $A=-l \Omega-C^{*} C / 2$. In particular, we assume that there is only one external channel, meaning that $C$ is a $1 \times n$ complex row vector; hence, without loss of generality the scattering matrix $S$ is now set to be $S=1$. Now, let $a_{\mathrm{B}}=\left(a_{1}, \ldots, a_{m}\right)^{\top}$ and $a_{\mathrm{M}}=\left(a_{m+1}, \ldots, a_{n}\right)^{\top}$ be the modes of the buffer and memory subsystems, respectively. Then, in the writing stage, our task is to devise a procedure (as mentioned above) such that the state of $\xi$ is perfectly transferred to that of $a_{\mathrm{M}}$. Once this process is completed, the system is switched to the storage mode, where (6.38) takes the form

$$
\begin{align*}
\frac{d}{d t}\left[\begin{array}{c}
a_{\mathrm{B}}(t) \\
a_{\mathrm{M}}(t)
\end{array}\right] & =\left[\begin{array}{cc}
A_{\mathrm{B}} & O \\
O & O
\end{array}\right]\left[\begin{array}{c}
a_{\mathrm{B}}(t) \\
a_{\mathrm{M}}(t)
\end{array}\right]-\left[\begin{array}{c}
C_{\mathrm{B}}^{*} \\
O
\end{array}\right] \xi(t) \\
\eta(t) & =C_{\mathrm{B}} a_{\mathrm{B}}(t)+\xi(t) \tag{6.39}
\end{align*}
$$

Hence, $a_{\mathrm{M}}$ is decoupled from both the input field $\xi$ and the output field $\eta$. This implies that $a_{\mathrm{M}}$ is actually DF and its state can be stored. Importantly, (6.39) shows that in the storage stage, the memory subsystem is uncontrollable and unobservable with respect to the input and output channels (see Sect. 1.2.2). Thanks to this system theoretic characterization of the memory subsystem, a convenient necessary and sufficient condition for such a DF subsystem to exist has been developed in [53].

As a typical setup, we show an atomic ensemble system composed of $N \Lambda$-type atoms confined in an optical cavity [50]. Each atom contains two ground states $|s\rangle$ and $|g\rangle$, and an excited state $|e\rangle$. The transition between $|g\rangle$ and $|e\rangle$ occurs due to the coupling of atoms and the cavity mode $a_{1}$, with strength $g$. Also, a classical field with controllable Rabi frequency $\omega_{R}$ induces the transition between $|s\rangle$ and $|e\rangle$. Now, define the collective lowering operators $\sigma_{g e}=\sum_{k=1}^{N}(|g\rangle\langle e|)^{(k)}$ and $\sigma_{g s}=$ $\sum_{k=1}^{N}(|g\rangle\langle s|)^{(k)}$ (see 1.42); in the large ensemble limit $N \gg 1$, these operators can be well approximated by annihilation operators as $a_{2}=\sigma_{g e} / \sqrt{N}$ and $a_{3}=\sigma_{g s} / \sqrt{N}$. The ideal dynamics of $a=\left(a_{1}, a_{2}, a_{3}\right)^{\top}$ is then given by

$$
\frac{d a(t)}{d t}=\left[\begin{array}{ccc}
-\kappa & i g & 0 \\
i g & 0 & i \omega_{R} \\
0 & i \omega_{R} & 0
\end{array}\right] a(t)-\left[\begin{array}{c}
\sqrt{2 \kappa} \\
0 \\
0
\end{array}\right] \xi(t), \quad \eta(t)=\sqrt{2 \kappa} a_{1}+\xi(t)
$$

where $\kappa$ denotes the cavity decay rate. Hence, $a_{\mathrm{B}}=\left(a_{1}, a_{2}\right)^{\top}$ represents the buffer mode and $a_{\mathrm{M}}=a_{3}$ does the memory mode. In fact, when the state transfer from $\xi$ to $a_{3}$ is completed, then by setting $\omega_{R}=0$ the system dynamics has the form (6.39) and can preserve the transferred state.

### 6.4.2 The Zero Dynamics Principle

As mentioned above, our task is to develop a procedure that perfectly transfers the input state of $\xi$ to the state of $a_{\mathrm{M}}$. Now, note that the input state should be brought over a time temporal pulsed field rather than a continuous-wave one (for instance an optical field whose amplitude changes in time according to a sinusoidal function), because obviously the subsystem can absorb only the finite amount of energy. Then, the problem is to find an appropriate pulse shape for achieving perfect state transfer. As shown below, the zero dynamics principle gives us a clear solution to this problem.

First, let us assume that the initial state is given by the product of coherent states, $|\phi\rangle_{S} \otimes|f\rangle_{F}$, with $f(t)$ the amplitude of the field coherent state, corresponding to the pulse function to be determined. Here, the subscripts $S$ and $F$ are used to emphasize system and field states, respectively. Then, noting that ${ }_{S}\left\langle\left.\phi\right|_{F}\langle f| \xi(t) \mid \phi\right\rangle_{S}|f\rangle_{F}=f(t)$, we see that the vector of mean amplitudes, $m(t)=\left(\left\langle a_{1}(t)\right\rangle, \ldots,\left\langle a_{n}(t)\right\rangle\right)^{\top}$ with $\left\langle a_{i}(t)\right\rangle={ }_{s}\left\langle\left.\phi\right|_{F}\langle f| a_{i}(t) \mid \phi\right\rangle_{S}|f\rangle_{F}$, follows

$$
\begin{equation*}
\dot{m}(t)=A m(t)-C^{*} f(t), \quad \tilde{f}(t)=C m(t)+f(t), \tag{6.40}
\end{equation*}
$$

where $\tilde{f}(t)=\langle\eta(t)\rangle$. Now, for the completely passive linear quantum system (6.38), the following energy balance identity [54] holds:

$$
\begin{equation*}
\int_{t_{0}}^{t} \eta^{*}(s) \eta(s) d s+a^{*}(t) a(t)=\int_{t_{0}}^{t} \xi^{*}(s) \xi(s) d s+a^{*}\left(t_{0}\right) a\left(t_{0}\right) . \tag{6.41}
\end{equation*}
$$

Thus, the total energy of the system and the field is preserved for all time. Actually, combined with (6.40), this equation leads to

$$
\int_{t_{0}}^{t}|\tilde{f}(s)|^{2} d s+\left\langle a^{*}(t) a(t)\right\rangle=\int_{t_{0}}^{t}|f(s)|^{2} d s+\left\langle a^{*}\left(t_{0}\right) a\left(t_{0}\right)\right\rangle
$$

where the mean is taken for the state $|\phi, f\rangle$. Now, we assume that the system initial state is vacuum, $|\phi\rangle_{S}=|0\rangle_{S}$, which yields $\left\langle a^{*}\left(t_{0}\right) a\left(t_{0}\right)\right\rangle=0$. Then, in order to achieve perfect transportation of the energy from the input to the system, we need that the output field must be vacuum, or equivalently, the amplitude of the output field is always "zero" because in this case the complete passivity means that the output is also a coherent state; this is the zero dynamics principle. Therefore, $\tilde{f}(t)=0$ for all $t \in\left[t_{0}, t_{1}\right]$ with $t_{1}$, the stopping time of the writing process. Then, the condition $\tilde{f}(t)=C m(t)+f(t)=0$ leads to $C^{*} C m(t)+C^{*} f(t)=0$, and we thus have

$$
\begin{equation*}
\dot{m}(t)=\left(A+C^{*} C\right) m(t)=\left(-\imath \Omega+\frac{1}{2} C^{*} C\right) m(t)=-A^{*} m(t) . \tag{6.42}
\end{equation*}
$$

This corresponds to zero dynamics, meaning that if the system variable obeys the dynamics (6.42), the output is always vacuum. Now, the solution of (6.42) is given by $m(t)=e^{-A^{*}\left(t-t_{1}\right)} m_{1}$, with $m_{1}$ a fixed vector. Thus, the condition $C m(t)+f(t)=0$ yields

$$
f(t)=-C m(t)=-m(t)^{\top} C^{\top}=-m_{1}^{\top} e^{-A^{\#}\left(t-t_{1}\right)} C^{\top} .
$$

Note that the input is transferred in the period $t \leq t_{1}$ (writing stage) and $f(t)=0$ for $t_{1} \leq t$ (storage and reading stages). As a result, we have the following proper expression:

$$
\begin{equation*}
f(t)=-m_{1}^{\top} e^{-A^{\#}\left(t-t_{1}\right)} C^{\top} \Theta\left(t_{1}-t\right) \tag{6.43}
\end{equation*}
$$

where $\Theta(t)$ is the Heaviside step function taking the value 1 for $t \geq 0$ and 0 for $t<0$. Note that the real parts of all the eigenvalues of $-A^{\#}$ are strictly positive, because $A$ is Hurwitz. Thus, $f(t)$ grows exponentially, and hence, it is called a rising exponential function.

### 6.4.3 Perfect State Transfer

First, we discuss the concrete procedure to encode (classical) information on the coherent field state with pulse function (6.43), which is perfectly transferred to the system; this procedure determines the parameter vector $m_{1}$ contained in (6.43). Note that a coherent field state $|f\rangle_{F}$ with temporal pulse shape $f(t)$ can be expressed as

$$
|f\rangle_{F}=e^{B^{*}(f)-B(f)}|\Omega\rangle_{F}=\exp \left[\int_{-\infty}^{\infty}\left(f(t) \xi^{*}(t)-f^{*}(t) \xi(t)\right) d t\right]|\Omega\rangle_{F}
$$

where $B(f)=\int_{-\infty}^{\infty} f^{*}(t) \xi(t) d t$. The power $\int_{-\infty}^{\infty}|f(t)|^{2} d t$ is assumed to be finite. Now, assume that $f(t)$ is characterized, in terms of the orthonormal functions $\left\{\gamma_{k}(t)\right\}_{k=1, \ldots, n}$, by

$$
\begin{equation*}
f(t)=\sum_{k=1}^{n} \alpha_{k} \gamma_{k}(t) \tag{6.44}
\end{equation*}
$$

where $\alpha_{k} \in \mathbb{C}$ represents the classical information to be stored in the memory. Then, the power of $|f\rangle_{F}$ is given by $\int_{-\infty}^{\infty}|f(t)|^{2} d t=\sum_{k}\left|\alpha_{k}\right|^{2}$, and the coherent field state is described by

$$
\begin{equation*}
|f\rangle_{F}=\exp \left[\sum_{k}\left\{\alpha_{k} B^{*}\left(\gamma_{k}\right)-\alpha_{k}^{*} B\left(\gamma_{k}\right)\right\}\right]|\Omega\rangle_{F} \tag{6.45}
\end{equation*}
$$

Next, let us turn our attention to the writing process, which actually transfers the classical information $\left\{\alpha_{k}\right\}$ to the memory subsystem. For this purpose, first recall that the system dynamics (6.38) has the solution

$$
a(t)=e^{A\left(t-t_{0}\right)} a\left(t_{0}\right)-e^{A t} \int_{t_{0}}^{t} e^{-A s} C^{*} \xi(s) d s
$$

Since $A$ is Hurwitz, we can take the limit $t_{0} \rightarrow-\infty$, which yields

$$
a^{\#}\left(t_{1}\right)=-e^{A^{\#} t_{1}} \int_{-\infty}^{t_{1}} e^{-A^{\#} s} C^{\top} \xi^{*}(s) d s
$$

where again $t_{1}$ is the stopping time of the writing process. We now introduce the following vector of rising exponential functions:

$$
\begin{equation*}
\nu(t)=-e^{-A^{\#}\left(t-t_{1}\right)} C^{\top} \Theta\left(t_{1}-t\right) \tag{6.46}
\end{equation*}
$$

Then, $a^{\#}\left(t_{1}\right)$ can be represented by

$$
\begin{equation*}
a^{\#}\left(t_{1}\right)=\int_{-\infty}^{\infty} \nu(t) \xi^{*}(t) d t=\left(I_{S} \otimes B^{*}\left(\nu_{1}\right), \ldots, I_{S} \otimes B^{*}\left(\nu_{n}\right)\right)^{\top} \tag{6.47}
\end{equation*}
$$

This is a vector of creation operators $a_{k}^{*}\left(t_{1}\right)$ satisfying the canonical commutation relation $a a^{*}-\left(a^{\#} a^{\top}\right)^{\top}=I$, which means that $\left\{\nu_{i}(s)\right\}$ are orthonormal; $\int_{-\infty}^{\infty} \nu_{i}^{*}(t) \nu_{j}(t) d t=\delta_{i j}$. Recall now that at the initial time $t_{0} \rightarrow-\infty$, the field input state is the coherent field state (6.45) and the system initial state is the ground state $|0, \ldots, 0\rangle_{S}$. Then, after the interaction, the whole state at $t=t_{1}$ is given by

$$
\begin{aligned}
\left|\Psi\left(t_{1}\right)\right\rangle & =U\left(-\infty, t_{1}\right)|0, \ldots, 0\rangle_{S} \otimes e^{\sum_{k}\left[\alpha_{k} B^{*}\left(\gamma_{k}\right)-\alpha_{k}^{*} B\left(\gamma_{k}\right)\right]}|\Omega\rangle_{F} \\
& =U\left(-\infty, t_{1}\right) e^{\sum_{k}\left[\alpha_{k} B^{*}\left(\gamma_{k}\right)-\alpha_{k}^{*} B\left(\gamma_{k}\right)\right]} U^{*}\left(-\infty, t_{1}\right)|0, \ldots, 0\rangle_{S}|\Omega\rangle_{F} .
\end{aligned}
$$

Thus, by setting $\gamma_{k}(t)=\nu_{k}(t)$ and noting that (6.47) can be expressed as $a_{k}^{*}\left(t_{1}\right)=$ $U^{*}\left(-\infty, t_{1}\right) a_{k}^{*}(-\infty) U\left(-\infty, t_{1}\right)=I_{S} \otimes B^{*}\left(\nu_{k}\right)$, we obtain

$$
\begin{aligned}
\left|\Psi\left(t_{1}\right)\right\rangle & =e^{\sum_{k}\left[\alpha_{k} a_{k}^{*}(-\infty)-\alpha_{k}^{*} a_{k}(-\infty)\right]}|0, \ldots, 0\rangle_{S}|\Omega\rangle_{F} \\
& =\prod_{k} e^{\alpha_{k} a_{k}^{*}(-\infty)-\alpha_{k}^{*} a_{k}(-\infty)}|0, \ldots, 0\rangle_{S}|\Omega\rangle_{F} \\
& =\left|\alpha_{1}, \ldots, \alpha_{n}\right\rangle_{S}|\Omega\rangle_{F}
\end{aligned}
$$

Hence, the system state is transformed to the product of coherent states $\left|\alpha_{k}\right\rangle$. That is, the coherent field state with classical information $\left\{\alpha_{k}\right\}$ encoded in the rising exponential pulse functions (6.46) can be perfectly transferred to the system.

Now, we describe the ideal memory schematic in a more detailed way. Recall that the system can tune the memory subsystem to the DF mode in the storage stage or to the non-DF mode in the other two stages. Hence, after the perfect state transfer in the writing process has been finished at time $t=t_{1}$, the system structure is instantaneously modified so that the system dynamics takes the form (6.39):

$$
\frac{d}{d t}\left[\begin{array}{c}
a_{\mathrm{B}} \\
a_{\mathrm{M}}
\end{array}\right]=\left[\begin{array}{cc}
A_{\mathrm{B}} & O \\
O & O
\end{array}\right]\left[\begin{array}{c}
a_{\mathrm{B}} \\
a_{\mathrm{M}}
\end{array}\right]-\left[\begin{array}{c}
C_{\mathrm{B}}^{*} \\
O
\end{array}\right] \xi(t), \quad \eta(t)=C_{\mathrm{B}} a_{\mathrm{B}}(t)+\xi(t)
$$



Fig. 6.17 The perfect memory procedure in a 5-node linear network. Figure adapted from [46]

Clearly, $a_{\mathrm{M}}$ constitutes a DF subsystem. Now, for simplicity, we assume $n=5$ and consider the specific case $a_{\mathrm{B}}=\left[a_{1}, a_{2}\right]^{\top}$ (the buffer mode) and $a_{\mathrm{M}}=\left[a_{3}, a_{4}, a_{5}\right]^{\top}$ (the memory mode). Hence, the whole state $\left|\alpha_{1}, \ldots, \alpha_{5}\right\rangle$ cannot be stored, but only its $(3,4,5)$ components can be. This means that to achieve the perfect state transfer and storage, the input field must be prepared to a specific coherent field state $|f(t)\rangle_{F}$ with $\alpha_{1}=\alpha_{2}=0$ and sent over the rising exponential pulse function (6.46); more precisely, the input pulse shape should be synthesized by first multiplying the classical information $\left(\alpha_{3}, \alpha_{4}, \alpha_{5}\right)$ with the basis functions $\left(\nu_{3}(t), \nu_{4}(t), \nu_{5}(t)\right)$ and then generating $f(t)=\alpha_{3} \nu_{3}(t)+\alpha_{4} \nu_{4}(t)+\alpha_{5} \nu_{5}(t)$. In fact, as described before, the whole state when the writing process is finished is then given by

$$
\left|\Psi\left(t_{1}\right)\right\rangle=|0,0\rangle \otimes\left|\alpha_{3}, \alpha_{4}, \alpha_{5}\right\rangle \otimes|\Omega\rangle_{F},
$$

and consequently, by decoupling the buffer and memory subsystems, the state $\left|\alpha_{3}, \alpha_{4}, \alpha_{5}\right\rangle$ can be preserved. The above writing and storage processes together with the reading process are illustrated in Fig. 6.17, and now, those can be explicitly described as follows. (a) The coherent field state with $\alpha_{1}=\alpha_{2}=0$ is transferred over the pulse shape $f(t)$. (b) At time $t=t_{1}$, the field state has been perfectly transferred to the memory subsystem. Then, by switching the system architecture, the memory subsystem is decoupled. (c) In the storage state in the time period $\left[t_{1}, t_{2}\right]$, the transferred state is preserved. (d) At $t=t_{2}$, the memory subsystem is coupled again to the buffer subsystem and accordingly the output field. (e) The output field with pulse shape $\tilde{f}(t)$, which contains the perfect copy of the information $\left\{\alpha_{3}, \alpha_{4}, \alpha_{5}\right\}$, can be retrieved (see [46] for the detailed time evolution of this retrieved state).

### 6.4.4 Further Reading

In this section, based on the zero dynamics principle, we derived the rising exponential function (6.43) as the desired input pulse realizing perfect state transfer to a completely passive linear quantum system. This fact can be derived by another system theoretic approach as follows. Let $\tilde{f}[s]=G[s] f[s]$ be the input-output relation of (6.40) and $z_{j}$ be a zero of the transfer function $G[s]$, i.e., $G\left[z_{j}\right]=0$ holds. Then, it is known in linear systems and control theory that an input of the form $f(t)=e^{z_{j} t}$ can yield an output $\tilde{f}(t)=G\left[z_{j}\right] e^{z_{j} t}=0$ under appropriate conditions. Now, we can proceed to prove (6.43) as a linear combination of those functions $\left\{e^{z_{j} t}\right\}$. That is, the condition for perfect state transfer can be completely characterized by the zero of the system's transfer function; this is a special case of the general zero dynamics principle. Importantly, as mentioned before, this fact can be extended beyond coherent states to include single-photon fields, which is an important class of non-Gaussian states which is of much interest in quantum information science (see [46]). Moreover, we can generalize the theory of quantum memory discussed in this section to general completely passive linear quantum systems with multiple inputs and outputs, in which case the notion of zeros is extended to transmission zeros or particularly blocking zeros [55].

The rising exponential function was found in some specific settings as the desired pulse function achieving complete absorption of the state by a quantum system [56-58], and recently, we find several experimental proposals to generate a simple (monotonous) rising exponential wave packet of a single-photon field [59-62]. However, the pulse function (6.43) has a complicated non-monotonous form in the general setup (see [46]), and producing such a complicated pulse function in experiments is challenging. In this case, an alternative approach proposed in [49, 50, 80] can be used for the purpose of high-efficiency state transfer. In this approach, an additional open-loop control input is applied on the system so that an input single-photon field with a given pulse shape is transferred to the system more efficiently, in the sense that the energy of the internal system (set to the ground state at the initial time) is maximized.

### 6.5 Robust Quantum Amplification via Coherent Feedback

Let us begin with a classical amplifier, which is doubtless a key component incorporated in almost all current electrical devices. The basic function of an autonomous amplifier is to transform an input signal $u$ to $y=G u$ with gain $G>1$. However, usually the system parameters contained in $G$ are fragile, and thus, the output $y$ can change easily and eventually become distorted. Fortunately, this serious issue was finally resolved in 1927 by Black [63, 64]. The central idea is in the use of feedback as shown in Fig. 6.18; that is, an autonomous amplifier (plant) is combined with a passive system (controller) in a feedback interconnection. Then, the output of the closed-loop system is given by

Fig. 6.18 Classical feedback amplification scheme: $G$ is the gain of an autonomous amplifier, and $K$ is the gain of a passive controller. Reprinted with permission from [65]. © (2016) by the American Physical Society


$$
y=G^{(\mathrm{fb})} u, \quad G^{(\mathrm{fb})}=\frac{G}{1+G K}
$$

where $K<1$ is the attenuation level of the passive controller. Then, a large gain $G \gg 1$ leads to $G^{(\mathrm{fb})} \approx 1 / K>1$. That is, the gain of the controlled system is determined only by the controller's parameters. This is a very important result, because a passive device such as a resistor is very robust and its parameters contained in $K$ can be made to be very stable. Thus, thanks to the feedback, the controlled system functions as a robust amplifier.

Now, a pertinent quantum version of the above-described commercial classical amplifier is the quantum phase-preserving amplifier $(P P A)$. This amplifier plays a central role in, for instance, quantum communication and weak-signal detection [66-70], but as in the classical case, it is always fragile with respect to the system parameters. In [65], a general theory was provided to resolve this issue; that is, a coherent feedback with a completely passive linear quantum system makes the amplifier significantly robust. This section is devoted to describing this theory, with a concrete optical example.

### 6.5.1 The Phase-Preserving Amplifier

The general idea of a PPA is simple. That is, it is a linear transformation of a bosonic mode $b_{1}$ to the output

$$
\begin{equation*}
\tilde{b}_{1}=g_{1} b_{1}+g_{2} b_{2}^{*} \tag{6.48}
\end{equation*}
$$

where $b_{2}$ is an auxiliary mode. Here, the point is that $b_{2}$ is necessary in order to satisfy the CCR of the output mode, $\left[\tilde{b}_{1}(t), \tilde{b}_{1}\left(t^{\prime}\right)^{*}\right]=\delta\left(t-t^{\prime}\right)$. As a consequence, the coefficients have to satisfy $\left|g_{1}\right|^{2}-\left|g_{2}\right|^{2}=1$, and hence, the output $\tilde{b}_{1}$ is an amplified mode of $b_{1}$ with gain $\left|g_{1}\right|>1$. Usually, $b_{2}$ is set to be a vacuum state; hence, we have $\left\langle\tilde{b}_{1}\right\rangle=g_{1}\left\langle b_{1}\right\rangle$, implying that the phase of $b_{1}$ is preserved. Note that contrary to this, a squeezing operation does not preserve the phase of the input; hence, it is sometimes referred to as phase-sensitive amplification.

A typical physical realization of a PPA is provided by a NOPA as discussed in Sect. 1.5.2. Recall that this is an optical cavity system with two internal orthogonally polarized fields $a_{1}$ and $a_{2}$. The cavity contains a $\chi^{(2)}$ optical crystal that facilitates interaction between $a_{1}$ and $a_{2}$ via the quadratic Hamiltonian $H=\imath \epsilon\left(a_{1}^{*} a_{2}^{*}-a_{1} a_{2}\right)$,
where $\epsilon \in \mathbb{R}$ is assumed for simplicity (note that in Sect.1.5.2, we discussed the NOPA with coefficient $\epsilon / 2$ ). Also, the cavity couples to two external traveling fields $\xi_{1}$ and $\xi_{2}$; the dynamics is given by Sect. 1.29:

$$
\begin{align*}
\frac{d a_{1}}{d t} & =\left(-\frac{\gamma}{2}-i \Delta_{1}\right) a_{1}+\epsilon a_{2}^{*}-\sqrt{\gamma} \xi_{1} \\
\frac{d a_{2}^{*}}{d t} & =\left(-\frac{\gamma}{2}+i \Delta_{2}\right) a_{2}^{*}+\epsilon a_{1}-\sqrt{\gamma} \xi_{2}^{*} \tag{6.49}
\end{align*}
$$

where $\Delta_{1}$ and $\Delta_{2}$ are detuning parameters. Also, for simplicity, optical losses are ignored. The output equations (boundary conditions) are given by (1.30):

$$
\begin{equation*}
\eta_{1}=\sqrt{\gamma} a_{1}+\xi_{1}, \quad \eta_{2}^{*}=\sqrt{\gamma} a_{2}^{*}+\xi_{2}^{*} . \tag{6.50}
\end{equation*}
$$

In the standard scenario of quantum amplification, we only consider the first output mode $\eta_{1}$ and ignore the second one $\eta_{2}$, although in the scenario of entanglement generation via NOPA both the output modes are of course kept, as discussed in Sects. 1.5.2 and 6.2. Hence, let us focus on $\eta_{1}$, the Laplace transform of which is given by

$$
\begin{aligned}
\eta_{1}[s] & =g_{1}[s] \xi_{1}[s]+g_{2}[s] \xi_{2}^{*}[s] \\
g_{1}[s] & =\frac{\left(s-\gamma / 2+\imath \Delta_{1}\right)\left(s+\gamma / 2-\imath \Delta_{2}\right)-\epsilon^{2}}{D[s]}, g_{2}[s]=\frac{-\gamma \epsilon}{D[s]} \\
D[s] & =\left(s+\frac{\gamma}{2}+\imath \Delta_{1}\right)\left(s+\frac{\gamma}{2}-\imath \Delta_{2}\right)-\epsilon^{2}
\end{aligned}
$$

The stability condition is obtained by examining the characteristic equation $D[s]=0$; particularly, when $\Delta_{1}=\Delta_{2}=0$, it is $\gamma^{2} / 4-\epsilon^{2}>0$. The amplification process is described in the Fourier domain $s=\imath \omega$ with $\omega$, the frequency; that is, we consider the linear transformation at steady state, $\eta_{1}[\iota \omega]=g_{1}[\iota \omega] \xi_{1}[\iota \omega]+g_{2}[\iota \omega] \xi_{2}^{*}[\iota \omega]$. Note that $g_{1}$ and $g_{2}$ satisfy $\left|g_{1}[\iota \omega]\right|^{2}-\left|g_{2}[\imath \omega]\right|^{2}=1$ for all $\omega$. In particular, when $\Delta_{1}=\Delta_{2}=0$, the amplification gain at the resonance frequency of $a_{1}$ and $a_{2}, \omega=0$ (in the rotating frame, $\omega=0$ corresponds to $\omega_{p} / 2$ with $\omega_{p}$, the pump frequency) is given by

$$
\left|g_{1}(0)\right|=\frac{\gamma^{2}+4 \epsilon^{2}}{\left|\gamma^{2}-4 \epsilon^{2}\right|}
$$

Hence, it takes a large value by setting $\epsilon \approx \gamma / 2$ while keeping $|\epsilon|<\gamma / 2$.
The above example can be generalized to any PPA; it is modeled as a linear system with two inputs and two outputs as follows:

$$
\left[\begin{array}{l}
\eta_{1}[s]  \tag{6.51}\\
\eta_{2}^{*}[s]
\end{array}\right]=G[s]\left[\begin{array}{l}
\xi_{1}[s] \\
\xi_{2}^{*}[s]
\end{array}\right], \quad G[s]=\left[\begin{array}{l}
G_{11}[s] G_{12}[s] \\
G_{21}[s]
\end{array} G_{22}[s]\right],
$$

where $\xi_{1}[s]$ is the Laplace transform of $\xi_{1}$, etc. The transfer function matrix $G[s]$ at $s=\imath \omega$ (called the scattering matrix in this field) satisfies

$$
\begin{align*}
& \left|G_{11}[\iota \omega]\right|^{2}-\left|G_{12}[\iota \omega]\right|^{2}=\left|G_{22}[\iota \omega]\right|^{2}-\left|G_{21}[\iota \omega]\right|^{2}=1, \\
& G_{21}[\iota \omega] G_{11}^{*}[\iota \omega]-G_{22}[\iota \omega] G_{12}^{*}[\imath \omega]=0, \quad \forall \omega . \tag{6.52}
\end{align*}
$$

Thus, $\left|G_{11}[\iota \omega]\right|$ represents the amplification gain.

### 6.5.2 Coherent Feedback Control for a Quantum Amplifier

As will be shown later, and as in the classical case, an autonomous amplifier is fragile against parameter fluctuation. Hence, we need feedback control. Here, we take a coherent feedback strategy, because a measurement-based control inevitably introduces extra classical noise. In particular, the controller is given by a completely passive linear quantum system with two inputs $\xi_{3}, \xi_{4}$ and two outputs $\eta_{3}, \eta_{4}$; note that a single-input and single-output passive system has gain equal to 1 , and therefore, it does not work as an attenuator. The controller is given in the Laplace domain as follows:

$$
\left[\begin{array}{l}
\eta_{3}^{*}[s]  \tag{6.53}\\
\eta_{4}^{*}[s]
\end{array}\right]=K[s]\left[\begin{array}{l}
\xi_{3}^{*}[s] \\
\xi_{4}^{*}[s]
\end{array}\right], \quad K[s]=\left[\begin{array}{l}
K_{11}[s] K_{12}[s] \\
K_{21}[s] K_{22}[s]
\end{array}\right],
$$

where the creation operator representation is taken to make the notation simple. Note that the transfer function matrix $K[s]$ is unitary in the Fourier domain; i.e., $K[\iota \omega]^{*} K[\iota \omega]=I$ holds for all $\omega[71]$. We then consider the following feedback connection, as shown in Fig. 6.19:

$$
\begin{equation*}
\eta_{2}=\xi_{3}, \quad \xi_{2}=\eta_{4} \tag{6.54}
\end{equation*}
$$

which is of course equivalent to $\eta_{2}^{*}=\xi_{3}^{*}$ and $\xi_{2}^{*}=\eta_{4}^{*}$. By combining (6.51), (6.53), and (6.54), we find that the controlled system, with inputs $\xi_{1}, \xi_{4}^{*}$ and outputs $\eta_{1}, \eta_{3}^{*}$, has the following input-output relation in the Laplace domain:

Fig. 6.19 Coherent feedback configuration composed of the autonomous amplifier (plant) $G$ and the controller $K$. Reprinted with permission from [65]. © (2016) by the American Physical Society


$$
\left[\begin{array}{l}
\eta_{1}[s] \\
\eta^{*}[s]
\end{array}\right]=\left[\begin{array}{l}
G_{11}^{(\mathrm{fb})}[s] \\
G_{21}^{(\mathrm{fbb})}[s] \\
G_{21}^{(\mathrm{fb}}[s] \\
G_{22}^{(\mathrm{fb)}}[s]
\end{array}\right]\left[\begin{array}{l}
\xi_{1}[s] \\
\xi_{4}^{*}[s]
\end{array}\right],
$$

where

$$
\begin{aligned}
G_{11}^{\mathrm{fb})} & =\left[G_{11}-K_{21}\left(G_{11} G_{22}-G_{12} G_{21}\right)\right] /\left(1-K_{21} G_{22}\right), \\
G_{12}^{\mathrm{fbb}} & =\left(G_{12} K_{22}\right) /\left(1-K_{21} G_{22}\right), \\
G_{21}^{\mathrm{fb})} & =\left(G_{21} K_{11}\right) /\left(1-K_{21} G_{22}\right), \\
G_{22}^{\mathrm{fb})} & =\left[K_{12}+G_{22}\left(K_{11} K_{22}-K_{12} K_{21}\right)\right] /\left(1-K_{21} G_{22}\right)
\end{aligned}
$$

The matrix entries satisfy a condition corresponding to (6.52), i.e., $\left|G_{11}^{(\mathrm{fb})}[\iota \omega]\right|^{2}-$ $\left|G_{12}^{(\mathrm{fb})}[\iota \omega]\right|^{2}=1 \forall \omega$.

Let us now discuss the effect of feedback control on the amplified signal in the Fourier domain:

$$
\eta_{1}[\iota \omega]=G_{11}^{(\mathrm{fb})}[\iota \omega] \xi_{1}[\iota \omega]+G_{12}^{(\mathrm{fb})}[\iota \omega] \xi_{4}^{*}[\iota \omega] .
$$

Our focus is on the amplification gain $\left|G_{11}^{(\mathrm{fb})}[\iota \omega]\right|$ especially when the original gain $\left|G_{11}[\iota \omega]\right|$ is large. The point is the use of (6.52); first, from $\left|G_{21}\right|\left|G_{11}\right|=\left|G_{22}\right|\left|G_{12}\right|$ together with the other two equations, we have $\left|G_{11}\right|=\left|G_{22}\right|$ and $\left|G_{12}\right|=\left|G_{21}\right|$ (for the moment, we omit the variable $t \omega$ ). Moreover, $G_{11} G_{22}-G_{12} G_{21}=G_{22} / G_{11}^{*}$ holds. Then, in the limit $\left|G_{11}\right| \rightarrow \infty$, it follows that

$$
\frac{\left|G_{11} G_{22}-G_{12} G_{21}\right|}{\left|G_{11}\right|}=\frac{\left|G_{22}\right|}{\left|G_{11}\right|^{2}}=\frac{1}{\left|G_{11}\right|} \rightarrow 0
$$

This implies that $\left(G_{11} G_{22}-G_{12} G_{21}\right) /\left|G_{11}\right|$ converges to zero in this limit. As a consequence, we have

$$
\begin{aligned}
\left|G_{11}^{(\mathrm{fb})}\right| & =\left|\frac{G_{11} /\left|G_{11}\right|-K_{21}\left(G_{11} G_{22}-G_{12} G_{21}\right) /\left|G_{11}\right|}{1 /\left|G_{11}\right|-K_{21} G_{22} /\left|G_{11}\right|}\right| \\
& \rightarrow\left|\frac{G_{11} /\left|G_{11}\right|}{-K_{21} G_{22} /\left|G_{11}\right|}\right|=\frac{1}{\left|K_{21}\right|} .
\end{aligned}
$$

Hence, in the frequency range where $\left|G_{11}[\iota \omega]\right| \gg 1$ holds, the amplification gain of the controlled system is given by $\left|G_{11}^{(\mathrm{fb})}[\imath \omega]\right| \approx 1 /\left|K_{21}[\imath \omega]\right|>1$. Therefore, because the completely passive controller is much more robust compared to the original amplifier, even if $G_{11}$ changes while still maintaining a large value, the controlled system functions as a very robust amplifier with gain $1 /\left|K_{21}\right|$. Hence, a pertinent quantum counterpart of the classical feedback amplification theory is now constructed.


Fig. 6.20 a Gain profile of the specially detuned NOPA without feedback. b Gain profile of the feedback-controlled system with parameters $\epsilon=5 \gamma$ and various $\beta$. Reprinted with permission from [65]. © (2016) by the American Physical Society


Fig. 6.21 Coherent feedback of NOPA (plant) implemented with a beam splitter (controller). Reprinted with permission from [65]. © (2016) by the American Physical Society

### 6.5.3 Example: Non-degenerate Optical Parametric Amplifier

Let us consider again the NOPA given by (6.49) as an example. In particular, we here consider the non-standard parameter choice $\Delta_{1}=\Delta_{2}=\epsilon$, which circumvents the so-called gain-bandwidth constraint as shown below. The transfer function matrix in this case is then given by

$$
G[s]=\frac{1}{(s+\gamma / 2)^{2}}\left[\begin{array}{cc}
s^{2}-\gamma^{2} / 4+\imath \gamma \epsilon & -\gamma \epsilon \\
-\gamma \epsilon & s^{2}-\gamma^{2} / 4-\imath \gamma \epsilon
\end{array}\right] .
$$

The maximum gain is $\left|G_{11}[0]\right|=\sqrt{1+16 \epsilon^{2} / \gamma^{2}}$, which becomes larger by increasing the pump strength $\epsilon$. Figure 6.20a depicts the three cases corresponding to $\epsilon=\gamma, 3 \gamma, 5 \gamma$. Remarkably, the bandwidth (i.e., the frequency range where nearly flat amplification gain is realized) does not depend on the gain, which is nearly $\gamma / 10$; that is, the amplification is free from the gain-bandwidth constraint. Note that because the pole of the transfer function matrix is fixed to $-\gamma / 2$, the system is always stable irrespective of $\epsilon$; this is a clear contrast to the standard NOPA that requires $|\epsilon|<\gamma / 2$ for stability. As a consequence, in a proper parameter regime such that the linearized model (6.49) is valid, there is no upper limit on $\epsilon$ and accordingly on the gain $\left|G_{11}[0]\right|$ as well.

Now, let us consider coherent feedback control of this amplifier. Here, as illustrated in Fig. 6.21, we take a beam splitter with transmissivity $\alpha$ and reflectivity $\beta$ as a controller, in which case the transfer function matrix is constant:

$$
K[s]=\left[\begin{array}{cc}
\alpha & \beta \\
\beta & -\alpha
\end{array}\right], \quad \alpha, \beta \in \mathbb{R}
$$

Thus, $K_{21}=\beta$ represents the attenuation level. The amplification gain of the controlled system is then

$$
G_{11}^{(\mathrm{fb})}[s]=\frac{(1-\beta) s^{2}+\beta \gamma s-(1+\beta) \gamma^{2} / 4+\imath \gamma \epsilon}{(1-\beta) s^{2}+\gamma s+(1+\beta) \gamma^{2} / 4+\imath \beta \gamma \epsilon}
$$

As expected from the general theory discussed above, we find that the limit $\left|G_{11}[\iota \omega]\right| \rightarrow \infty$ (i.e., $\epsilon \rightarrow \infty$ ) leads to $\left|G_{11}^{(\mathrm{fb})}[\iota \omega]\right| \rightarrow 1 / \beta$ in a certain frequency bandwidth. Also, by examining the denominator of $G_{11}^{(\mathrm{fb})}[s]$, we find that the controlled system is stable when $|\epsilon|<(\gamma / 2 \beta) \sqrt{(1+\beta)(1-\beta)}$. This yields $|\beta|<\gamma / 2|\epsilon|$ when $\beta^{2} \ll 1$; hence, let us choose $\epsilon=5 \gamma$, meaning $|\beta|<0.1$. Figure 6.20b shows the gain $\left|G_{11}^{(\mathrm{fb})}[\iota \omega]\right|$ for the cases $\beta=0.1, \beta=0.05$, and $\beta=0$. From this, we observe that the gain of the controlled NOPA is reduced from the value of the autonomous one; as shown later, by sacrificing this gain, the controlled NOPA obtains a fine robustness property against parameter fluctuation. Note also that the controlled NOPA has the gain-bandwidth constraint. This is in fact a general feature of a controlled amplifier: The gain and bandwidth of the controlled amplifier can be easily modified by simply tuning the controller.

Finally, let us discuss the robustness property of the controlled amplifier, which is in fact the main advantage of using feedback. To see this, let us consider the following imperfect case. First, the system parameters are fragile; the pump strength $\epsilon$ can change as $\epsilon=\left(1+0.1 e_{0}\right) \epsilon_{0}$ where $\epsilon_{0}$ is the nominal value; similarly, the detunings $\Delta_{1}$ and $\Delta_{2}$ can slightly deviate from $\epsilon$, which is modeled by $\Delta_{1}=\left(1+0.001 e_{1}\right) \epsilon$ and $\Delta_{2}=\left(1+0.001 e_{2}\right) \epsilon$. Here, $\left(e_{0}, e_{1}, e_{2}\right)$ are independent random variables drawn from the uniform distribution on $[-1,1]$. The blue lines in Fig. 6.22 are 50 sample values of the autonomous gain $\left|G_{11}[\iota \omega]\right|$ in the case $\epsilon_{0}=5 \gamma$. This shows that the parameter fluctuations above lead to significant fragility of the amplification gain. Hence, this is the situation where we should apply the feedback. The red lines in


Fig. 6.22 The upper blue lines represent the gain profile of the autonomous NOPA, $\left|G_{11}[\iota \omega]\right|$, while the lower red lines correspond to the controlled case, $\left|G_{11}^{(\mathrm{fb})}[\iota \omega]\right|$ with $\beta=0.1$. In both cases, $\epsilon_{0}=5 \gamma$. Reprinted with permission from [65]. © (2016) by the American Physical Society (color figure online)

Fig. 6.22 are 50 sample values of the controlled gain $\left|G_{11}^{(\mathrm{fb})}[\iota \omega]\right|$ with $\beta=0.1$. This clearly demonstrates that gain fluctuation in the amplifier is greatly suppressed by feedback.

### 6.5.4 Added Noise

In this section, we have discussed only the amplification of the mean, but not of the higher-order moments, especially the variance. In the general form (6.48), certainly the mean $\left\langle\tilde{b}_{1}\right\rangle=g_{1}\left\langle b_{1}\right\rangle$ is amplified, but note that the noise variance defined by

$$
\left.\left.\langle | \Delta b\right|^{2}\right\rangle:=\frac{1}{2}\left\langle\Delta b \Delta b^{*}+\Delta b^{*} \Delta b\right\rangle, \quad \Delta b=b-\langle b\rangle
$$

must also be amplified as follows. If $b_{2}$ is the vacuum mode, (6.48) leads to $\left.\left.\langle | \Delta \tilde{b}_{1}\right|^{2}\right\rangle=$ $\left.\left.\left|g_{1}\right|^{2}\langle | \Delta b_{1}\right|^{2}\right\rangle+\left|g_{2}\right|^{2} / 2$. This directly implies the degradation of the signal-to-noise ratio as follows:

$$
\widetilde{(\mathrm{S} / \mathrm{N})}=\frac{\left|\left\langle\tilde{b}_{1}\right\rangle\right|^{2}}{\left.\left.\langle | \Delta \tilde{b}_{1}\right|^{2}\right\rangle}=\frac{\left|\left\langle b_{1}\right\rangle\right|^{2}}{\left.\left.\langle | \Delta b_{1}\right|^{2}\right\rangle+\mathcal{A}}<\frac{\left|\left\langle b_{1}\right\rangle\right|^{2}}{\left.\left.\langle | \Delta b_{1}\right|^{2}\right\rangle}=(\mathrm{S} / \mathrm{N})
$$

Hence, the added noise

$$
\mathcal{A}:=\frac{\left|g_{2}\right|^{2}}{2\left|g_{1}\right|^{2}}=\frac{\left|g_{1}\right|^{2}-1}{2\left|g_{1}\right|^{2}}
$$

quantifies how well the signal information is amplified [72, 73]. In particular, in the large amplification limit $\left|g_{1}\right| \rightarrow \infty$, we find $\mathcal{A} \rightarrow 1 / 2$, and this is called the quantum noise limit.

In [65], it was proven that in general, the controlled amplifier functions as a PPA achieving the quantum noise limit $\mathcal{A} \rightarrow 1 / 2$ in the large amplification limit, even if several imperfections are present in the feedback loop. This effect was demonstrated in [65] in the numerical simulation for the same NOPA example studied in the previous subsection. This means that precise fabrication of the feedback control is not necessary; hence, the presented theory is of practical interest.

### 6.6 Feedback Control Experiments

We have seen in the previous sections and chapters that there are two types of quantum feedback schemes: coherent feedback and measurement-based quantum feedback. Here, we describe two actual experiments that demonstrate the effectiveness of those feedback schemes in different physical setups. The first one is a fully optical system that contains a coherent feedback architecture, and the second is a large atomic
ensemble controlled by measurement-based feedback. In both cases, the control goal is to create an enhanced (optical or atomic) squeezed state.

### 6.6.1 Coherent Feedback for Optical Squeezing Enhancement

As discussed before, a squeezed state is a genuine non-classical state such that the fluctuation is reduced below the vacuum noise variance in one of the quadrature observables $q$ and $p$. Coherent feedback has the ability to further suppress this fluctuation compared to the case without feedback, as theoretically proven in $[18,19]$ in the quantum optical setting. Figure 6.23a illustrates the proposed coherent feedback configuration composed of an optical parametric oscillator (OPO; see Sect. 1.5.3) as the plant and a beam splitter (BS) as the controller; the output squeezed state of OPO is then enhanced by the feedback and produced at the output of BS. This theoretical proposal was experimentally demonstrated in [21], and this is what we discuss in detail in this subsection.

We begin by describing the theoretical model of this feedback method, which is depicted in Fig. 6.23b. First, let us recall from Sect. 1.5.3 that the dynamics of OPO is given, in a rotating frame, by

$$
\begin{equation*}
\frac{d a}{d t}=-\frac{\gamma+\kappa}{2} a+\frac{\epsilon}{2} a^{*}-\sqrt{\gamma} \xi_{1}-\sqrt{\kappa} \xi_{\text {loss }, 1}, \quad \eta_{1}=\sqrt{\gamma} a+\xi_{1}, \tag{6.55}
\end{equation*}
$$

where $\gamma=c T_{1} / \ell$ and $\kappa=c L_{1} / \ell$ with $\ell$ the optical path length in the OPO, $T_{1}$ the transmissivity of the coupling BS, $L_{1}$ the transmissivity of a fictitious BS (which models the optical loss), and $c$ the speed of light. In the quadrature form, the Fourier input-output relation is given by


Fig. 6.23 a Abstract schematic of coherent feedback control for optical field squeezing. b Configuration of the coherent feedback loop. Reprinted with permission from [21] © 2012 IEEE

$$
\begin{aligned}
\eta_{1}^{q}[\iota \omega] & =(G[\imath \omega]+g[\imath \omega]) \xi_{1}^{q}[\imath \omega]+(\bar{G}[\imath \omega]+\bar{g}[\iota \omega]) \xi_{\mathrm{loss}, 1}^{q}[\iota \omega] \\
\eta_{1}^{p}[\imath \omega] & =(G[\imath \omega]-g[\imath \omega]) \xi_{1}^{p}[\imath \omega]+(\bar{G}[\imath \omega]-\bar{g}[\imath \omega]) \xi_{\mathrm{loss}, 1}^{p}[\iota \omega]
\end{aligned}
$$

where

$$
\begin{aligned}
G[\imath \omega] & =\frac{\gamma^{2}-(\kappa-2 \iota \omega)^{2}+\epsilon^{2}}{(\gamma+\kappa-2 \iota \omega)^{2}-\epsilon^{2}}, \quad \bar{G}[\imath \omega]=\frac{2 \sqrt{\gamma \kappa}(\gamma+\kappa-2 \iota \omega)}{(\gamma+\kappa-2 \iota \omega)^{2}-\epsilon^{2}} \\
g[\iota \omega] & =\frac{2 \epsilon \gamma}{(\gamma+\kappa-2 \iota \omega)^{2}-\epsilon^{2}},
\end{aligned}
$$

and $\bar{g}[\iota \omega]=\sqrt{\kappa / \gamma} g[\iota \omega]$. The variance of $\eta_{1}^{q}[\iota \omega]$ and $\eta_{1}^{p}[\iota \omega]$ is simply given by the power spectrum $\left.S_{1}^{q}(\imath \omega)=\left.\langle | \eta_{1}^{q}[\iota \omega]\right|^{2}\right\rangle$ and $\left.S_{1}^{p}(\imath \omega)=\left.\langle | \eta_{1}^{p}[\imath \omega]\right|^{2}\right\rangle$. In particular, when the input field is a vacuum state, we have $S_{1}^{q}(\imath \omega)=|G[\imath \omega]+g[\imath \omega]|^{2}+$ $|\bar{G}[\iota \omega]+\bar{g}[\iota \omega]|^{2}$ and $S_{1}^{p}(\imath \omega)=|G[\iota \omega]-g[\imath \omega]|^{2}+|\bar{G}[\imath \omega]-\bar{g}[\imath \omega]|^{2}$. If $\epsilon=0$, then $S_{1}^{q}(\imath \omega)=S_{1}^{p}(\imath \omega)=1, \forall \omega$, which is the vacuum noise variance.

Next, we describe the feedback configuration. The controller is called the control $B S(\mathrm{CBS})$; its transmissivity $T_{2}$ is tunable. The coherent input field $\xi_{2}(t)$ is sent to the CBS. Next, one of the outputs of the CBS, $\eta_{3}(t)$, is sent to the OPO. The output of the OPO, $\eta_{1}(t)$, is then sent back to the CBS. This closed-loop system outputs the enhanced squeezed field $\eta_{2}(t)$. The input and output fields of the CBS are connected by

$$
\begin{aligned}
& \eta_{2}=\sqrt{1-T_{2}} \xi_{2}+\sqrt{T_{2}}\left[\sqrt{1-L_{2}} \xi_{3}+\sqrt{L_{2}} \xi_{\text {loss }, 2}\right] \\
& \eta_{3}=-\sqrt{1-T_{2}}\left[\sqrt{1-L_{2}} \xi_{3}+\sqrt{L_{2}} \xi_{\text {loss }, 2}\right]+\sqrt{T_{2}} \xi_{2}
\end{aligned}
$$

where $\xi_{\text {loss }, 2}$ is a vacuum field entering through a fictitious BS with reflectivity $L_{2}$; this models the losses in the CF loop. Now, let $\tau_{a}=l_{a} / c\left(\tau_{b}=l_{b} / c\right)$ be the time delay resulting from the optical path length $l_{a}\left(l_{b}\right)$ from (to) the CBS to (from) the OPO. Then, the feedback interconnection is represented by $\xi_{1}(t)=\eta_{3}\left(t-\tau_{a}\right) e^{i \omega_{0} \tau_{a}}$ and $\xi_{3}(t)=\eta_{1}\left(t-\tau_{b}\right) e^{i \omega_{0} \tau_{b}}$, where $\omega_{0}$ is the resonance frequency of the OPO. Combining these equations with (6.55), we obtain the input-output relation of the whole closed-loop system in the Fourier domain as follows:

$$
\begin{aligned}
\eta_{2}^{ \pm}[\iota \omega]= & \left(\sqrt{1-T_{2}}+\frac{T_{2} \sqrt{1-L_{2}} \alpha^{ \pm}[\iota \omega]}{1+\alpha^{ \pm}[\iota \omega] \sqrt{\left(1-T_{2}\right)\left(1-L_{2}\right)}}\right) \xi_{2}^{ \pm}[\iota \omega] \\
& +\frac{\sqrt{T_{2}\left(1-L_{2}\right)} \beta^{ \pm}[\iota \omega]}{1+\alpha^{ \pm}[\iota \omega] \sqrt{\left(1-T_{2}\right)\left(1-L_{2}\right)}} \xi_{\text {loss }, 1}^{ \pm}[\iota \omega] \\
& +\left(\sqrt{T_{2} L_{2}}-\frac{\sqrt{T_{2}\left(1-L_{2}\right)\left(1-T_{2}\right) L_{2}} \alpha^{ \pm}[\iota \omega]}{1+\alpha^{ \pm}[\iota \omega] \sqrt{\left(1-T_{2}\right)\left(1-L_{2}\right)}}\right) \xi_{\text {loss }, 2}^{ \pm}[\iota \omega], \\
\alpha^{ \pm}[\iota \omega]= & (G[\iota \omega] \pm g[\iota \omega]) e^{\iota\left(\omega+\omega_{0}\right)\left(\tau_{a}+\tau_{b}\right)}, \\
\beta^{ \pm}[\iota \omega]= & (\bar{G}[\iota \omega] \pm \bar{g}[\iota \omega]) e^{\iota\left(\omega+\omega_{0}\right) \tau_{b}},
\end{aligned}
$$

Fig. 6.24 The transmissivity $T_{2}$ of the CBS versus the squeezing levels for various normalized pumping strength $x=\epsilon / \gamma$. The blue, red, and green lines correspond to $x=0.1,0.35$, and 0.6 , respectively. The circles indicate the values at $T_{2}=1$ and $L_{2}=0$, corresponding to the uncontrolled OPO. Reprinted with permission from [21] © 2012 IEEE (color figure online)

where + and - correspond to $q$ and $p$, respectively. Here, the input is assumed to be a vacuum state (this is indeed the case in the experiment); then, the power spectrum of the output field can be calculated as $\left.S_{2}^{ \pm}(\imath \omega)=\left.\langle | \eta_{2}^{ \pm}[\iota \omega]\right|^{2}\right\rangle$. Also, we assume that the coherent feedback loop is on resonance, i.e., $e^{i \omega_{0}\left(\tau_{a}+\tau_{b}\right)}=-1$.

Now, we conduct a numerical simulation with the following parameters, to examine the performance of the feedback control for squeezing enhancement: $T_{1}=0.12$, $L_{1}=5.0 \times 10^{-3}, L_{2}=5.0 \times 10^{-2}, l=0.5 \mathrm{~m}$, and $l_{a}=l_{b}=0.25 \mathrm{~m}$. Figure 6.24 depicts the normalized noise power $\left.\left.10 \log _{10}\left(\left.\langle | \eta_{2}^{q}[\iota \omega]\right|^{2}\right\rangle /\left.\langle | \xi_{2}^{q}[\iota \omega]\right|^{2}\right\rangle\right)=$ $10 \log _{10} S_{2}^{q}(\imath \omega) \mathrm{dB}$ versus $T_{2}$, at frequency $\omega / 2 \pi=1 \mathrm{MHz}$, for several normalized pumping strength $x=\epsilon / \gamma$. Note that the horizontal axis at 0 dB indicates the vacuum noise variance. The circles represent the values at $T_{2}=1$ with $L_{2}=0$, i.e., the squeezing levels of the uncontrolled OPO. This figure shows that if the pumping strength is weak ( $x=0.1$ or $x=0.35$ ), there exists an optimal point of $T_{2}$ that lowers the variance than that in the uncontrolled case; that is, the coherent feedback certainly enhances the squeezing. However, if a large pump field is applied ( $x=0.6$ ), the autonomous OPO without control is the best system that minimizes the variance; the CFB does not enhance the squeezing at all. This is simply because, in general, a highly squeezed optical field is fragile to optical loss, leading to a trade-off between the squeezing level and the optical loss. Thus, for a strongly pumped OPO, the feedback introduces further optical loss rather than enhancing the squeezing. This is a clear limitation of coherent feedback control for the purpose of squeezing enhancement.

Finally, let us see the experimental demonstration of the above. The setup is illustrated in Fig. 6.25 (see [21] for the detailed configuration). A notable point is that the CBS is constructed so that it is involved in a Mach-Zehnder (MZ) interferometer, which allows us to tune the controller parameter $T_{2}$. In this experiment, the parameters are chosen as $x=0.106, T_{1}=0.20, L_{1}=9.0 \times 10^{-3}, L_{2}=0.12, l=0.5 \mathrm{~m}$, and $l_{a}=l_{b}=0.25 \mathrm{~m}$. Figure 6.26 shows the squeezing and anti-squeezing levels in the


Fig. 6.25 Experimental configuration. MCC: mode cleaning cavity, PD: photodetector, PZT: piezoelectric transducer, PBS: polarized beam splitter, HWP: half-wave plate, and LO: local oscillator. The blue dashed line indicates the CFB loop. The green dashed line indicates a Mach-Zehnder interferometer, corresponding to the CBS. Reprinted with permission from [21]@ 2012 IEEE (color figure online)


Fig. 6.26 Frequency dependence of the squeezing and anti-squeezing levels. The blue lines represent those without feedback $\left(T_{2}=1\right)$, while the green, red, and pink lines correspond to the case with feedback under the condition $T_{2}=0.7,0.8$, and 0.9 , respectively. Dark noise (variance of the number of electrons in the detector) is subtracted. Dashed lines indicate theoretical values. Reprinted with permission from [21] © 2012 IEEE (color figure online)
frequency domain, with several $T_{2}$; the blue solid lines indicate those without the coherent feedback (i.e., $T_{2}=1$ ), while the green, red, and pink solid lines correspond to the feedback case with $T_{2}=0.7,0.8$, and 0.9 , respectively. The large noise found at lower frequencies comes from the laser noises and modulation signals that are
used for cavity locking mechanisms. Nonetheless, at higher frequency regime, the experimental result agrees well with the theoretical values shown with dashed lines. Note that while better squeezing enhancement is realized if we take a smaller value of $T_{2}$, the effective squeezing bandwidth becomes narrower. This additional constraint imposed on the feedback control is mainly because the OPO and the feedback loop suffer from the time delays.

### 6.6.2 Measurement-Based Feedback for Spin Squeezing in Atomic Ensemble

Next, we consider a particular experimental demonstration of measurement-based feedback control as reported in [74]. As before, let us begin with the theoretical background.

The system is a large atomic ensemble system as described in Sect. 1.5.5, which is subjected to the Faraday interaction $L=\sqrt{M} J_{z}$ and the spin rotation implemented by the magnetic field $H=b J_{y}$. Let us recall that this setup realizes QND measurement of $J_{z}$, through the dynamics (1.44) and the measurement output (1.45). In particular, we here assume the large ensemble limit $J=N / 2 \gg 1$ and that the $x$-component is much larger than the others, leading to $J_{x} \approx J$ and the CCR relation $\left[J_{y}, J_{z}\right]=$ ${ }_{l} J_{x} \approx{ }_{l} J$; further, assume that the initial state is the spin-coherent state, which is exactly the same as the optical coherent state in the two-dimensional tangent space at $(x, y, z)=(J, 0,0)$ in the Bloch-like sphere depicted in Fig. 6.27a. Under these assumptions, the state is always Gaussian as long as it is confined in the tangent space. Now, we construct a quantum filter as described in Sect.4.2.1, to estimate $j_{t}\left(J_{z}\right)=U(t)^{*} J_{z} U(t)$ using the measurement output (1.45), which in Ito form is given by $d y_{\mathrm{m}}=2 \sqrt{M} j_{t}\left(J_{z}\right) d t+d \mathcal{A}+d \mathcal{A}^{*}$. Then, as seen in (4.21) and (4.22), the conditional mean and variance of $j_{t}\left(J_{z}\right)$ change in time as

$$
\begin{equation*}
d\left\langle J_{z}\right\rangle_{c}=J b(t) d t+2 \sqrt{M}\left\langle\Delta J_{z}^{2}\right\rangle_{c} d w, \quad d\left\langle\Delta J_{z}^{2}\right\rangle_{c}=-4 M\left\langle\Delta J_{z}^{2}\right\rangle_{c}^{2} d t \tag{6.56}
\end{equation*}
$$

where $\left\langle J_{z}\right\rangle_{c}=\pi_{t}\left(J_{z}\right)$ is the least mean square estimate of $j_{t}\left(J_{z}\right)$. Also, note that $\left\langle\Delta J_{z}^{3}\right\rangle_{c}=0$, because of the Gaussianity of the state. The above equations show that the variance of $j_{t}\left(J_{z}\right)$ deterministically decreases, while the mean fluctuates probabilistically; then, due to the Heisenberg uncertainty relation $\left\langle\Delta J_{y}^{2}\right\rangle_{c}\left\langle\Delta J_{z}^{2}\right\rangle_{c} \geq$ $J^{2} / 4$, the variance of $J_{y}$ must increase. Hence, a squeezed state is generated, with its mean probabilistically fluctuating, which is illustrated in Fig. 6.27b. Note that in the general setting without the Gaussian approximation, the state finally converges to one of the eigenstate of $J_{z}$ if $b(t)=0$, as discussed in Sect.4.2.4. This state is called a spin-squeezed state, in analogy to the optical squeezed state.

Now, note that without any control (i.e., $b(t)=0$ ), ensemble averaging of the spinsqueezed states over all the atoms leads to $\left\langle\Delta J_{z}^{2}\right\rangle \geq J / 2$, because of the fluctuation of the mean. Thus, the unconditional state is not anymore a spin-squeezed state, as


Fig. 6.27 a Spin-coherent state and bsin-squeezed state


Fig. 6.28 Measurement-based feedback protocol for spin squeezing
discussed at the end of Sect.4.3.1. Measurement-based feedback control is applicable to resolve this issue and eventually generate a spin-squeezed state in a deterministic way, as follows. The point is that now we have a real-time optimal estimate of $j_{t}\left(J_{z}\right)$, namely $\left\langle J_{z}\right\rangle_{c}=\pi_{t}\left(J_{z}\right)$, by updating the quantum filter (6.56). Hence, the control input signal $b(t)$ can be set to a function of $\left\langle J_{z}\right\rangle_{c}$; in particular, let us here take a simple choice $b(t)=-\bar{b}\left\langle J_{z}\right\rangle_{c}$ with $\bar{b}>0$. Then, (6.56) yields $d \mathbf{E}\left[\left\langle J_{z}\right\rangle_{c}\right] / d t=$ $-J \bar{b} \mathbf{E}\left[\left\langle J_{z}\right\rangle_{c}\right]$, leading to $\mathbf{E}\left[\left\langle J_{z}\right\rangle_{c}\right] \rightarrow 0$ in the long time limit. Then, because decrease of $\left\langle\Delta J_{z}^{2}\right\rangle_{c}$ is still maintained under the control due to (6.56), the spin-squeezed state with mean zero is deterministically generated.

The above measurement-based feedback strategy was experimentally demonstrated in [74]. Let us now see the idea behind this experiment. Figure 6.28 illustrates the control procedure for deterministically generating a spin-squeezed state. In the figure, we denote $\left(q_{A}, p_{A}\right)=\left(J_{y} / \sqrt{J}, J_{z} / \sqrt{J}\right)$, and $\left(q_{L}^{\prime}, p_{L}^{\prime}\right)$ are the pair of normalized $(q, p)$ components of the polarization of the output light field $\eta$. The procedure is to send a polarized beam into the atomic ensemble followed by applying a magnetic field depending on the measurement result, and in the experiment,
this action was performed twice; that is, rather than the above-described continuoustime monitoring and feedback, what was demonstrated in the experiment is actually discrete-time feedback control. The detailed control procedure is as follows (the steps below correspond to the numbering in Fig. 6.28).

1. Initialization: The atomic ensemble and the light field are prepared to a spincoherent state (red circle) and a vertical polarized state (green arrow), respectively.
2. After the atom-field Faraday interaction, the polarization rotates depending on the probabilistic shift of the atom state, which is now squeezed. The angle of polarization can be determined by measuring $q_{L}^{\prime}$ by a polarization beam splitter; this can be used to estimate the shift of the spin-squeezed state, and this shift is compensated by the feedback control implemented by a magnetic field.
3. As a result, a spin-squeezed state is deterministically generated.
4. Second initialization: The atom state is prepared in the spin-squeezed state generated through the Steps 1-2-3.
5. The same action as in the Step 2 is applied. Due to the conditional state evolution, the atom state is further squeezed. Also, the rotation angle of the polarization is reduced compared to the case in the Step 2.
6. As a result, a further squeezed state is generated.

As implied from the above procedure, the variance of the polarization angle of the output field depends on the variance of $p_{A}$. Therefore, the squeezing level of the atomic state can be evaluated by using the variance of the output $q_{L}^{\prime}=\kappa p_{A}+q_{L}$, where $q_{L}$ represents the normalized $q$-component of the polarization of the input light field $\xi$ and $\kappa$ is the interaction strength proportional to $\sqrt{M}$. (Note that this equation corresponds to $d y_{\mathrm{m}}=2 \sqrt{M} j_{t}\left(J_{z}\right) d t+d \mathcal{A}+d \mathcal{A}^{*}$.) In particular, the squeezing level can be defined by $\xi_{\text {sq }}^{2}=\left\langle\left(\Delta p_{A}^{(2)}\right)^{2}\right\rangle /\left\langle\left(\Delta p_{A}^{(1)}\right)^{2}\right\rangle$, where $p_{A}^{(i)}$ denotes the initial $p$-component of the atomic state in the $i$ th experiment. Then, from $\left\langle\left(\Delta q_{L}^{\prime}{ }^{(i)}\right)^{2}\right\rangle=$ $\kappa^{2}\left\langle\left(\Delta p_{A}{ }^{(i)}\right)^{2}\right\rangle+\left\langle\left(\Delta q_{L}^{(i)}\right)^{2}\right\rangle=\kappa^{2}\left\langle\left(\Delta p_{A}{ }^{(i)}\right)^{2}\right\rangle+1 / 2$. Therefore, the squeezing level of the atom is represented as

$$
\xi_{\mathrm{sq}}^{2}=\frac{\left\langle\left(\Delta p_{A}^{(2)}\right)^{2}\right\rangle}{\left\langle\left(\Delta p_{A}^{(1)}\right)^{2}\right\rangle}=\frac{\left\langle\left(\Delta q_{L}^{\prime}(2)\right)^{2}\right\rangle-1 / 2}{\left\langle\left(\Delta q_{L}^{\prime(1)}\right)^{2}\right\rangle-1 / 2} .
$$

In the experiment, it was observed that the best squeezed level (with respect to the feedback gain) is $\xi_{\mathrm{sq}}^{2} \approx 0.912$, i.e., about 0.8 dB spin squeezing was realized.

### 6.6.3 Further Reading

There are several experimental demonstrations of quantum feedback control beyond linear quantum systems; for instance, measurement-based feedback has been experimentally implemented to stabilize photon number states in a microwave cavity [75] and Rabi oscillations in a superconducting qubit [76]. As for coherent feedback, we
find its application to stabilizing an entangled state of two superconducting qubits [77]. Here, in accordance with the theme of this monograph, we briefly highlight the experiments reported in [78, 79], which both experimentally demonstrate feedback control for linear quantum systems.

The first one [78] experimentally implemented a coherent feedback network for an electromechanical device, aimed at realizing efficient control and readout of the mechanical state. While these two operations cannot be simultaneously and efficiently achieved in the standard setup without a feedback architecture, the developed coherent feedback allows very fast switching between the two. Such very fast manipulation using a feedback controller, which is comparable to the system's decay rate, would be quite difficult to implement with a measurement-based feedback controller. Thus, the experiment illustrates one of the major advantages of coherent feedback control in an actual physical setup.

The next experiment, [79], demonstrates the use of measurement-based feedback for cooling a mechanical oscillator to achieve its motional ground state and showed a significant improvement over the conventional approach. There are two important system components to accomplish this goal. One is an ultra-precise position sensor that can resolve the zero-point fluctuation of a nano-mechanical oscillator, and the other is an actuator powered by radiation pressure force. This illustrates the requirements of having a very precise sensor and actuator in order to attain a real advantage of measurement-based feedback control in the quantum regime. As described in this work, this is now within reach of current state-of-the-art experiments in the field of opto-mechanics.
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